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Abstract

Michael Devitt ([2006a], [2006b]) argues that, insofar as linguists possess better theories about language than non-linguists, their linguistic intuitions are more reliable. Culbertson and Gross ([2009]) presented empirical evidence contrary to this claim. Devitt ([2010]) replies that, in part because we overemphasize the distinction between acceptability and grammaticality, we inter alia misunderstand linguists’ claims, fall into inconsistency, and fail to see how our empirical results can be squared with his position. We reply in this note. Inter alia we argue that Devitt’s focus on grammaticality intuitions, rather than acceptability intuitions, distances his discussion from actual linguistic practice. We close by questioning a demand that drives his discussion—viz., that, for linguistic intuitions to supply evidence for linguistic theorizing, a better account of why they are evidence is required.
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1 Introduction

According to Michael Devitt ([2006a], [2006b]), linguistic intuitions (fairly immediate and unreflective judgments on matters linguistic) are, like all judgments, theory-laden. Which theory intuitions are laden with affects their reliability: the better the theory, the more reliable the intuitions. Hence, insofar as linguists possess better theories about language than non-linguists, their linguistic intuitions are more reliable.

In Culbertson and Gross ([2009]—henceforth, C&G), we empirically examined Devitt’s conclusion and found no evidence that increased knowledge of or expertise in linguistics increases reliability, at least with respect to acceptability judgments of the sort we tested.

Devitt ([2010]) replies that we, like other commentators, overemphasize the distinction between judgments of acceptability and judgments of grammaticality and are thereby led into a series of errors. In his view, we miss his intention to refer primarily to intuitive grammaticality judgments. We fail to ‘take linguists at their word’ (p. 843—all unadorned page references are to Devitt [2010]) when they speak of grammaticality judgments. We fall into apparent inconsistency in allowing that linguists’ grammaticality intuitions may be more reliable than non-linguists’ (since, with some supporting premises, this entails that their acceptability intuitions are likewise more reliable). We fail to realize that our own non-linguist subjects construed the task we presented them in terms of grammaticality. And we fail to see how our experimental results can in fact be made consistent with Devitt’s position.

In what follows, we reply to Devitt’s charges. We suggest inter alia that Devitt does not sufficiently keep clear what we mean by ‘acceptable’ and has a mistaken conception of the linguistic intuitions dominant in actual linguistic practice. In our conclusion, we also question a demand that drives Devitt’s discussion—viz., that, for linguistic intuitions to supply evidence for linguistic theorizing, a better account of why they are evidence is required.

2 Acceptability and grammaticality

Following others, C&G distinguished acceptability judgments and grammaticality judgments. Acceptability judgments, in our sense, concern whether a sentence is one the subject would or could use in appropriate circumstances (alternatively: would or could understand, etc.—cf. C&G, p. 729, fn. 10). Grammaticality judgments concern whether a sentence is generated, or permitted, by the grammar for the language at issue. Such judgments—whether of acceptability or grammaticality—are intuitive, in Devitt’s sense, to the extent they are immediate and unreflective. On our view, acceptability judgments provide evidence from which linguists infer facts about grammaticality; linguists’ grammaticality judgments are typically made reflectively on the basis of an inference to the best explanation rather than serving as evidence for such inferences.

Devitt charges that we, like other commentators, make too much of the distinction, and he identifies—and responds to—several lines of thought that he suggests lie behind the emphasis. The two he ascribes to us are, first, that ‘speakers’ intuitions about what is ‘acceptable’, is ‘ok’, ‘sounds good’, and the like are not intuitions about grammaticality’ (p. 841); and, second, that ‘linguists are simply not interested in intuitions about grammaticality.’ (p. 843)

The first thought is in fact not among our grounds. But Devitt’s reply to it is nonetheless quite germane to our disagreement. Discussing it will inter alia help foreground an ambiguity in ‘acceptable’—marked here by Devitt—that has clouded the exchanges between him and his interlocutors.

Devitt argues (p. 841) that, in its ‘ordinary’ sense, ‘acceptable’ is a context-relative term. Said of one and the same bottle of wine, ‘acceptable’ may apply if we’re considering a pairing with some dish, but not if we’re trying to feed the baby. Similarly, whether ‘acceptable’ applies to an utterance may depend on whether what’s at issue is politeness, plausibility, or any of a variety of other features an utterance may possess. In particular, he claims that in many contexts of interest to linguists, subjects—or at least non-linguist subjects—are likely to construe ‘acceptability’ in terms of grammaticality (similarly for other terms such as ‘sounds good’). In such cases, a conflation of acceptability and grammaticality is thus ‘innocent.’ (p. 841)

But how ‘acceptable’ functions in its ordinary sense is not relevant to the distinction we wished to draw—nor to the contexts of primary interest to linguists. Our distinction concerns, not what is expressed by ‘acceptable’ in this ordinary sense, but rather something along the lines of what Devitt, disambiguating, labels ‘C-acceptability’ (p. 842—‘C’ stands for ‘Chomsky’). In this ‘technical’ (p. 842) sense, ‘acceptable’ ‘refers to utterances that are perfectly natural and immediately comprehensible without paper-and-pencil analysis, and in no way bizarre.’ (Chomsky [1965], p. 10)
 (C&G in fact introduced the notion of acceptability by quoting Chomsky. We briefly discuss in section 4 below whether our own formulation ‘would or could use in appropriate circumstances’ diverges significantly from his.) C-acceptability and grammaticality—and respective judgments thereof—are clearly distinct, as Devitt allows (p. 842). Thus, linguists often agree that a sentence is unacceptable but deny or debate whether it is ungrammatical: Chomsky ([1965], pp. 10-12) maintains that multiply center-embedded sentences—e.g., ‘The rat the cat the dog chased ate died’—are unacceptable but grammatical; Reinhart ([1983]) argues, contra earlier discussions of binding, that ‘Zelda bores her [i.e., Zelda],’ though unacceptable, is grammatical (she argues it violates a pragmatic principle).
 Linguist subjects are thus not likely to construe ‘acceptability’ in terms of grammaticality.

But what of non-linguist subjects? Devitt notes (p. 842) that they are not typically privy to the technical sense of ‘acceptability’ that linguists deploy. When such subjects encounter the term, they will take it in its ordinary sense and will contextually resolve it as appropriate. So perhaps one can conclude that our distinction, however significant as construed by linguists, is not germane to an assessment of non-linguist subjects’ judgments—in particular, their comparative reliability, the topic of our exchange with Devitt.

Devitt (p. 843) allows, however, that one might elicit C-acceptability intuitions from non-linguists and that such intuitions can provide evidence for grammatical theorizing.
 In fact this is just what we intended to do. We did not leave our own subjects to contextually resolve such terms as ‘acceptable.’ Instead, we instructed them to assess a sentence according to whether they ‘would or could say it under appropriate circumstances’ or ‘would never say it under any circumstances’ (C&G, p. 734). Our subjects—non-linguists included—were privy to the technical notion. For that reason, we in fact did not expect ‘speakers’ intuitions [… to be] intuitions about grammaticality’ (p. 841); so, the thought Devitt ascribes to us is to that extent correct. But, contrary to Devitt’s suggestion, we do not emphasize the acceptability/grammaticality distinction because we expected to elicit acceptability, not grammaticality, intuitions. Rather, we attempted to elicit C-acceptability intuitions because of the significance we attach to the distinction. 

Devitt (p. 857) maintains that, whatever our intent, the ordinary sense of terms present in our instructions were likely to have led non-linguist subjects to construe our task in terms of grammaticality. This raises a worry only about our specific experimental design, not for the significance of the distinction in general. We reply to the specific charge when we turn to our experimental results in section 4 below.

If our reason for emphasizing the distinction was not an antecedent conception of how subjects ordinarily construe talk of ‘acceptability’ and the like, what was? The second line of thought Devitt attributes to us—that ‘linguists are simply not interested in intuitions about grammaticality’—more or less gets it right. Here we have a basic disagreement concerning actual linguistic practice.

C&G claimed that linguists typically infer facts about grammaticality from C-acceptability judgments (and other evidence), not from intuitive grammaticality judgments. In support, we cited (Schütze [1996]) for general discussion and (Chomsky [1965]) as a particularly influential example—see also fn. 6 below. (This support concerns linguists’ use of their own intuitions. Replies to a query we posted to Linguist List indicate that it is also common for linguists and psycholinguists to instruct non-linguist subjects to provide acceptability judgments in our sense.
 However, though the use of non-linguist subjects is growing, linguists remain the dominant source of intuitions in practice.) To be sure, there is no reason a priori to preclude grammaticality intuitions as possible data, and we do not claim that they have never played this role. But typically they do not. It is this typical reliance by linguists on their own C-acceptability judgments—as opposed to intuitive judgments of grammaticality—that leads us to emphasize the distinction.

Devitt responds that we should ‘take linguists at their word’ (p. 843) when they use the label ‘grammaticality judgment’ for their evidence, as they often do. But Devitt fails to take (at least some) linguists at their word when they explain what is meant by the label. Linguists often use the label ‘grammaticality judgment’ for what we—and many linguists—label ‘acceptability judgment.’ Thus Schütze ([1996]), having argued at length that ‘grammaticality judgment’ is a ‘misnomer’ for judgments of C-acceptability, acquiesces in this tendency himself—even subtitling his book ‘Grammaticality Judgments and Linguistic Methodology.’
 That said, we acknowledged (C&G, p. 723, fn. 1) that there has been some lack of clarity on these matters. We can thus agree that ‘we are not in a position to be confident that [in every case] linguists should not be taken at their word when they talk of ‘grammaticality judgments.’’ (p. 844—though NB our addition!). But the fact remains that most linguists today intend their asterisks to indicate unacceptability. (Cf. C&G, p. 723, fn. 1, citing Schütze [1996], p. 45, fn. 23.) Thus an experiment that would compare the relative reliability of relevant linguist and non-linguist intuitions should focus on judgments of C-acceptability, not grammaticality.

We of course acknowledge Devitt’s authority concerning his own intention to focus on grammaticality intuitions, not C-acceptability intuitions. We previously found his intentions unclear because we did not find his conflation of grammaticality and acceptability ‘innocent.’ And this was because the conflation occurs in a discussion of linguists’ reliance on acceptability judgments (Devitt [2006a], pp. 488-90, [2006b], pp. 100-2)—so we assumed he wanted his talk of acceptability to match that of linguists’. A focus on intuitive grammaticality judgments, instead of C-acceptability judgments, distances Devitt’s discussion from actual linguistic practice and so diminishes its interest.

3 Our prima facie inconsistency
Some of Devitt’s points fall by the wayside once it’s realized that he and we are often not using the term ‘acceptable’ in the same way. Consider his interesting argument that purports to show that we maintain inconsistent claims. On the one hand, we allow (albeit in an aside unsupported by argument) that linguists’ grammaticality intuitions might be more reliable than non-linguists’. But we also say that our experiment suggests that their acceptability intuitions are not more reliable. Devitt’s argument maintains that, if their grammaticality intuitions are more reliable, then their acceptability intuitions must be more reliable too. He writes:

Let G be whatever it is in a person that would cause […] an intuitive grammatical judgment. […] many things could cause an acceptability intuition other than G: for example, whatever causes a judgment of truth value or of etiquette could play a role. Let X be one of these other possible causes, Y, another, and so on. The argument then runs as follows:

1. Linguists are more reliable than the folk in their grammaticality intuitions, judgments caused by G.

2. Acceptability intuitions are caused by one or more of G, X, Y,….

3. Linguists are at least as reliable as the folk in their intuitions about matters other than grammaticality, judgments caused by X, Y, or ….

4. So, linguists are more reliable than the folk in their acceptability intuitions. (p. 858)

It will be useful to bear in mind that ‘acceptability’ and ‘grammaticality’ are here short for ‘(un)acceptability’ and ‘(un)grammaticality.’

If Devitt has in mind, not acceptability in our sense, but judgments expressed using the ‘ordinary’ context-relative term ‘acceptable,’ then the argument to conclusion (4) is indeed plausible. Such judgments, on Devitt’s view, variously concern grammaticality, politeness, accuracy, etc., depending on context. Thus, if linguists and non-linguists are equally reliable generally regarding intuitive judgments expressed using ordinary ‘acceptable,’ and equally reliable in particular regarding those cases in which ‘acceptable’ is used to express something other than grammaticality, then they must be equally reliable regarding those cases in which they do use it to express grammaticality. But so construed the argument does not engage our claims, since this is not how we are using ‘acceptable.’ Conclusion (4) doesn’t go ‘against what their experiment seeks to show.’ (p. 858) Indeed, C-acceptability does not even make an appearance in the argument, since according to Devitt it is not a possible contextual resolution of ‘acceptable’ in its ordinary sense (if it were, his own claims would be inconsistent—cf. our fn. 2 above).

Suppose, however, we take the argument to concern C-acceptability intuitions. Then the argument is at least enthymematic. Linguists and non-linguists might diverge on the intuitive grammaticality of multiply center-embedded sentences—linguists judging them grammatical, non-linguists not—but agree that they are C-unacceptable. If all the divergence between the two groups were of this form (divergence in grammaticality intuitions without a corresponding divergence in acceptability intuitions), then linguists’ grammaticality intuitions would be more reliable without their C-acceptability intuitions being more reliable. The argument so construed thus needs as a further premise that there are sentences for which the groups diverge regarding both grammaticality and C-acceptability. But Devitt’s own model suggests that this won’t be so. On that view, the divergence in grammaticality intuitions and the attendant increase in reliability among linguists stem from linguists’ ability to rapidly access their expertise and knowledge concerning recherché cases. Why should this ability—e.g., the ability to rapidly identify a (normally unparsable) string as a grammatically permitted multiply center-embedded sentence—affect what sentences linguists would use or their judgments thereof? ‘G’ can be enhanced without this affecting its impact on C-acceptability judgments.

This points to a potential problem with premise (2). (2), on the current construal, seems to say that C-acceptability intuitions are caused by one or another process that also causes other sorts of judgments, processes that can themselves be assessed for reliability. But, consider the case where ‘G’ is enhanced so that process G would cause an intuitive judgment that a multiply center-embedded sentence is grammatical, but, nonetheless, the sentence is judged not C-acceptable. It would seem that process G is not the cause of the un-C-acceptability judgment. But what other judgment-yielding process is the cause? Not a process that yields judgments about truth-value or about etiquette. In fact, it seems no judgment-yielding process is the cause—unless one adverts to the overall process that yields the un-C-acceptability judgment itself. A standard hypothesis is that memory limitations or other processing limitations explain speakers’ un-C-acceptability judgments concerning such sentences. These limitations may reflect an aspect or part of judgment-producing processes (e.g., process G). But they are not such processes themselves. Nor is there reason to implicate a process that yields judgments about memory limitations or other processing limitations. So, premise (2), which seems to say that C-acceptability judgments are caused by component judgment-yielding processes, is dubious.
 Replacing premise (2) with the claim that a component judgment-yielding process is sometimes the cause would yield an obviously invalid argument. So would replacing premise (2) with the unobvious, but perhaps true claim that the C-acceptability judgment process possesses no relevantly proprietary causal elements, or at least no causal elements not also deployed in producing the others on the list G, X, Y, …. 

4 Our experimental results

Let’s turn now to Devitt’s claim (pp. 859-62) that our experimental results are consistent with his position—and that we miss this in part because we overemphasize the acceptability/grammaticality distinction.

We divided subjects into four groups:

LOTS –linguists with substantial research experience in syntax

SOME – students with at least one course in syntax

LITTLE – at least one course in cognitive science, but no syntax

NONE – none of the above (but college-educated)

Comparing C-acceptability ratings of 73 sentences, we found significant intra-group and inter-group consistency among LOTS, SOME, and LITTLE, but not among NONE. We thus found that increased expertise in and knowledge of linguistics did not affect reliability (taking consistency here to be an indicator of reliability, for reasons Devitt finds plausible). We speculated that the performance of NONE, given their lack of exposure to any cognitive science at all, might be explained by an absence of relevant ‘task knowledge,’ which led to their interpreting the notion of acceptability other than our instructions intended (we repair this last formulation below).
Devitt replies that it’s not obvious that our results count against his view. First (pp. 859-60), there is reason to doubt that subjects understood our instructions in the same way and thus that the elicited intuitions were about the same thing. But only if they were about the same thing could they show that subjects’ intuitions are equally reliable. Second (pp. 860-1), even setting this aside, subjects in LOTS, LITTLE, and SOME may all have sufficient knowledge of and expertise regarding language to be equally reliable regarding the strings we used, but yet would diverge on more ‘difficult’ sentences.

About the first: It is indeed always possible that subjects will interpret instructions differently. But we do not think Devitt provides compelling grounds for thinking this happened in our case. Devitt suggests that subjects in LITTLE might have construed our task in terms of grammaticality and subjects in LOTS in terms of C-acceptability. His main reason for suggesting the former is our instructions’ use of the phrase ‘sounds good,’ which would most naturally be interpreted by LITTLE, given the context, in terms of grammaticality. But in fact we immediately instructed subjects to understand the phrase in terms of what one would or could say in appropriate circumstances.
 Devitt seems committed to maintaining that the effect of ‘sounds good’s presence is so overwhelming as to lead at least these subjects to ignore our explicit instructions. But this is implausible; nor do we think our results would have differed had we dropped the phrase. Devitt likewise suggests that our remarks contrasting linguistic intuitions and rules of ‘proper English’ direct subjects, at least in LITTLE, towards an understanding of the task in terms of grammaticality. But we explicitly use these remarks to direct subjects back to a reiteration of how they are to assess sentences: in terms of what one would or could say in appropriate circumstances. Given the lack of compelling grounds to think otherwise, we thus favor the simpler explanation that the level of LOTS and LITTLE’s inter- and intra-group consistency reflects their responses to the supplied sentences having understood the instructions in the same way, rather than a convergence of judgments based on different understandings of the task.

An alternative worry (not developed by Devitt) is that our explication of ‘sounds good’ is itself indeterminate in a way that requires contextual resolution—and perhaps led LITTLE, unlike LOTS, to construe our task in terms of grammaticality. But, though we can accept the premise, we needn’t accept the conclusion. Subjects did need to understand, for instance, that we intended ‘say’ to apply to speech-act uses of strings (echoic utterances wouldn’t count); and they needed to have a sufficient implicit grasp of the kinds of world-changes, including changes to themselves, that were relevant (what they would say if they spoke a different language wasn’t relevant). If our use of ‘sounds good’—likewise our remarks on ‘proper English’—enabled such convergence, that is all to the good. But we don’t see why it should follow that it is likely that the concept of grammaticality was part of the content expressed by these subjects’ intuitions as opposed to the concept of C-acceptability (i.e., of what one would or could say in appropriate circumstances).

In any event, even if the intuitions elicited from LITTLE were about grammaticality, it would not follow from that alone that our results fail to show that the intuitions of LOTS, SOME, and LITTLE are equally reliable. For it’s possible that what subjects in LITTLE consider grammatical is (nearly) co-extensive with what they consider C-acceptable.
 In that case, their grammaticality judgments could serve as proxy for their C-acceptability judgments. This might seem to diminish the significance of the acceptability/grammaticality distinction after all. But, again, our reason for emphasizing the distinction was to identify the intuitions on which linguists—a different party to the comparison—commonly rely.

This has all been about LITTLE. Devitt’s suggestion that linguists—the subjects in LOTS—construed the task in terms of C-acceptability does not require much comment, since it was our intention that they do so. But there is also room here for someone to raise a further worry. Devitt suggests that subjects in LOTS so construed the task owing to their familiarity with Chomsky’s Aspects. But Chomsky’s gloss differs from ours in several ways. For instance, it’s framed in terms of comprehension, not use (cf. again C&G, p. 729, fn. 10); and it requires immediate comprehension. So, perhaps different intuitions were elicited after all from LOTS and LITTLE: Chomsky-acceptability versus acceptability in our sense. It is unclear, however, that any such difference would substantially affect the assessments by subjects in LOTS. (For example, insofar as one wishes to be understood, one tends not to use sentences that are not immediately comprehensible.) In any event, it is unlikely that subjects in LOTS—the most experienced of the group—would ignore instructions before their eyes in favor of an alternative gloss dredged up from memory.

What of Devitt’s other strategy for reconciling his position with our results? Devitt suggests that linguists’ judgments might diverge from non-linguists’ regarding more ‘difficult’ or ‘theoretically interesting’ sentences. (p. 861) But he does not tell us what makes a sentence more difficult or theoretically interesting, so it is unclear how ours fall short comparatively. Our sentences were drawn from a syntax textbook and course, including sections covering binding principles, constraints on movement, resultatives, and more; presumably at least some were considered pedagogically useful because of their theoretical interest. What’s more, approximately one third were chosen by us because they were deemed ‘questionable,’ which might be one way of being theoretically interesting or difficult.
 Further, Pinker ([2007]) and Phillips ([2009]) each report that years of referee-required comparisons of linguists’ and non-linguists’ intuitions have not turned up the divergence Devitt predicts: since the sentences appearing in their journal submissions were ones to which they had dedicated their research resources, we can assume they consider them theoretically interesting.

Devitt ([2006b], p. 111, [2010], p. 861) does, however, offer two examples of such sentences: ‘The horse raced past the barn fell’ and ‘Who do you wanna kiss you this time?’
 As it happens linguists’ and non-linguists’ respective judgments concerning wanna-contractions have indeed been studied, as discussed by Phillips in the 2009 paper we cited:

In their critique of informal judgments Wasow & Arnold (2005) present wanna-contraction as evidence that ‘seemingly robust primary intuitions may not be shared by everyone’ (p. 1483). They are certainly correct that informal questioning suggests some variability in intuitions, and it is also true that one encounters ‘violations’ of the constraint in natural speech, such as (6).

(6) That’s the guy I wanna push my sled.

[Winter Olympics 1998, female commentator on burly bob-sledder]

However, systematic tests of large groups of adult speakers suggest that the constraint is indeed robust across speakers, although not without some ‘noise’ in specific tasks. [… For example,] Bley-Vroman & Kweon (2002) […] show that although a small percentage of native speakers produce ‘illicit’ wanna-contraction in subject questions in elicited production tasks, the same speakers show almost exceptionless sensitivity to the constraint in an acceptability judgment task. (Phillips [2009], pp. 60-1)
As for ‘The horse raced past the barn fell’: conduct the following informal experiment. Which, if any, of the following sentences do not garden-path you?

a. The old man the boat.
b. The man whistling tunes pianos.
c. The cotton clothing is made of grows in Mississippi.
d. The complex houses married and single soldiers and their families.
e. The author wrote the novel was likely to be a best-seller.
f. The tomcat curled up on the cushion seemed friendly.
g. The government plans to raise taxes were defeated.

If you are like us, you were garden-pathed by all or most of these sentences, despite familiarity with the phenomenon (even with some of the exact examples) and despite having your attention drawn to the very phenomenon before and during the task. If a sentence did not garden-path you, perhaps it was because you were primed by a similar preceding sentence. But a preceding sentence could likewise prime a novice subject:

h. The vase dropped on the floor broke.

i. The horse raced past the barn fell.

Even if it’s granted that linguistic knowledge and expertise do not improve one’s parser’s ability to avoid garden paths, might Devitt claim that in such cases linguists more reliably reach an accurate final parse than non-linguists? The problem, even if the claim is correct, is that retrieving the final parse requires going beyond the immediate and the unreflective (since they, after all, are what lead us up the garden path): by Devitt’s lights, we have left intuition behind. Thus, it is unclear that either of his difficult sentences will yield what he wants.

Perhaps this just shows that Devitt’s examples might not be difficult and/or theoretically interesting sentences after all. We still require some clarification concerning what such sentences are. Here’s an attempt: perhaps such sentences, or at least the relevant ones (cf. p. 861, fn. 32), are simply those about which linguists’ intuitions agree, but non-linguists’ intuitions (perhaps even excluding NONE) either don’t agree or at least don’t agree with the linguists’—i.e. whatever sentences produce just the sort of divergence we looked for but didn’t find. Devitt’s claim would thus be that linguists should favor their own intuitions in such cases. But, even if this is so, for the claim to have upshot, we need some reason to think there are such cases.
 Moreover, even if such cases turn up, it is not clear that linguists in fact should favor their own intuitions regarding them: alternative explanations of the asymmetry—e.g., grammar-affecting frequency effects (Dabrowska [2010], p. 20)—would need to be ruled out.

Neither of Devitt’s attempts to reconcile his position with our results is compelling. But let us note a third strategy, signaled already above and based on remarks Devitt himself makes (though not in his attempt to reconcile our results with his position). Suppose all of our subjects did provide C-acceptability judgments or at least judgments that indicate whether the sentences are C-acceptable for them. Devitt’s claims, however, concern the reliability of intuitive grammaticality intuitions, on which results concerning C-acceptability simply do not bear. What’s more, we have already noted C&G’s remark that linguists’ intuitive grammaticality judgments may well be more reliable than non-linguists’. So, there is no disagreement on this score after all.

There would remain, however, our claim that acceptability judgments matter more than grammaticality intuitions to actual linguistic practice. This is of course no minor worry. If Devitt’s discussion is not tethered to actual linguistic practice, its interest vanishes.

We note as well, albeit more tentatively, a possible further worry: Devitt’s intent was to focus on grammaticality intuitions, but shouldn’t his general view that intuitions, like all judgments, are theory-laden lead him to similar conclusions about experts’ increased reliability concerning C-acceptability? If so, our results pose a problem for his views on intuitions more generally, even if not for his specific claims concerning grammaticality intuitions. But perhaps Devitt might reply that syntacticians’ specialist knowledge and expertise does not encompass C-acceptability, while linguistic pragmatics is not sufficiently advanced as a science for specialists’ knowledge and expertise to significantly raise the reliability of their C-acceptability judgments.

A final remark, on NONE. According to Devitt (p. 861), we claim that he couldn’t accept our speculation concerning NONE’s divergence from LOTS, LITTLE, and SOME. Devitt objects, but in fact that is not something we claim. That said, we should have worded our speculation differently. We suggested that the performance of NONE, given their lack of exposure to any cognitive science at all, might be explained by an absence of relevant ‘task knowledge,’ which led to their interpreting the notion of acceptability other than our instructions intended. We should have said that they might not have understood or might not have applied our instructions as intended. The latter allows more clearly for the possibility that they understood perfectly well what we meant by ‘would or could say in appropriate circumstances,’ but ‘consider[ed] too narrow a range of counterfactual circumstances in determining whether they would [or could] use a sentence.’ (C&G, p. 732) A failure to consider cases does not itself entail a difference in concept expressed.

It’s worth underscoring that, because of NONE, our results do not support the claim that linguists’ and non-linguists’ intuitions are equally reliable generally. (Note that NONE represents vastly more speakers than LOTS, LITTLE, and SOME—indeed, it represents the vast majority of all speakers if it can stand as well for non-college-educated speakers!) Our results only suggest that increased knowledge of and expertise in linguistics does not make the difference. Our experiment, however, involved no training or pragmatic scene-setting. Whether NONE’s performance would come into line in these or other conditions is of course an empirical question. As C&G (pp. 725-6) emphasized, it is crucial to consider under what conditions one ought to compare reliability.

5 Explaining why intuitions are evidence

As with our previous paper, we conclude with some remarks on the larger argumentative context. Devitt advances his claims concerning linguists’ greater reliability in the course of addressing why linguists’ intuitions provide evidence for grammatical theorizing. His brief is to offer a better answer than one that would advert to the ‘Voice of Competence’ (VC). In C&G, we made a point of including a final section that explicitly denies any intent to defend VC: our purpose was only to question an empirical consequence of Devitt’s alternative—that linguistic intuitions are theory-laden judgments produced by a central processor. But Devitt (p. 857) suggests that perhaps we do favor VC or something like it. It’s possible that this was in part enabled by our misuse of Devitt’s terminology. We said that judgments are the ‘voice of competence’ if ‘speakers derive these judgments via a causal/rational, deduction-like process from a representation of the rules of their language.’ (C&G, p. 733) But this characterizes only Devitt’s standard VC. According to non-standard VC, ‘the intuitions must be provided somehow by embodied but unrepresented rules.’ (p. 835, original italics) If Devitt takes VC (construed to comprise both standard and non-standard versions), on the one hand, and his alternative, on the other, to exhaust the possibilities, then it would have been natural for him to assume that we must favor a version of non-standard VC.

It is not clear to us, however, that this list does exhaust the possibilities. First, according to VC, competence ‘alone’ (Devitt [2006b], pp. 96, 117) provides information to judgment—modulo some ‘noise.’ (p. 834) But one might view meta-linguistic judgment as an interaction effect of many aspects of the mind-brain—without adopting Devitt’s alternative. Indeed, one might deny, as some linguists do (e.g., Chomsky [2000] and Jackendoff [2002]), that the language faculty properly construed provides any ‘informational content’ (p. 834) at all, assuming this phrase requires that the faculty’s output bear intentional content. Neither this denial nor the hypothesis of an interaction effect suffices to place one in Devitt’s camp—at least not obviously. For example, pending clarification, one might reject Devitt’s hypothesized central processor in favor of a modular approach.
 Second, Devitt’s alternative assumes a degree of cognitive penetrability of intuitive judgment by theoretical belief that not only is not supported by the data in this case, but also could be abandoned without jettisoning other aspects of his view (in particular without necessarily embracing VC).
 If Devitt does not think the list exhausts the possibilities, then it is unclear why he suggests that we favor VC.

We agree with Devitt that it would be good to have a better understanding of why linguistic intuitions provide evidence for linguistic theorizing: as we noted (C&G, p. 723), the relation between linguistic competence and the cognitive capacities recruited in meta-linguistic judgments remains obscure. But whereas Devitt holds that we ‘badly need’ (p. 856) such understanding and regards non-standard VC’s poor prospects for providing one to be its fundamental problem, we believe it’s far from clear that the judgments’ status as evidence requires a better understanding. That they provide evidence, to the extent that they do, is supported by their mesh with other sources of evidence and by the continued success and fruitfulness of the theories based upon them.
 Indeed, what Devitt sees as a problem is arguably just a description of Chomsky’s explicit position: It is a good thing for a theory to include, or to be embedded in, a theory that explains what causes the evidence for the theory; but, in this case, there are crucial aspects of the experimental apparatus—subjects freely producing contentful judgments—that we do not and perhaps never will have a scientific bead on. Whether or not this is so, our experiment raises a problem for Devitt’s proposal but does not by itself bolster VC.
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� Perhaps there’s room to worry whether ‘natural’ and ‘bizarre’ in Chomsky’s formulation (but not ours) likewise introduces relevant context-relativity. Arguably, the apparent quantification ‘in no way’ eliminates or reduces this worry.


� Examples are easily multiplied—e.g., Newmeyer ([1983], pp. 52-3) on syntactic vs. processing explanations of ‘*He left is a surprise,’ and Sadock ([2005], pp. 69-70) on competing explanations of ‘I’d like you to please take out the garbage/*Isn’t it please cold here?’. Linguists also sometimes agree a sentence is acceptable but deny or debate whether it is grammatical. Cf., e.g., Phillips et al. ([forthcoming]) on such unreflectively acceptable sentences as ‘The key to the cabinets unsurprisingly were on the table’ and ‘More people have been to Russia than I have;’ and Frazier ([2008]) on even reflectively acceptable syntactically mismatched verb phrase ellipsis.


� This might seem to conflict with Devitt’s (p. 844) claim that acceptability intuitions are only evidentially relevant to grammatical theorizing (in fact, not in principle) if they are about grammaticality. But Devitt here means intuitions expressed using ‘acceptable’ in its ‘ordinary’ sense, which again, according to him, can concern grammaticality, politeness, or any of a variety of other candidates (depending on context), but evidently not C-acceptability.


� Some instructions explicitly distinguish ‘acceptable’ and grammatical’. Thus Snow and Meijer’s oft-cited study of linguists’ and non-linguists’ intuitions asked subjects: ‘Will you please read the sentence, then indicate whether it is a good Dutch sentence (by ‘good’ we mean ‘acceptable in spoken language’ and not ‘grammatically correct’)?’ (Snow and Meijer [1977], p. 166—instruction originally in Dutch, but translated in their paper) Should Devitt wonder why subjects weren’t flummoxed? He might reply that here ‘acceptable in spoken language’ expresses in context grammatical, while ‘grammatical’ expresses a distinct concept—say, folk grammatical, perhaps connected to prescriptive school grammar. But, absent a commitment to ‘acceptable’ expressing grammatical, and pending independent motivation, the semantic externalism Devitt favors suggests that we ascribe just one concept grammatical to the folk, to which they may attach—e.g., as a result of schooling—various (mis)conceptions. Alternatively, Devitt might reply that, while ‘good’ would have most likely been construed as grammatical absent the clarification, the clarification causes subjects in this case to otherwise construe ‘good.’ But how might they otherwise construe it (and thus not be flummoxed)? Perhaps in terms of C-acceptability (but see fn. 3)?


� We suggested further that grammaticality intuitions would provide worse evidence than acceptability judgments. For example, their use would increase the risk of confirmation bias—cf. (Devitt [2010], p. 861, fn. 32).


� One might object that the label ‘grammaticality judgment’ is not a misnomer if linguists use it, not just out of habit, but because they intend to indicate that the purpose of the elicited acceptability judgments in some particular case is to serve as evidence for grammatical theorizing. Still, the label is misleading, since it suggests that the judgments are about grammaticality. Cf. Dikken et al. ([2007, p. 336]):





Linguists within the generative community have been relying on the introspective judgments of native speakers concerning whether a given sentence is acceptable or not (what is usually called, with a misleading label, a ‘grammaticality judgment’);





and Myers ([2009], p. 412): ‘Unfortunately, many linguists, even those who should know better, persist in using the misleading phrase ‘grammaticality judgment’ […].’ Myers notes that data culled from journal abstracts indicate that ‘‘acceptability judgment’ is slowly becoming more common in the literature.’


These quotes provide further examples of linguists indicating that they construe linguists’ talk of ‘grammaticality judgment’ as we do. We might note as well that one of us—JC—is a linguist. 


� Premise (2) would seem not to run into this trouble on the argument’s other construal, because then the acceptability-judgment process in any particular case just is one or another of the other processes on the list—at least once ‘acceptable’ has been contextually resolved.


� Here’s the relevant portion of our instructions:





In this task, you will be asked to judge whether individual sentences sound good or not TO YOU. A sentence sounds good if you think you would or could say it under appropriate circumstances. By contrast, a sentence sounds bad if you think you would never say it under any circumstances. Here, we are interested in your linguistic intuitions, not in the rules of ‘proper English’ that you might have been taught in school. For example, consider sentence (1):


Mary never goes nowhere.


You may have been taught that sentences with double negatives as in (1) are not acceptable in ‘proper English’. However, under certain circumstances you may actually produce this sentence yourself. If this is the case then you should NOT judge (1) as bad. Basically, we would like you to ignore any language rules you might have been taught and focus strictly on whether you think you would or could say the sentence under appropriate circumstances.





Some of Devitt’s remarks seem to ignore the fact that we explicitly tell subjects how to assess sentences—in particular, how to construe ‘sounds good/bad.’ On both pp. 842-3 and 860, he suggests that at least some subjects had no alternative but to use the ordinary context-relative meaning of ‘sounds good’ to interpret our intent.


� Could their intuitions have been about both (which actually would suffice for our purposes)? In particular, could their concepts of grammaticality and of C-acceptability be identical? At least concerning the latter, Devitt’s own favored view of concepts suggests not. On that view, linguists and non-linguists possess the same concept of grammaticality, only a different conception: linguists know more about the phenomenon. If they likewise possess the same concept of C-acceptability (of what one would or could say in appropriate circumstances), then, whatever differences in conception there may or may not be, since linguists’ concepts of grammaticality and of C-acceptability differ (and are non-co-referential and non-co-extensive), so do non-linguists’. If the intuitions of subjects in LITTLE expressed both, it would then have to be that they assessed the strings in two ways at once, either by expressing two judgments at once or one conjunctive judgment.


� In an experiment focusing on coordination and binding, Cowart ([1997], pp. 56-9) found no relevant difference in subjects instructed to judge sentences according to whether they were (i) ‘fully normal, and understandable to you [… versus] very odd, awkward, or difficult for you to understand,’ or (ii) ‘completely grammatical and well-formed [… versus] would not be regarded as grammatical by any appropriately trained person.’ (Of course, Devitt might suggest that subjects in condition (i) construed the instructions to mean something like those provided in condition (ii)!)


� Space constraints allowed us only to include a small sample of our test sentences in C&G’s Appendix. The full set is posted at:


<www.bcs.rochester.edu/people/jculbertson/papers/CulbertsonGross09TestSs.pdf>


and also available upon request. We attempted to include roughly equal numbers of grammatical, ungrammatical, and questionable strings. (Devitt, who generously helped us with C&G, of course had the full set.)


� Pinker ([2007], p. 34): ‘[…] in dozens of studies I’ve found that the average ratings from volunteers have always lined up with the original subjective judgments of the linguists.’ Phillips ([2009], p. 4): ‘We have to run the judgment studies in order to convince skeptical reviewers that we are investigating real phenomena, but the results are rarely surprising […].’ He notes, however, two exceptions: sentences (of the sort cited in our fn. 1 above) that subjects sometimes fleetingly judge acceptable in speeded judgment tasks, and ambiguous sentences where the ready availability of one reading renders the second not easily retrieved. Regarding the former, it’s unclear that linguists would not also produce these surprising results in speeded tasks. Phillips and Lau ([2004], p. 579) note that linguists’ own armchair judgments—the ones they rely on as evidence—are often relatively slow and subtle. Regarding the second, cf. our remarks below on garden-path sentences.


� Devitt (p. 861, fn. 31) also points to (Spencer [1973]) and (Gordon and Hendrick [1997]). Unfortunately, as C&G noted, Spencer ([1973]) does not provide any of the sentences used, though she does indicate the articles that served as sources. Gordon and Hendrick ([1997]) used sentences relevant to Binding Theory. Cf. C&G, p. 728.


� From Wikipedia’s entry on garden-path sentences.


� Gordon and Hendrick’s ([1997]) sentences would not count as difficult in this sense—cf. C&G, p. 728. Perhaps this counts against this construal of ‘difficult.’


� Dabrowska ([2010]) found a divergence in linguists’ and non-linguists’ acceptability judgments concerning questions with long distance dependencies (it is possible, however, that her non-linguists all, or in significant part, fall into our NONE). Among the explanations she considers is that linguists’ greater exposure to such questions has affected their grammars and thus their acceptability judgments. For general discussion of the possibility that individual variation in judgments reflects I-language variation, cf. (Dikken et al. [2007]).


� An overly narrow range of counterfactual circumstances might also cover at least some of the apparent lexical effects we mentioned (C&G, p. 732), such as expressions subjects reported they wouldn’t choose over others. Some such effects might have been eliminated by instructing subjects to assess whether the provided sentences were ones they would or could use or understand (again, cf. C&G, p. 729, fn. 10).


� Natural, but not mandatory. In fact, we intended to present a prima facie problem for Devitt’s view without endorsing any view ourselves.


� Cf., e.g., (Sperber [1996]), for a particularly ‘massive’ modularity. Devitt ([2006b], p. 94, fn. 6) briefly expresses skepticism concerning massive modularity.


� Such a theorist could agree with Devitt ([2006b], p. 109) at least about this much:





[A speaker] asks herself whether this expression is something she would say and what she would make of it if someone else said it. Her answer [or rather the experience it is about—cf. Devitt ([2006c]), p. 596, fn. 22] is the datum. Clearly her linguistic competence plays a central role in causing the datum about her behavior. That is its contribution to the judgment that she must go on to make.





But the theorist might deny that such judgments are significantly cognitively penetrable in the appropriate conditions. Such a theorist may or may not disagree further with Devitt about whether linguistic competence involves embodied rules.


� Cf. (Bogen and Woodward [1988]) for examples from the physical sciences where this requirement is met, but not Devitt’s demand.
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