Logical Consequence

by Patricia Blanchette

	Basic Question (BQ):  What does it mean to say 

· A is a logical consequence of B.

· A logically entails B.

· A follows logically from B.

This question expresses two concerns:

· What is the extension of the LC relation?

· What is the definition of the LC relation?




	Even More Basic Question  (EMBQ)

· How do we go about answering the BQ?

First note this:
Logical consequence is a pretheoretic relation (p.7).  We are all capable of recognizing, for example, that 

· “Cupid is stupid” 
is a logical consequence of 

· “Cupid is stupid but Cupid is not crazy”
Any theoretical account of LC must preserve our pretheoretic intutions.

Analogies
This is no different than the requirements that

· Moral theories should preserve the truth of most of our pretheoretic moral judgments.

· Scientific theories should preserve the truth of most of our pretheoretic observations.
 Answer to EMBQ

To answer BQ’s about relationships like LC, we attempt to represent such relations within a formal system.
A formal system consists of 

1. a rigorously specified formal language;

2. a deductive system.
Examples:  SL and Q from Bonevac are both satisfy the definition of a formal system.
Analogy

The use of formal languages to represent relations observed in natural language is like the use of mathematics to represent relations observed in the natural world. 

For example, Newton’s second law of motion (f=ma) is a mathematical statement that predicts, among other things, the observed fact that big people weigh more than little people.

Similarly, (A &(B ( A) is a statement in SL that predicts, among other things, that “Cupid is stupid” is a logical consequence of “Cupid is stupid but Cupid isn’t crazy.”
Model Theoretic Consequence and Proof Theoretic Consequence. (p.9)
Model theory is about truth and interpretation.  Within model theory, we represent the concept of logical consequence by talking about  model theoretic consequence.  
Very roughly speaking, we say that “B is a model theoretic consequence of A  in formal system S” means that in S whenever B is true, A is also true.  
Proof theory is about deducibility.  Within proof theory we represent the concept of logical consequence by talking about proof-theoretic consequence.
Again, very roughly speaking, we say that “B is a proof-theoretic consequence of A in S” means that B is deducible from A in S.



	As Blanchette is using the term, a model for a formal language is a function that assigns a truth value to every closed formula of a language. (A closed formula is a formula that contains no variables.)

For example, a model will standardly assign true to the statement (P & Q) in SL only if it assigns true to both P and Q.

Precise characterization of model-theoretic consequence:

Let ( be a set of formulas of a formal system S and let ( be a formula of S.  We write “( is a model theoretic consequence of ( in S” as follows: ( (s(.  And we say:   
( (s( if every one of S’s models that assigns true to each member of ( also assigns true to (.
Precise characterization of proof-theoretic consequence.  (Note: Blanchette doesn’t use this term, and just talks about deducibility in S).
( (s( means that ( is a proof theoretic consequence, or is deducible from a set of formulas ( in S. And we say that: 
( (s( if there is a derivation of ( from ( in S.

One of the central metatheoretical concerns for any formal system with a model theoretic apparatus is the relation between model theoretic consequence and deducibility.  This is where we get our metatheoretic concepts of soundness and completeness.

Soundness and Completeness

Very roughly, we say that a formal system S is sound if everything that can be derived in S from true premises is also true.  In other words, we can’t use S to derive false results from true premises.

Very roughly, we say that a formal system S is complete if everything that is true in S can be deduced in S.

More precisely:

S is Sound means:

· For every set (  of formulas of S, and every formula ( of S:  If  ( (s(, then ( (s(.  
S is Complete means:
· For every set ( of formulas of S, and every formula ( of S:  If  ( (s(, then ( (s(.

Blanchette points out, importantly (p.9-10) that modern formal systems allow formulas to formalize a wide array of natural language claims.  For example:
xFx might formalize:

· There is at least one fish.

· Someone is funny.

· Some things are frivolous.

But not:

· Everyone is a fish.

· No one is funny.

Any assignment of claims to the formulas of a formal language is called a reading of that language.

What constitutes an acceptable reading of a formula is given by various rules of thumb.  There can be rational disagreement about cases. Importantly, this disagreement can track disagreement about logical consequence.  For example, if we have different intuitions about whether some claim is a logical consequence of another in natural language, then we will naturally tend to favor different readings or formalizations of those claims. 



	So, in addition to talking about particular formulas (, and sets of formulas ( we need to be able to talk about readings of formulas R(() and sets of formulas R(().

So, if ( = { (xFx, (x(Fx →Bx)}
R(() =  {Everything is funny, Everything that’s funny is a bunny}
We are finally in a position to state how we understand the BQ for LC, specifically:

Are the proof-theoretic and model-theoretic consequence relations of formal system S reliable indicators of logical consequence? In symbols, is it generally true that:
If ( (s (, then, R(() is a logical consequence of R((); and
If ( (s (, then, R(() is a logical consequence of R(()

Necessary Conditions on LC
The following are generally agreed to be  necessary conditions on the reliability of any formal system for LC.

(1)  Truth preservation
It must never be the case that for some reading R of S that ( (s (  when R(() is true and R(() is false.

(2)  Transmission of epistemic and theoretical commitment.

(3)  Epistemically inert.  

(4)  Necessity (p.14)

(i) If ( (s (, then it is impossible for each member of R(() to be true and R(() to be false.

(ii) If ( (s (, then it is impossible for each member R(() and R(() to be false.

Some philosophically Interesting Questions relating to the modal condition on logical consequence.

How does one establish that a formal system S satisfies this condition?  (p.14)
Partial Answer:  If you have a completeness theorem, then you know that anything that is a model theoretic consequence of a set of sentences will also be deducible.  Recall complete means: 

· For every set ( of formulas of S, and every formula ( of S:  If  ( (s(, then ( (s(.

So all you need to do in these cases is show that the deducibility requirement satisfies the modal condition.  You do this by:

1.  Showing that the axioms are necessary truths. (For if they are not necessary truths, then they will be truths that aren’t necessary, which are nevertheless deducible from the empty set (, thus violating the modal condition.
2.  Show that the rules of inference only have necessary consequences. 
Can there be formal systems whose model theoretic consequences do not satisfy the conditions on logical consequence?
The answer to this question is yes, but you need to work a little to see why. (p. 17-19)

A model theoretic truth of a formal system S is any formula ( which is true on every model (i.e., every assignment of truth values to formulas) of S. 

From the point of view of classical first order logic the concept of model theoretic truth safely generalizes the concept of a tautology, or a truth of logic.

However, things become more interesting for higher order logics.  Here it appears that there are model theoretic truths that are not truths of logic.  The basic reason for this is that higher order logics have a great deal more expressive power than first order logics. For example, second order logics can quantify over properties; they can say things like:  

· Bob’s only property is nastiness.
· Nb & (Y(Yb →Y=N)

Because of the expressive power of higher order logics, they can say things about a formal system S which are either true or false of that system, but which can not be derived using the deductive apparatus of that system.  
This is the basic insight captured in Gödel’s Incompleteness Theorem, but it is also an attribute of Cantor’s Continuum Hypothesis, which states that that there are no sets whose cardinality is between that of the natural numbers (, and that of the real numbers (.  
CH is is believed to be independent of ZFC set theory.  If CH is true, then there are no models that assign “true” to formulas in second order logic asserting the existence of sets with a cardinality between that of ( and that of (, and the following statement:
((X)(X > ( → ( ≤ X)
is true in every model, hence is a model theoretic truth.  (If CH is false, other model theoretic truths follow.)
The upshot of this is that there appear to be model theoretic truths that depend on the truth or falsity of something that is not itself a truth of logic (CH), meaning that the model theoretic truths are not truths of logic either. 

If this is correct, then there are formal systems which satisfy  ( (s ( but which do not satisfy the modal condition on logical consequence. 

This is because there will be truths that are model theoretic consequences of the empty set (, but which are not logical truths.  This violates the modal condition, since only logical truths are logical consequences of the empty set.

Different Formal Systems
Relevance (Relevant) Logic

Some philosophers argue for a further condition on logical consequence, namely that the premises must be “relevant” to the conclusion.  

For example, one entirely too strong version of this condition would be:

· If ( is a logical consequence of a set of claims (, then ( ( (.
The point of such a condition is to prevent various unintuitive inferences.  For example, the condition above would prevent deriving any formula from a tautology.

Another basic concerns of relevance logic is the inference;

· (P & (P), therefore Q.  
Here relevance logicians will claim:
· P & (P is not relevant to Q.

· A system should not blow up when it contains a contradiction.

Relevance logic implies that first-order propositional logic fails catastrophically to capture logical consequence.

Intuitionistic Logic

Intuitionistic logic equates the meaning of a statement with its means of proof, and it does not allow the law of the excluded middle: (P v (P.)

The basic rationale for this is that on intuitionism,  (P v ( P) does not simply say that P is true or (P is true.  It says that one or the other can be proved, and this is often false.  In fact, the falsity of this claim is central to the incompleteness of mathematics.

So intuitionists may be understood as placing a different condition on logical consequence, viz., 

Hence, there are many logical consequences in classical logic, that are not logical consequences in intuitionistic logic.
So, again, classical logic fails to capture logical consequence.



	


	


	


	


	


	


	








