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A Constructive Valuation Semantics
for Classical Logic

FRANCO BARBANERA and STEFANO BERARDI

Abstract  This paper presents a constructive interpretation for the proofs in
classical logic of=9-sentences and for a witness extraction procedure based on
Prawitz’s reduction rules.

1 Introduction Cut-elimination theorems play a fundamental role in proof theory.
Many relevant properties of logics can be derived from them. In particular, for in-
tuitionistic logic, cut-elimination allows one to “compute” with proofs. In fact, the
constructive contents of an intuitionistic proof can be maxgdicit by eliminat-

ing its cuts. In the natural deduction version of intuitionistic logic Pravififzclut-
elimination corresponds to normalizability of proofs, that is, to the possibility of get-
ting rid of any detour by means of suitable reduction rules. (A detour is an application
of an introduction rule for a connective immediately followed by its corresponding
elimination rule.) Such reduction rules preserve the well-known functional interpre-
tation of intuitionistic connectives and proofs which Brouwer, Heyting, Kolmogorov,
and others proposed in order to allow a better understanding of the constructive fea-
tures of intuitionistic logic (see for BHK interpretation, Kolmogor@{md Heyting

[4]). Since irreducible proofs explicitly represent mathematical constructions, reduc-
tion rules for intuitionistic logic turn out to havecmputational meaning.

The BHK interpretation was also helpful to the development of typed functional
languages and of computer science in general, for instance, through the so-called
Curry-Howard analogy. The understanding of intuitionistic logic provided by the
BHK interpretation also enabled the development of simple and comprehensible pro-
cedures of program extraction from formal constructive proofs. Such procedures at
the very beginning of their development some thirty years ago were extremely in-
volved. By interpreting the implication as a function space constructor it was possible
to interpret a proof of the proposition (typ&)— B as a recursive map from proofs
of proposition (type)A to those ofB, and the reduction rule for implication in terms
of the g-rule for A-calculus.
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One of the main results derived from the cut-elimination theorem for intuition-
istic logic, and hence from normalizability in natural deduction, is the consistency of
the logical system. In the natural deduction for classical logic, instead, one cannot
get any consistency from normalizability, unless the set of reduction rules for intu-
itionistic logic is suitably extended. So Prawitz added to the set of the intuitionistic
reduction rules a number of reductions that transform a classical proof into one in
which eliminations of double negations are performed only on atomic propositions
[8]. Working on theweak normalization property of this enlarged set of rules (proved
in [Ej), Prawitz managed to get the consistency for classical logic as well. As for what
concerns thetrong normalization property, a sketchy proof was given by Prawitz in
[9], while a complete and detailed proof can be found in Barbanera and Bdthrdi [
The use of the new reductions for classical logic was merely technical and no inter-
pretation was provided for them.

There is another interesting use of the above mentioned extended set of reduc-
tions: acomputational one. Even if it can hardly be thought of as a realistic one for
classical logic, which is typically nonconstructive, the possibility of such a use has
been known for a long time. If5], Kreisel, by means of his no-counterexample in-
terpretation for classical proofs, showed that classical and intuitionistic provability
coincide if we consider onIE?-sentences. Later, Friedm&3) pnforced Kreisel's re-
sult by providing a translation from classical to intuitionistic proofilﬁfsentences.

So the outcome of the above mentioned results is that classical logic also has com-
putational features. However, in order to reach a full understanding of it and to be
able to use such computational features in practice, one should also devise meth-
ods todirectly extract the constructive contents of proost)‘lf—sentences, some-
thing not provided by Kreisel's and Friedman'’s results. It would be desirable for nor-
malizability for natural deduction to provide such a method for classical logic. In
fact, it is like this: in[[Jit was proved that, by normalizing classical proofs with re-
spect to Prawitz’s reductions for classical logic, one can manage to exploit Kreisel's
no-counterexample interpretation, and extract the constructive contents, that is, wit-
nesses, from classical proofsBf-sentences. By allowing free variables in proofs it

is also easy to get functions out of classical proofﬁ@fsentences.

The extraction by normalization method of[[[], as recalled in Sectid&] how-
ever, cannot be counted as a real success in the improvement of the understanding of
the constructive features of classical logic, unless it can be explained in the setting
of a clear computational interpretation of classical natural deduction; in particular, of
Prawitz’s reductions for classical logic. Providing such an interpretation is what this
paper attempts. As a matter of fact, any technical mathematical result cannot really
provide any actual improvement in the understanding of a topic until it is correctly
interpreted.

In the classical case, the BHK interpretation for formulas and proofs cannot be
applied. Let us see why. By the fact that the BHK interpretation of the intuitionis-
tic falsehood () isthe empty set, we get that the interpretation-& (= A — 1)
is empty in the case in which the interpretationffs inhabited. If, instead, the in-
terpretation ofA is empty, then the interpretation efA consists of the sole func-
tion from the empty set to the empty set. Then it follows that the interpretation of
—-—A(= —-A — 1) consists of at most one element. Any function from a set with
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at most one element is constant. Thus the classical axietA — A should be in-
terpreted, from BHK’s viewpoint, as@nstant function from (the interpretation of )
——Ato (the interpretation of A, that is, asan effective way to pick an element of a
nonempty A, uniformly on A. One can easily see, however, that such a choice function
can hardly be computable.

Then a constructive interpretation of classical logic necessarily must give a
meaning different from BHK’s one to the classical falsehdadThe connectives
andV can instead be given the BHK interpretation, while the connectives-, v
and3 can be defined from the previous ones, once an interpretatihrisoprovided.

In order to find an interpretation for the classidalwe ask ourselves the fol-
lowing question: What is the role af in classical proofs? While intuitionistic logic
is essentially concerned with the notion of provability, classical logic deals with the
notion of truth. Hence, in a proof

AL Ay... Ay

: (1)
1
the meaning ofL is that it is not possible to assume consistently all the premises
A1, Ay, ..., An, thatis, that any model satisfying all of such formulas cannot be a
consistent one. This remains valid even through double negation elimination. In
other words[{) can be seen as a particular way to build inconsistent models out of
models for the formulag\, A, ..., Ay. Hencel could rightly be interpreted as the
set of all inconsistent models. We can be even more general and consider models not
completely specified (partial models henceforth). From this more general point of
view, the interpretation af. turns out to be the set of all inconsist@attial models.

Once given this interpretation fdar we can extend it to all the formulas. A for-
mula A can be seen as the set of the partial models satisfying it and, &s éopoof
of it is a way of building one of these models. Conjunction is now an operator on par-
tial models: ifv, is an element ofA; andv, of Ay, thenv, + v, (the “union” of the
models) is an element d&; A A,. The elements of a negatiehA are now the ones
which cannot be elements &, that is, those that turn out to belong to the interpre-
tation of L once they are put together with elementsfofin this way the negation
turns out to have a Kripke semantics. In a sense, an elememafan be seen as a
function that returns an element df when it is applied to an element & That is,

—A can be also considered &s— L, giving to “—" its BHK interpretation.

We shall formalize the above interpretation in a way similar to that in which
Martin-Lof formalized the computational interpretation of constructive logic into his
Type Theoryl[[]. So we will define a systenV/S, for classical logic which is essen-
tially an elaboration of usual classical natural deduction. The rulééSoflescribe,
for each connective, how touild anduse the elements belonging to the interpreta-
tion of formulas having the considered connective as the main one. As in Martin-
Lof's Type Theory, our system will deal with judgments about logical formulas and
elements of their interpretation, that is, partial models. A partial model can be seen
as a set of ‘assertions’ stating the truthR) or falsity (f. P) of closed atomic formu-
las. Such sets of assertions will be ca@tbations and denoted byaluation terms:

v, V’,.... Formally, our judgments will be expressions of the forfa: y. A (y beingt
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or f). A constructive interpretation, stronger than the natural “the valuation (denoted
by v) forces y. A,” will be provided for such judgments. In particular, we shall inter-
pret

vEt.P for P as itispossible to getfinite subvaluation off such

atomic that the conjunction of its assertions implieB.
The remaining cases will be interpreted as in Kripke models, that is,

vVELVYX.A(X) as foranyitispossibletoget (the interpretation of)

v EtA®),
VEtLAAB as (theinterpretation ofy[=t.Aandv =t.B], and
viE=f.A as it is possible to get a procedure that, whenever

given a valuationv’ validating t. A, returns a
finiteinconsistent subvaluation of+ v'.

Moreover, the logical rules can be interpreted in such a way that a proof in normal
form of a judgment effectively provides the constructive interpretation for the judg-
ment.

For Eg-sentences this interpretation provides a means to get witnesses. A closed
derivation for a formulax. P(x) in our system becomes a derivation for the judgment
@ E=f.¥x.—P(x), @ denoting the empty valuation. Hence, a proof of such a judgment
can be interpreted as a function that takes a valuatioralidatingt.vx.—P(x) and
returns an inconsistent subvaluatiorvgf If we managed to havey be the valuation
consisting of all possible assertioh®(t), we could get a finite inconsistent subval-
uation{f.P(ty), ..., f.P(tn)}. From that, we can obtain som@tnesses for 3x. P(x),
that is, some;’s such thatP(t;) holds.

We shall see that the witness extraction method, based on Prawitz’s reductions
and devised i, will provide a means to “feed” the proof af = f.vx.—P(x) on
the particular valuationg, and to compute o the function resulting from the in-
terpretation of the proof. Thus our system and its constructive interpretation provide
Prawitz’s reductions for classical logic with a precise computational meaning. Be-
sides, normalization can also be seen as a sampactness argument, producing
afinite inconsistent valuation out of an infinite one.

Prawitz’s usual natural deduction system for classical logic and his set of reduc-
tion rules will be recalled in Sectidal The witness extraction method deviseddh [
will be described in Sectidal An example of witness extraction on a simple deriva-
tion will be given in Sectiofd] In Section4] we shall present thealuation interpre-
tation of classical natural deduction, that is, our systé®. In Subsectiof_4lwe
shall show how, in our valuations setting, each inference rule has a computational
meaning. Then each of Prawitz’s reduction rules will be shown in SubsdEfdn
order to make explicit our interpretation dissical logical connectives and proofs.
The extraction procedure @] will then be interpreted in the context of our valuation
system in Subsectidf 6!

2 Natural deduction for classical logic and PrawitZsreduction rules In this sec-
tion we recall the system of Natural Deduction for Classical Ldg}ahd the set of
reduction rules devised by Prawitz.
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2.1 Natural deduction for classical logic

[—A]
1 A —A
A 1L
At A Al A A
1 2 1 2 =12
Al A\ A2 A
VXA
(%)
VX A A(t)

(*) xnot free in the assumptions on whiéhdepends.

We have used-, A andV as primitive logical connectives. All the other usual con-
nectives can be defined in the usual way for classical logic.

AV B =pes " (—AA—B)

A — B=pe ~(AA—-B)
IX. A =pef "YX.TA

We can extend first-order classical logic by adding to it any Post system, that is, any
set of atomic axioms and rules such as

- Q1 Q... Qn
Q Qnt1

whereQ, Q; are atomic formulas. When talking of witness extraction we will assume
to be concerned with such extended systems. We now present Prawitz’s reduction
rules for classical logidg] which we divide into two sets.

2.2 PrawitZsreductions

2.2.1 Reductionsto eliminate detours

[Al

1 : :
—-A A 1
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Ay Ay : A :
AN A ~ A V)ﬂx) ~  A(M)
A A(t)

2.2.2 Reductionsfor double negation eliminations

[—A] [A]
1
[——A] ——A

1 1

=A A

[A1 A A7 [A1 A A

[—A] AL [—A2] Az
1 1

(AL A A2) (AL A A2)

[—(Atn A ] : :
. 1 1
L i d Al Kz

Al AN A2 Al AN A2

[VX. A(X)]
[~A(Y)] Aly)
1
=VX. A(X)

[—VX. A(X)]
: 1
1L ~ A(y)
VX, A(X) vy. A(y)
Itis easy to see that the reductions of the second set move the applications of the dou-
ble negation elimination rule to simpler and simpler formulas.

Theorem 2.1 ([9J[@) Proofs are strongly normalizable with respect to Prawitzs
reductions.

We can now consider one more reduction, caltedial reduction. Let Q be any
atomic formula (possibly.), then
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under the proviso that no assumption in the subproof of the i@nisrdischarged in
the whole proof. The above reduction rule is trivially strongly normalizing.

Lemma2.2 (1)) Letusassumetohaveextended first-order classical logicwithan
inconsistent Post system (i.e., an inconsistent set of atomic axioms and rules). Let D
be a derivation of L which is closed and normal with respect to Prawitz's reduction
rules and the trivial reduction. Then 9D contains only atomic axioms and rules.

Prawitz used the normalizability of his set of rules in order to derive the consistency
property of various systems. In the next section we shall see that, by means of the
trivial reduction and Lemma_2] normalizability can be also used for computational
purposes.

3 Witnessextraction According to the BHK interpretation, an intuitionistic proof

can provide constructive evidence for the formula it proves, by means of various ex-
traction procedures. In a sense, then, a proof can be interpreted as bekagnpte

for the formula. This interpretation, as discussed in the introduction, is not possible
for classical proofs. Kreisel, however, proposed for classical logic what he caled
counterexampleinterpretation. In it a classical proof is interpreted as the record of an
unsuccessful attempt to describe a counterexample for the statement it proves. Even
more, it can be seen as something that is able to refute any claimed counterexam-
ple (see, for instancdl(] 8.4). ForE‘f—formulas,noncounterexamples coincide with
examples (witnesses). So Kreisel's interpretation shows that it is possible to get wit-
nesses out of classical proost)?—formuIas. This no-counterexample interpretation

is exploited, as shown at the end of this section, in the witness extraction procedure
proposed in{] for classical proofs in natural deduction fofT.his procedure will be
outlined below and it makes essential use of the normalization property of Prawitz's
reductions.

3.1 Thewitnessextraction procedureof [I] Letus assume to have a closed deriva-
tion D of Ax. P(x) (—Vx.—P(x)) whereP is a decidable predicate. We first add the
following (nonlogical) atomic rule to our system.

P(X)
il

()

From that it is possible to get a closed proof ¥ot.—P(x).

[P(X)]
1
—P(x)
VX.=P(x)

It is now possible to get a closed proof far as follows.
[P(X)]

L
D —P(x) (2)
—VX.—P(X) VX.—P(X)

L
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Such a derivation can be put in normal form by Thedgzfidand be further normal-
ized with respect to the trivial reduction. L&t’ be the derivation so obtained. By
Lemmd2.2]ve get thatD' is formed only by atomic rules. Besides, it has necessarily
to end with an application of the new nonlogical axigm that we have added. So
D’ must have the form

P(®)

1

wheret is now necessarily a witness fak. P(x), since P(t) is derived only by us-
ing atomic axioms and rules different froﬁg@, since the derivation is normal with
respect to the trivial reduction.

We wish to stress that efficiency is not a concern of the above extraction proce-
dure. It was not developed in order to have a procedure more efficient, for instance,
than the “dumb” extraction algorithm (the algorithm that takes a classical proof of a
E‘l)—sentence and runs through all the possible terms searching for a correct instance
of the matrix of the theorem). The interest of the procedure described above lies in-
stead in the use of Prawitz's reductions for computational purposes and in the fact that
it exploits, in a precise way as shown below, Kreisel's no-counterexample interpreta-
tion.

3.2 Interpretation of the procedure as no-counterexample  Kreisel’'s no-counter-
example interpretation of classical logic looks at a classical proof as the evidence of
the fact that no counterexample can be given for a proved statement. The above ex-
traction procedure exploits such an interpretatiorﬁ@{formulas. Adding to the sys-

tem the rule(r) above amounts to claiming to have an argument showing the incon-
sistency, for anyt, of assumingP(t)—it amounts to claiming to have a counterex-
ample forax. P(x). The derivation[#) shows that if you have a counterexample for
3Ix. P(x), it contradicts what the derivatiorD asserts. The normalization procedure,
howeverdestroysthe claimed counterexample by providing a witness for our existen-
tially quantified decidable predicate. The prooflaf P(x) behaves then, by means of

the reduction rules, asrncounterexample. In SectionGlwe shall give an example

of witness extraction for a proof in classical natural deduction which uses a simple
Post system.

4 Thevaluation systemfor classical logic The extraction procedure outlined above
cannot be of much help by itself in improving our understanding of the computa-
tional features of classical logic. In order really to be of help, it should make explicit
some computational interpretation of classical formulas and proofs, in the same way
in which thegs-rule makes explicit the constructive meaning of itfiteitionistic con-
nective “—" in the BHK interpretation. The aim of the rest of the paper then is to
give a precise computational meaning to Prawitz’s reductions in the context of an in-
terpretation of classical logic. Instead of simply logical formulas we shall consider
judgments on formulas and valuations. These will be given a computational inter-
pretation that will be shown to be preserved by the logical rules of natural deduction.
Moreover, we shall see how Prawitz’s reduction rules make explicit such computa-
tional interpretation implicitly contained in derivations.
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The bases of our system of judgments are the notions of assertion and valuation.
In a sense this system, called Valuations Syst®&8)( can be viewed as a formal
system to reason about assertions and valuations.

4.1 Assertions Anassertion(on A) is an expression of the form. A or of the form
f.A, whereAis a logical formula. In what followsy will be a variable ranging over
the sef{t, f}, while ¥ is defined in the following way.

_ [ ify=t
Tt oify=f

The intuitive meanings of the assertiané andf. A are “Ais true” and “Ais false,”
respectively. An assertion is iganonical form if it is not of the formt.—A, f.—=A

and no double negation is present. We shall identify each formula with its equivalent
canonical form, obtained by removing all double negations and replaeifg f.— A

with f. A andt. A, respectively. For instance, the canonical fornt.ef——(=—A; A

== Ay) is fAl A = Ap.

4.2 Valuations Our system deals with classical validity of assertions in partial
models (valuations) which can be seen as sets of assertions on atomic formulas. A
valuation is a set of assertions on atomic formulas.

To formally deal with valuations we need a syntax for themuahuation-termis
an expression that denotes a valuation, and it is formed by using the following rules.

1. @ is avaluation-term (intuitively the “empty” valuation).

2. Valuation variablesy{ w, v1, w1, . ..) are valuation-terms.

3. If vandv’ are valuation terms, then+ v’ is a valuation-term (intu-
itively the “union” of the valuations).

4. If {X1,...,Xm} = FV(P) and P is atomic, ther{y.P |Xq, ..., Xm} IS
avaluation-term (intuitively the valuation consisting in all possible
closed instances of. P). If Pis closed fn = 0) we shall use the no-
tation{y.P}.

From the syntax and the informal explanations given above, it is quite clear
what is the valuation, or the set of valuations in case of a term with valuation vari-
ables, denoted by a valuation-term. In the following we shall not distinguish between
valuation-terms and the valuations they denote. So, we canvstaté, forv, v’ val-
uation terms.

A valuation (-term) idinite if it consists of a finite number of closed atomic as-
sertions. In particular, iP is open and the Herbrand universe of the logical language
is infinite, {y. P | X1, ..., Xm} is not a finite valuation (-term). The finiteness of a val-
uation term will be denoted by means of the subscriipt™

If vis afinite valuation term, we shall denote Byv the formula consisting in the
conjunction of its assertions (considerin® as P andf.P as—P). In the following
we shall equate the valuation terms denoting the same valuation.

4.3 System VS SystemVSis a system about valuations, more precisely about
assertions validated by partial models represented by valuations. We have defined
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above the terms of our valuation system: the valuation-terms. The well-formed for-
mulas (judgments) of systeiS are expressions of the following form,

vVEv.A

wherev is a valuation term ang. A an assertion.

We now formally define thentended constructive meaning of our judgments.
The rules of systen¥S are sound with respect to this intended meaning and the re-
duction rules will provide a means to make it explicit.

vVELL —
vVELP —

VELYX AKX <<—
VEtLAAB =
vEf.A —

there exists' i, Cvs.t. AV ¢in— L
there exists’ i, Cvs.t. AV'¢in— P
for P atomic

for any termt, v =t. A(t)
viEt.Aandv =t.B

foranyv'stv =t A, v+V Et.1,

where /\ vtin, is the logical conjunction of all the formulas corresponding to the as-

sertions invtin, and/\ vtin — L and/\ v{in — P must be classically valid formulas.

Then a formular = y. A has an interpretation similar to Kripke’s forcing semantics.
We will use the notationinc(v)’ asshort for v =t.L". The rules of our system

are the following.

Rulesfor valuations

VEvY.A

vV+V Ey.A

for anyv’

foranyty, ..., ty

{r.PlIxe,...x} Ey.P(y,....t)

Logical rules
[vEY.A
inc(v+V) ) vEy.A VvV EV.A
— (%
VEy.A inc(v+v)
ViEtLA Vo ELA VEtLAIAA 12
i=1,
Vi+Vo ELALA A VELA
VEtLA VETLYXA
VELYXA v = t.A(u)
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(*) Itis possible to discharge only assumptions with valuation-terms
consisting of a single variable; besides, the valuation-variable
cannot occur free in the assumptions on whict(v + v) de-
pends, bub = 7. A.
(**)  xis not free in the assertions of the assumptions on whigh
t. A depends.
In this system if we have two equal valuation-terms or two equal assertions we
can always substitute one for the other.
In the case in which we consider extensions of natural deduction with Post sys-
tems, we must extend systev$ as follows.

U1 IZtQ]_ ... Un ':th
g ELQ YiLivi Et.Qnpa

Remark 4.1 Wehave given rules for conjunction and universal quantification only
for the assertions beginning withThe rules dealing with conjunction and universal
guantification in the other case, hamely

vEfA i_ 12 viEfA

vEfAIAA v EfVYXA

are redundant. They correspond to rules for disjunction and existential quantification
and, since we are in a classical context, they are derivable.

[w Et.ALA Az] [w = t.Vm.A]
wELA vEfA wkEtA viEfA
inc(w + V) inc(w + V)
VELAIAA v Ef.YmA

In the following we shall use the first two rules of the above remark as abbreviations
for their derivations.

4.4 Interpretation of the deduction rules The logical rules of systeritS clearly

are an elaboration of those of Prawitz’s natural deduction for classical logic, re-
called in Sectiof?] The rules for valuations, instead, do not have any counterpart
in Prawitz’s system and have been introduced since they are needed if you wish to
deal with valuations. Both of the above groups of rules, however, have a precise in-
terpretation in terms of the intended meaning of the formulas in our valuation system.
Furthermore the ruledffectively show how to get the intended meaning of the con-
clusion if we have one of the premises. For the axiom

{t.Ple,...Xn}':t.P(tl,...,tn)

itis easy to see thatff, ..., t, are closed theft. P(t4, .. ., t,)} is the finite valuation
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which satisfies the formula on the right. The most interesting rule is obviously
[vEY.A

inc(v+v)
VEvy.A

It is indeed two different rules, according to whatctually is. Ify = t, it corre-
sponds to the introduction of the negation and expresses exactly the intended mean-
ing of v = y.A. If y =f, instead, the rule corresponds to the elimination of double
negation and it should justify the interpretationvat t. A. If Ais an atomic formula
P then the expected meaningwf= t. A is that there exists a finite subvaluation of
v from which P is derivable. To see how the rule justifies such an interpretation, let
us note first that the derivation above the premise of the rule is a derivation which
allows us to infeiinc(v + v’) once we have proved that = f.P. The meaning of
inc(v + V') is that there exists a finite valuationw#- v/, from which it is possible to
derive the falsehood. Then, from the finite valuation we could get frav + v'), it
would be possible to get the finite valuation fol= t. P. The problem now is to find
av’ and a proof of’ = f.P. By using our rule for valuations it is immediate to get
v =f.Pifwetakev' = {f.P| x4, ..., Xa}. Sothe interpretation of =t. Aseemsto
be justified by the rule. There is however a case yet to be considered in the argument
above: A could be a nonatomic formula. This, however, is not a difficult obstacle to
overcome since we can always transform a deduction in such a way that double nega-
tion elimination is performed only on atomic formulas. This sort of transformation
is exactly the one performed by Prawitz’s reductions, which then manage to make
explicit the constructive contents of the elimination of double negation. Later on we
shall deal with the interpretation of Prawitz’s reductions.

As to what concerns the rules for introducing and eliminatirendv, itis dear
how they make evident the intended meaning of the formulas in their conclusions.

Finally, the rule

VEy.A V EVA

inc(v+v’)

expresses the condition for a valuation to be inconsistent. It corresponds to the rule
of modus ponens in intuitionistic logic, which has a (BHK) interpretation in terms
of application of a function to its argument. According to our interpretation, by the
fact thaty. Ais equivalent tg/.— A, it can be interpreted as two different applications
according to which one of the two subproofs is seen as the function. Alternatively, it
can ke seen as symmetric form of application.

Now we state the almost immediate formal equivalence between our valuation
calculusVS and classical natural deduction.

Theorem 4.2 (Validity Theorem) If a formula D is derivable in classical logic

fromassumptions Gy, . . ., G, thenthereexistsa derivationin VS of Z’j‘:l wjE=t.D
fromassumptions wy, =1.Gy, ..., wy Et.Gy where ws, ..., wy are valuation vari-
ables.

Proof: By induction on derivations. (|
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4.5 Reduction rulesfor system VS It is quite straightforward to extend Prawitz's
reduction rules for classical natural deduction to sysiégn The former ones, as
briefly discussed in Subsectifij enable us to extract constructive contents from
proofs of Z‘l)—sentences. We have seen, in the previous subsection, that the dou-
ble negation elimination rule has no explicit constructive meaning when applied to
nonatomic formulas. Prawitz’s reductions for double negation elimination enable us
to transform a proof in such a way that such rules are applied only to atomic formulas,
and hence to get proofs containing deduction rules all of which have explicit construc-
tive meaning, with respect to our interpretation of judgments.

What is stated above gives a constructive sense to the normalization process as
awhole. What is still lacking is a computational interpretation of the single steps
of the process, that is, of the single reduction rules. Then we need to show how each
reduction rule makes more and more explicit our interpretation afitissical logical
connectives in the partial models interpretation.

Prawitz’s reductions are divided into two groups: those eliminating detours and
those simplifying the structure of formulas to which the double negation elimination
rule is applied. The former ones also maintain in @ setting their meaning of
“simplification.” In fact, we have seen that the rule

VEyY.A V EYA

inc(v+v)

is a sort of modus ponens. Thenvifi= y. A has been obtained by means of the rule

[vEv.A
inc(v+v)
VEY.A
we can apply the reduction
[vEr.A
: vV E vy A
inc(v+ V) : ~ :
VEY.A vV Ey.A inc(v+v’)
inc(v+v’)

which has a meaning similar to tiferule for thei-calculus.

If we know that (the interpretation of); + v, = t. A; holds because we have
inferred it from the fact that; =t. A; and v, =t. A hold, then we can avoid passing
throughvy + v, = t. A A Ay simply by extending the valuation to vy + v,. This
justifies the following reduction.

Vi =LA Vo =LA Vi A
Vi+Vo ELAIA A ~  Vi+ Vo =LA
V14 Vo =LA
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In a way similar to the previous one, a justification can also be given for the rule

vVELA :
VEtLVXA -~ VvELA®WM)
v =t AL

The rules peculiar to classical logic, and to which no computational interpretation has
ever been given, are the ones dealing with double negation elimination. A double
negation elimination rule can be seen as a process to get the intended meaning of the
conclusion only in the case in which its formula is atomic. Then, in a proof if the
conclusion of an application of the double negation elimination rule is a compound
formula, we can “decompose” it—in the case in which it is a conjunction, using the
following rule.

v|=f.A1 v'=f.A2
UI:f.Al/\Az v|:f.A1/\A2
[U|=f.A1/\ A2] : :
: inc(v + V) inc(v + V)
inc(v+vVv) ~ VELA vViEtLA
V|=t.A1/\A2 V|=t.A1/\A2

The intended meaning of=t. A A Ay, that is, a pair formed by the meaningwj=

t.A; and the meaning off = t. A, (sedd3), is explicit only in the case the judgment

Vv &= t.A1 A Ay has been obtained by means of an application ofxthietroduction

rule. In the case we are considering, insteags t. A; A A, has been obtained by
means of a double negation elimination. Its meaning is then “hidden,” and must be
made explicit.

The reduction rule above, in fact, makels-t. A; A A, derived from two deriva-
tions, one fow = t. A; and one fow = t. Ay, thus enabling us to interpret the deriva-
tion of v =t.A; A Ay as a pair. Of course, the pair obtained is a pair of constructive
meanings only in the case in which the conjuncts are atomic. Otherwise we must per-
form other reduction steps to get to their atomic components.

An argument similar to the previous one can explain the computational meaning
of Prawitz’s reduction rule for double negation elimination on universally quantified
formulas. This reduction has the following form in the context of sys#$n

[vEf.A]
vEf.YmA
[vEf.YM.A]
: inc(v+ V)
inc(v+v) -~ vEtLA
VELYMA VELYMA

4.6 Thewitnessextraction procedurein the VS setting It is possible to apply the
extracting procedure diJ, recalled in SectioB] directly in systemV/S. (An example
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can easily be obtained by rephrasing the one in Setlea explained at the end of
it.) Using systenVS and the interpretation of its expressions, rules and reductions,
the meaning of what the procedure does is made clearer.
Let us assume to have a closed proof in classical logigxoP(x)(= —VX.
—P(x)). By the Validity Theoremitis possible to get a derivationeof= f.¥X.— P(X)
in systemVS. According to our interpretation, the proof of this statement can be
viewed as a function that, whenever applied to a valuatipralidatingt.vVx.—P(x),
returns a finite subvaluation @f from which falsehood can be derived, that is, an
inconsistent one. Itis clear thatif = {f.P | x} then we would also have the possi-
bility of getting a witness for the statemeti. P(x), since in the finite subvaluation
{f.P(t1), ...f.P(tn)} we would get fromvg, one of thet;’s is hecessarily a withess.
The problem now is how to “feed? = f.vx.—P(x) on the valuatior{f.P | x}.
This could be done in the following way, in the case in which we have a derivation
D for {f.P | X} =t.VX.=P(X).

: D
g E=fVx—=PX) ({f.P|Xx} Et.YX.—=P(X)

inc({f.P| x})

It is easy to see, however, that this is not possible since it would imply that it is pos-
sible to obtainvx.—P(x) from a finite subvaluation off.P | x}. We had a similar
problem in Sectiofglwhere, by interpreting the proof &k. P(x) as a counterexam-
ple destructor, we found it necessary to “feed” it on a counterexample. We decided
there to add the rule

P(X)

(r) ;
1

which can be interpreted as the claim of having a counterexample.

Here we can provide the derivation of = f.vx.—P(x), interpreted as a func-
tion, with the valuatior{f.P | x}, by adding a rule to syster¥S which corresponds
to the rule(r) above, that is, the following one.

v =t P(X)
inco+(f.P[x})

(rvs)

By following our interpretation fo/S expressions, such a rule says that it is possible
to get a finite inconsistent valuation out of the valuatien {f. P | x} for any valuation

v validatingt. P(x). Theapplicationof @ = f.¥Yx.—P(x) to the valuatiorif. P | x} can
now be performed VS as follows.

[vEt.P(X)]
inc(v+ {f.P| x})
: {f.P| x} et.=P(x)
& = f.VX.=P(X) {f.P| x} t.¥x.=P(X)
inc({f.P | x})
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In Sectior3] by means of rulgr), we managed to get, that is,only the information

that something inconsistent had been added to the system. We kneveuiisbde the
system, that such an inconsistency depended orimund that necessarily there had

to be some inconsiste®(ty), ..., P(t,). SystemVS, instead, is more informative

than the bare natural deduction. Here formulas have a constructive interpretation, as
seen in previous sections. In particular, in the present case we have managed to de-
rive more precise information than simply the presence of an inconsistency: we have
derivedinc({f.P | x}), that is, the information that a finite subsetf&fP | x} is incon-
sistent. The information that there are some inconsiginy), ..., P(ty) has now
beeninternalized. The reduction rules of the system enable us to get explicitly a finite
subsetf.P | x}. Infact, Lemmd22holds clearly for systen¥S as well, if rules for
valuations are not used in a derivation. So, a nhormal form of the above derivation is
necessarily of the shape

(rve) @ ELPW)
inc({f.P| x})

whereg = t. P(t) is a derivation made of atomic axioms and rules only{fSB(t)}
is an inconsistent finite subvaluation #fP | x} and then the terrhis a witness of
ax.P(x), since, by Lemmiz.2] @ = t.P(t) is obtained using only atomic axioms and
atomic rules.

Let us note that in systemS we did not need introducing rulgys), since such
a rule is derivable, as shown by the deduction below.

vELPX) (f.PIX}=f.PX)

inclv+ {f.P| x})

We made the choice of adding rule,g), however, in order to be able also to profit
from Lemmd2_ 2lfor systemVS. The derivability of rule {ys) in VS is not in contra-
diction with the fact that ruler}, which we had added to the system of natural deduc-
tion in Sectiord] is obviously not derivable in the latter system. Rutg§) is weaker
than ¢). In fact, by means of it we managed to derine({f.P | x}), athing more
informative and hence weaker, than thef bare natural deduction.

5 Conclusions We have developed a formal systans for classical logic, whose
well-formed formulas argudgments of the formv = y. A, informally stating that the
partial model denoted by the terma validates the assertion y. A, wherey is t or f.

A precise constructive interpretation has been given to such judgments, depending
on the main connective oA. Such an interpretation is respected by the deduction
rules of the system. Moreover, a derivation which is normal with respect to Prawitz’s
reductions for classical logic can be interpreted as an effective evidence for the inter-
pretation of the judgment it proves. Then Prawitz’s reduction rules for classical logic
turn out to be given a precise computational meaning, by means of our interpreta-
tion of proofs and judgments. This computational meaning was only implicit in the
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procedure of witness extraction from classical proofEfformulas devised irl1].
Finally, the witness extraction procedure[@} has been viewed from the perspective
of our interpretation.

6 Appendix (A simple example of use of PrawitZsreductions) Let us assume to
extend first order classical logic with a Post system containing the aRi@n If we
consider %” as an atomic predicateP(0) could be, for instance, the formulaf1

as it is used in Peano’s axiomatization of classical arithmetic. Let us now consider
the following weird proof of the statemeBk. P(x) (= —Vx.—P(X)).

[-PD] PO
[-=PAAPO)Y] =P AP©O

L
[VX.=P(X)] —-P(1) A P(0)
-P(0) P(0)
[VX.=P(X)] L
—P@) (1)
L
=VX.=P(X)

Let us denote by the above derivation, and see now how our extraction procedure
enables us to get a witness fix. P(x) from D. We begin by adding the atomic rule

P(X)

1

to our system, and derive from it andD.

[P(X)]
L
D —P(x)
—VX.—P(X) VX.—P(X)

L

We now proceed to normalize the above proof according to our reduction rules. To
save space we begin by normalizing the subderivatio D we have double nega-
tion elimination applied te~(—=P(1) A P(0)). We can use the reduction which mod-
ifies the deduction in such a way that the double negation elimination rule is applied
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to simpler formulas, namely—P(1) and—P(0).

[—=P(@) A P(O)] [—=P() A P(O)]
[-=P@)] P _ [=PO) P(0) o
1 [-P@)] P 1 [-P@) P(0)
—~(=P@) A PO) —P) APO) =(=P1)APO) —P@A) AP®O
1 1
—P@ P(0)
[VX.=P(X)] =P(1) A P(O)
-P(0) P(0)
[VX.=P(X)] 1
—~P@) PO
L
—VX.—P(X)

We can now eliminate the “detour” for the conjunction.

[=P@) A PO)]
[-PO] PO

1 [-P()] PO
—(=P(1) A P(0)) —=P(1) A P(0)
[VX.=P(X)] L
—P(0) P(0)
[VX.=P(X)] L
—P@) P(D)
L
=VX.—P(X)

Next we apply the reduction for the detour corresponding to the introduction of the
negation—=(—=P(1) A P(0)) and its immediate elimination.

[-P] PO
—P(1) A P(0)

[=P©)] P©O)
[VX.—=P(X)] 1
—P(0) P(0)
[VX.—=P(X)] il
—P@) PO
L
=VX.=P(X)

Again we can apply the reduction to eliminate the detour for the conjunction. The
resulting derivation is the normal form, with respect to Prawitz’s reduction rules, of
the subderivatioD. The complete derivation then has the following shape and is not
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in normal form.

[-P©] PO

[VX.=P(X)] L
—P(0) P(0)
[Vx.=P(X] L [PX)]
-P(1) P(1) L
L -P(x)
—VX.—P(X) VX.—P(X)
L

In the above derivation, the negatietyx.—P(x) is introduced and the rule for its
elimination is applied. To eliminate this detour we apply the corresponding reduction.

[P(X)]
1
[P(X)] —P(x) [—P(O)] P(0)
1 VX.—P(X) L
—P(X) —P() P(0)
VX.—P(X) 1
—~P1) P
L

There are now two detours for the universal quantification to eliminate.

[PO)] [=PO)] P(O)
L L
[P] —P©O) P(0)
L L
—P@ P
L

Let us first eliminate the leftmost detour for the negation.

[PO)] [=P(O)] P(0)
L L
—P) P©O)
L
P
1

We have still one more detour for the negation to eliminate.

[-PO] PO

-2-
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At last we have a deduction which is normal with respect to Prawitz’s reductions. We
can now apply the trivial reduction:

PO
L
PO
L

One more trivial reduction can be applied, getting a deduction in normal form with
respect to both Prawitz’s reductions and the trivial one:

PO
1

The witness we needed then is 0. Due to the simplicity of our example, the derivation
for P(0) consists in an axiom. If we had a more complex Post system we could have
more complex atomic derivations for the atomic predicate displaying the witness.

It is easy to see that we could use the example presented above in the setting of
systemVS. Insuch a case our initial proof efv¥x.—P(x) could easily be elaborated
in order to get a proof iVS of @ = f.¥x.—=P(x). By adding to the system the rule
(rvs), asdescribed in Subsecti@h6] we manage to obtain, in a way similar to getting
1 above, aderivation fanc({f. P | x}) which, according to our interpretation, can be
seen as a finite inconsistent subvaluatioffd? | x}. This inconsistent subvaluation,
however, is only implicitly represented by the derivation. We can explicitly obtain
it only by means of a normalization process. If we follow the same reduction steps
described above, it is possible to obtain the derivation

o =t.P(0)
inc({f.P| x})
which explicitly takes to the finite inconsistent subvaluatjbu?(0)} C {f.P | x}.
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NOTES

1. Anincomplete and preliminary version of the present paper was preserl@d in [

2. Indeed in[[] a stronger result is proved, namely that it is possible to get a witness from
proofs of £9-sentences in Higher-Order Classical Logic.
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