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“Everybody’s got to be somewhere.”  –Spike Milligan
ABSTRACT: All parties to the Sleeping Beauty debate agree that it shows that some cherished principle of rationality has to go. Thirders think that it is Conditionalization and Reflection that must be given up or modified; halfers think that it is the Principal Principle. I offer an analysis of the Sleeping Beauty puzzle that allows us to retain all three principles. In brief, I argue that Sleeping Beauty’s credence in the uncentered proposition that the coin came up heads should be 1/2, but her credence in the centered proposition that the coin came up heads and it is Monday should be 1/3. I trace the source of the earlier mistakes to an unquestioned assumption in the debate, namely that an uncentered proposition is just a special kind of centered proposition. I argue that the falsity of this assumption is the real lesson of the Sleeping Beauty case.
1. INTRODUCTION

I believe various kinds of propositions. I believe that it is Sunday. I believe that I am in Durham. I believe that Plutonium-239 has a half-life of 24,000 years. And so on. Some of these are beliefs in so-called uncentered propositions—propositions that are either true of the world or false of the world. The last proposition above is of this kind. Others are beliefs in centered propositions—propositions whose truth or falsity depends not only on the nature of the world, but also on the referents of the indexicals “I” and “now”. The first two propositions above are of this kind.

This paper concerns the rules which should govern our credences (degrees of belief) in centered and uncentered propositions. It concerns three such rules in particular. The Principal Principle (Lewis 1980) says that if you know that the chance of a particular future event is c, your credence in the proposition that the event occurs should also be c. Here the chance of an event is an objective feature of the world; for example, to say that a coin is fair is to say that the chance of heads on each toss is 1/2. So if you know that a coin is fair, the Principal Principle says that your credence in heads for a future toss of the coin should be 1/2. Conditionalization says that for an uncentered proposition H, your new credence in H on acquiring evidence E should be P(H | E)—that is, your conditional credence in H given E. The closely related principle of Reflection (van Fraassen 1984) says that if you know that you will have a credence of c in some uncentered proposition at a future time, then your credence in that proposition should also be c now.


The validity of these rules has recently been called into question by the Sleeping Beauty puzzle (Elga 2000). This thought-experiment concerns the interplay between an agent’s centered and uncentered beliefs. It is taken by many people to show that Conditionalization and Reflection are false, and by at least one person to show that the Principal Principle is false (at least as stated here). However, I argue that, properly understood, the Sleeping Beauty case does not challenge any of these three principles. Instead, it calls into question an assumption that has gone unchallenged by all parties to the debate over Sleeping Beauty, namely that uncentered propositions are just a limiting case of centered propositions. Indeed, it is the light that it sheds on the relationship between centered and uncentered propositions that I take to be the main interest of the puzzle.


A few caveats: First, I do not intend the following to be a general defense of Conditionalization, Reflection and the Principal Principle against potential counterexamples. It is widely recognized that the scope of each principle needs to be restricted in various ways, and my purpose here is just to argue that the Sleeping Beauty case does not call for any new restrictions. Second, I adopt the standard Lewisian analysis of centered and uncentered propositions (Lewis 1979). An uncentered proposition is a set of possible worlds—those in which the proposition is true. A centered proposition is a set of centered possible worlds, where a centered possible world is a possible world equipped with a location for the agent in question—a “you are here” sign. But I do not intend this analysis to commit me to Lewis’ modal realism, or to the view that this is the best analysis of propositions. Finally, in this paper I consider only temporally centered propositions—those that locate the agent in time. While I have no reason to think that the conclusions below shouldn’t carry over to other kinds of centering, neither do I have an argument that they do.

2. SLEEPING BEAUTY

Let us start with Lewis’ (2001) analysis of the Sleeping Beauty puzzle. The now-familiar puzzle goes as follows. Sleeping Beauty is woken on Sunday and told that her waking pattern over the next two days is to be controlled by the outcome of a fair coin-toss. If the coin lands heads, she will be woken briefly on Monday, and then she will sleep through Tuesday. If the coin lands tails, she will be woken briefly on Monday and on Tuesday, and her memory of the Monday waking will be erased while she sleeps on Monday night. There is nothing in her room to indicate what day it is, but part way through each waking period she will be told the day. Suppose she believes all this. What credence should she assign, on waking, to the uncentered proposition that the coin comes up heads?


Elga (2000) argues that the answer is 1/3; Lewis disagrees. Lewis first notes the points of agreement between himself and Elga. Let HEADS and TAILS be the uncentered propositions that the coin lands heads and that the coin lands tails respectively. Let H1 be the centered proposition that the coin lands heads and it is Monday, T1 the centered proposition that the coin lands tails and it is Monday, and T2 the centered proposition that the coin lands tails and it is Tuesday. Let P((…) be Sleeping Beauty’s credence function just before she goes to sleep on Sunday, P(…) her credence function when she wakes on Monday, and P+(…) her credence function after she is told that it is Monday. Then Elga and Lewis agree on the following things. First, by “a highly restricted principle of indifference” (Elga 2000, 144), Sleeping Beauty’s credence in T1 on waking should be the same as that in T2:
(1) P(T1) = P(T2).

Second, since “her total evidence at the start of her Monday awakening tells her that HEADS is true iff H1 is true of her at that time” (Lewis 2001, 173), her credence in HEADS and H1 should be the same:
(2) P(HEADS) = P(H1).

Third, her credence function P+(…) after she is told that it is Monday is obtained from her prior credence function P(…) by conditionalizing on the evidence that it is Monday, i.e. on H1 ( T1:

(3) P+(HEADS) = P(HEADS | H1 ( T1).
Rewriting the conditional credence as a ratio of unconditional credences in the standard way yields P(HEADS & (H1 ( T1)) / P(H1 ( T1). The numerator is Sleeping Beauty’s credence that the coin lands heads and it is Monday, i.e. P(H1). The denominator is P(H1) + P(T1). Hence (3) can be rewritten in the following more useful form:
(3') P+(HEADS) = P(H1) / (P(H1) + P(T1)).
Finally, they agree that Sleeping Beauty’s credence in HEADS on Sunday should be P((HEADS) = 1/2, and that she doesn’t gain any uncentered evidence relevant to HEADS between Sunday and her Monday waking.


Elga argues as follows. Suppose the coin-toss takes place on Monday night. Then after Sleeping Beauty is told that it is Monday, her credence in HEADS is credence in the outcome of a future toss of a fair coin. By the Principal Principle, in such a situation one ought to set one’s credence in HEADS equal to the chance of HEADS, and the chance of HEADS is, by hypothesis, 1/2. So Elga takes as his premise that P+(HEADS) = 1/2. Then by (3'), P(H1) / (P(H1) + P(T1)) = 1/2, and hence P(H1) = P(T1). So by (1), P(H1) = P(T1) = P(T2). Since these are exhaustive and mutually exclusive, P(H1) = 1/3, and by (2), P(HEADS) = 1/3. Elga takes this as a surprising result because it shows that Sleeping Beauty’s credence in the uncentered proposition HEADS changes from 1/2 to 1/3 between Sunday night and Monday morning, even though she gains no relevant uncentered evidence during that time. This is a prima facie violation of Conditionalization, and since Sleeping Beauty knows that her credence will change in this way, of Reflection too (Elga 2000, 146).


Lewis argues in the opposite direction, taking Conditionalization as his premise. Since she gains no uncentered evidence between Sunday night and Monday morning, Sleeping Beauty’s credence in HEADS should not change over that period, and since her credence in HEADS on Sunday is 1/2, P(HEADS) = 1/2 as well. Hence to satisfy (1) and (2), P(H1) = 1/2 and P(T1) = P(T2) = 1/4. Finally, to satisfy (3'), P+(HEADS) = P(H1) / (P(H1) + P(T1)) = 2/3. This, too, is a surprising result, since after Sleeping Beauty is told that it is Monday, her credence in the future toss of a fair coin differs from 1/2. Indeed, it is a prima facie violation of the Principal Principle; at least, the Principle needs a proviso to cover this case (Lewis 2001, 175).


Hence each author argues from a reasonable premise to an unpalatable conclusion—namely the denial of the other’s reasonable premise! Elga argues from an application of the Principle Principal to a violation of Conditionalization, and Lewis argues from an application of Conditionalization to a violation of the Principal Principle. Whoever is right, it seems that we cannot hold on to both principles, at least not without significant new caveats. Is there no way to avoid the dilemma? I think there is, and the goal of this paper is to argue for a position that rescues both Conditionalization and the Principal Principle. That is, I will attempt to show that Sleeping Beauty can assume both Conditionalization and the Principal Principle and still maintain a consistent assignment of credences. First, though, we need to characterize more precisely how those credences are constrained.

3. CREDENCE AND BETS

A common way to clarify the constraints on an agent’s credences is via consideration of betting. An agent’s credence in a proposition is identified with the odds at which she considers a bet on that proposition to be fair.
 Then a consistency constraint on her credences at a time can be specified by requiring that an aggregate of fair bets is also a fair bet; that is, if the agent regards each of a set of bets as individually fair, then she should also regard the set of bets as a whole as fair. If one adds the observation that an agent will regard as unfair a bet (or set of bets) on which she loses money whatever happens, one obtains the usual synchronic Dutch book formulation of the consistency constraint; an agent’s credences at a time are inconsistent if there is a set of bets, each of which she regards as fair, on which she makes a loss no matter what.


Slightly more controversially, one can construct an analogous dynamic constraint on an agent’s credences—a constraint on how the agent’s credences may change through time. But this constraint needs to be handled carefully. Prima facie, any change in an agent’s credence in a proposition renders her liable to a Dutch book, since there is always a pair of bets, offered at the agent’s fair odds before and after the change, such that the agent loses money whether the proposition in question is true or false.
 But clearly not every change in an agent’s credences is irrational. The solution is to note that the agent must be able to deduce, simply from a description of the set of bets, that she will lose money—that the bets in question are individually fair but collectively unfair. Only in that case is she confronted with a contradiction in her credence assignment. Since an agent typically doesn’t know in advance how her credence will change, she cannot tell whether the bet that will be offered to her after the credence change is fair. However, if the condition is satisfied—if the agent can deduce in advance that she will make a loss on a set of fair bets—then her credences are (arguably) inconsistent, even in the dynamic case in which the credences and bets are distributed over time. A simple way to enforce this condition is to stipulate that the bookie who makes the bets is in the same epistemic situation as the agent herself. In that case, if the bookie can deduce that he will make a profit, then the agent can deduce that she will make a loss.
 But note that the constraint on the bookie’s knowledge is simply a convenient way of ensuring that the agent can deduce a loss; it is the latter condition that does the work.


The foregoing is a fairly standard story about betting and credence. However, the above characterization of credence in terms of fair odds requires some further elaboration, since there are circumstances in which an agent’s fair odds for a bet on a proposition may not correspond to her credence in it. For example, consider a bet on heads for an ordinary coin-toss, and suppose that the bet is more likely to be offered to me if the coin comes up tails than if it comes up heads. Even if I think the coin is unbiased, my fair odds for this bet will differ from 1:1.
 Similar considerations apply to the stake at which the bet on heads is offered; if the stake is higher if tails occurs than if heads occurs, this too will cause my fair odds to diverge from my credence in heads. These considerations suggest that for my fair odds to coincide with my credence, the stake of the bet and the frequency with which it is offered must be independent of the outcome. Call a bet with this property balanced; my credence in a proposition corresponds to my fair odds for a balanced bet on that proposition. So for a Dutch book to reveal an inconsistency in an agent’s credences, the bets involved must be individually fair and balanced, since otherwise their odds will not reflect those credences.

4. SLEEPING BEAUTY REVISITED

Now that the link between credence and betting has been clarified, we can apply it to the case at hand.  Sleeping Beauty’s credence in HEADS on Sunday before she sleeps is P((HEADS) = 1/2; the question is whether consistency with this credence places any constraints on P(HEADS), her credence in HEADS on waking. Consider initially the following Dutch book argument, which purports to show that Sleeping Beauty should assign P(HEADS) = 1/2. Suppose that instead she assigns P(HEADS) = 1/3 and P(TAILS) = 2/3. This corresponds to fair odds, on waking, of 2:1 for a bet on HEADS and 1:2 for a bet on TAILS. On Sunday, however, her fair odds for bets on HEADS and on TAILS are each 1:1. Offer her the following bets: on Sunday, a $3 bet on HEADS at 1:1, and on Monday a $4 bet on TAILS at 1:2. If HEADS is true, she gains $3 on Sunday and loses $4 on Monday, for a net loss of $1. If TAILS is true, she loses $3 on Sunday and gains $2 on Monday, again for a net loss of $1. Since each bet is offered at Sleeping Beauty’s fair odds, and since she makes a loss on the pair of bets whatever happens, one might conclude that her credences are inconsistent. And since a parallel argument can be constructed for any credence other than P(HEADS) = 1/2, one might further conclude that Sleeping Beauty is rationally compelled to adopt this latter assignment.


However, Hitchcock (2004) argues that the above is not a legitimate Dutch book argument, as it requires that the bookie know more than Sleeping Beauty. On waking, Sleeping Beauty doesn’t know whether it is Monday or Tuesday, but in order for the bookie to offer her a bet on Monday, he must know that it is Monday. Consider instead a bookie who is always in the same epistemic state as Sleeping Beauty; the simplest way to achieve this is to subject him to the same regime of sleeping, waking and memory erasure. Such a bookie cannot offer Sleeping Beauty a bet on Monday; the best he can do is to offer her the same bet at each waking location, i.e. on Monday if the coin comes up heads, and on both Monday and Tuesday if the coin comes up tails. Since the above Dutch book cannot be offered by this bookie, Hitchcock argues, it cannot be used to condemn an assignment of P(HEADS) = 1/3.


In fact, Hitchcock goes on to argue that a legitimate Dutch book argument condemns any assignment other than P(HEADS) = 1/3. Suppose Sleeping Beauty assigns P(HEADS) = 1/2. On Sunday, offer her a $3 bet on TAILS at 1:1. Then at each subsequent waking location, offer her a $2 bet on HEADS at 1:1. If HEADS is true, she loses $3 on Sunday, and makes $2 on Monday (since she wakes only once), for a net loss of $1. If TAILS is true, she makes $3 on Sunday, and loses $2 on both Monday and Tuesday (since she wakes twice), again for a net loss of $1. Each bet is offered at Sleeping Beauty’s fair odds, and she makes a loss whatever happens. Furthermore, the Dutch book can be offered by a bookie in the same epistemic state as Sleeping Beauty; the bets do not require the bookie to know whether it is Monday or Tuesday. Hence Hitchcock concludes that an assignment of P(HEADS) = 1/2 is inconsistent with P((HEADS) = 1/2, and a similar argument can be used to condemn any assignment other than P(HEADS) = 1/3.


Hitchcock’s conclusion is that the Dutch book strategy supports Elga’s position on the Sleeping Beauty puzzle over Lewis’. However, Bradley and Leitgeb (2006) maintain that Hitchcock’s Dutch book argument, too, is unacceptable, since (in my terms) the bets involved are not all balanced. Recall that for a bet on HEADS to be balanced, it must be offered with equal frequency and stake whatever the outcome. But in the above Dutch book, the second bet is offered twice as often if HEADS is false than if it is true. Bradley and Leitgeb conclude that Sleeping Beauty’s fair odds for this bet need not reflect her credence in HEADS, and hence that Hitchcock’s Dutch book argument does not necessarily reveal any inconsistency in Sleeping Beauty’s credences.


So far, then, every attempt to construct a Dutch book argument to constrain P(HEADS) has (apparently) failed.
 But a slightly more indirect argument for P(HEADS) = 1/3 suggests itself at this point. Note first that a variant of Hitchcock’s Dutch book argument can be used to constrain P(H1), Sleeping Beauty’s credence on waking in the centered proposition that the coin lands heads and it is Monday. Suppose Sleeping Beauty assigns P((HEADS) = 1/2 and P(H1) = 1/2. On Sunday, offer her a $3 bet on TAILS at 1:1, and then at each subsequent waking location offer her a $2 bet on H1 at 1:1. As before, the bets are all at Sleeping Beauty’s fair odds, and the bookie knows no more than she does. And as before, Sleeping Beauty makes a loss on this set of bets whatever happens. But now each bet is balanced; the bet on TAILS occurs once if TAILS is true at Sleeping Beauty’s world and once if HEADS is true, and the bet on H1 occurs once if H1 is true at Sleeping Beauty’s world and temporal location, once if T1 is true and once if T2 is true.
 So if Sleeping Beauty assigns P((HEADS) = 1/2, she cannot consistently assign P(H1) = 1/2. Since similar bets can be constructed for every assignment other than P(H1) = 1/3, we can conclude that this is what consistency requires.


From here, it would appear to be only a small step to P(HEADS) = 1/3; we simply need to appeal to Lewis and Elga’s shared assumption (2), which says that P(HEADS) = P(H1). What’s more, assumption (2) is apparently well justified; as Lewis notes, HEADS is true of Sleeping Beauty at a time iff H1 is true of her at that time, and a standard rule of the probability calculus tells us that A iff B entails P(A) = P(B). However, we need to proceed carefully here, since the argument strategy that Bradley and Leitgeb use against Hitchcock’s Dutch book also calls this rule into question.


The usual rationale for the rule that A iff B entails P(A) = P(B) is a (synchronous) Dutch book argument; if an agent knows that A iff B, but nevertheless assigns P(A) ≠ P(B), there is a set of bets at the agent’s fair odds for which she can deduce a certain loss.
 Consider how this might apply to the Sleeping Beauty case. Suppose Sleeping Beauty knows that HEADS is true iff H1 is true, but nevertheless assigns P(HEADS) = 1/2 and P(H1) = 1/3. Offer Sleeping Beauty a $3 bet on HEADS at her fair odds of 1:1, and a $4 bet on (H1 at her fair odds of 1:2. HEADS and H1 are either both true or both false. If they are both true, Sleeping Beauty makes $3 on the first bet and loses $4 on the second, for a net loss of $1. If they are both false, she loses $3 on the first bet and makes $2 on the second, for a net loss of $1. Since she makes a certain loss on this set of bets, her credences might seem to be inconsistent.


However, consider when these bets are offered. The above analysis assumes that the bets are offered at a single time, say on Monday. But if the bets are offered on Monday, then the bet on H1 is not balanced, since it is not offered at all if T2 is true. Conversely, if the bets are offered at each waking location, the bet on HEADS is not balanced, since it is offered twice as often if TAILS is true than if HEADS is true. In order to make both of the bets balanced, the bet on HEADS must be offered once per coin toss, and the bet on H1 must be offered once per waking location.
 That is, on Monday, offer Sleeping Beauty a $3 bet on HEADS at her fair odds of 1:1, and at each waking location offer her a $4 bet on (H1 at her fair odds of 1:2. If HEADS is true, then on Monday she buys a $3 bet on HEADS at 1:1 and a $4 bet on (H1 at 1:2. She makes $3 on the first bet and loses $4 on the second, for a net loss of $1. If TAILS is true, then on Monday she buys a $3 bet on HEADS at 1:1 and a $4 bet on (H1 at 1:2 and on Tuesday she buys another $4 bet on (H1 at 1:2. She makes a $3 loss on the first bet, and a $2 profit on each of the other two, for a net profit of $1. So she loses if HEADS is true and wins if TAILS is true, and the bet is no longer a Dutch book. In fact, it is easy to show that no Dutch book along these lines is possible.
 That is, the inference from HEADS iff H1 to P(HEADS) = P(H1) cannot be given a Dutch book justification in the Sleeping Beauty context, so although we can conclude that P(H1) = 1/3 on the basis of a Dutch book argument, we cannot infer from this that P(HEADS) = 1/3.


Is there any way to constrain P(HEADS)? I believe there is, namely to return to the first Dutch book argument of this section. Hitchcock rejects this argument on the grounds that the bets cannot be offered by a bookie in the same epistemic state as Sleeping Beauty. However, as noted in the previous section, this condition is just a straightforward way of ensuring that Sleeping Beauty can deduce a loss on a set of fair and balanced bets. The latter condition can arguably be met in this case. The credences in question are P((HEADS) = 1/2 and P(HEADS) = 1/3, and the bets are on Sunday, a $3 bet on HEADS at 1:1, and on Monday, a $4 bet on TAILS at 1:2. The complication is that when the Monday bet is offered, Sleeping Beauty cannot know that this bet is only offered on Monday; if she did, she could deduce that today is Monday and conditionalize on that information. But it is possible to offer her a bet on Monday which she doesn’t know is only offered on Monday. More importantly, it is possible for Sleeping Beauty, on Sunday, to consider such a hypothetical bet; she can see that such a bet would be fair and balanced, even though her Monday self cannot tell that it is balanced. Putting this hypothetical bet together with the straightforward Sunday bet, we have a set of bets, each of which Sunday Sleeping Beauty can see to be fair and balanced, and from which she can deduce a certain loss. This arguably shows that a credence of P(HEADS) = 1/3 is inconsistent with P((HEADS) = 1/2.
 And since similar arguments can be constructed for any credence other than P(HEADS) = 1/2, this is what consistency requires.


Perhaps, though, it can be argued that the bets that make up a Dutch book must be such that they can be seen to be fair and balanced at the time that they are offered. That condition cannot be met here, and I suspect that if it is applicable, then no Dutch book can be constructed to constrain P(HEADS). If that is the case, P(HEADS) = 1/2 is not entailed by P((HEADS) = 1/2; but nevertheless, P(HEADS) = 1/2 is still consistent with P((HEADS) = 1/2, and one can appeal to Conditionalization, as Lewis does, to justify this assignment.

Finally, what about P+(HEADS)—Sleeping Beauty’s credence in HEADS after she is told that it is Monday? A straightforward Dutch book argument shows that consistency requires that P+(HEADS) = 1/2; the bets are as in the previous case, and since we are dealing with P+, the Monday bet doesn’t tell Sleeping Beauty anything she doesn’t already know.
 So in sum, I have argued that P+(HEADS) = P(HEADS) = P((HEADS) = 1/2, and it follows immediately that the Sleeping Beauty puzzle poses no threat to Conditionalization, Reflection or the Principal Principle. Since Sleeping Beauty’s credence in HEADS on waking is the same as her credence in HEADS on Sunday, Conditionalization and Reflection are satisfied. And since her credence in HEADS after she is told it is Monday is 1/2, her credence in the future toss of a fair coin is 1/2, in accord with the Principal Principle.

5. LEWIS’ ARGUMENT

With the above analysis of the Sleeping Beauty puzzle in hand, let us return to evaluate the arguments of Lewis and Elga. Lewis, recall, takes Conditionalization as his premise; since Sleeping Beauty learns nothing relevant to HEADS versus TAILS between Sunday and Monday, her credence in HEADS cannot change, and since that credence was 1/2 on Sunday, it must be 1/2 on Monday. I fully endorse this reasoning. Where things go wrong, as argued above, is the assumption that P(HEADS) = P(H1). Without this assumption, Lewis cannot infer from P(HEADS) = 1/2 that P(H1) = 1/2 and P(T1) = P(T2) = 1/4, and he cannot use these values to draw the further conclusion that P+(HEADS) = 2/3. This is a surely a welcome result, as it is the latter conclusion that forces Lewis to add a caveat to his Principal Principle.

So why does Lewis assume that P(HEADS) = P(H1)? As we have seen, the assumption appears to follow from the iff rule of probability theory, but in fact it does not, because the relevant Dutch book argument fails in the Sleeping Beauty context. But there is another, more philosophical, reason why Lewis makes this assumption. At the beginning of his Sleeping Beauty paper, he notes that “we could represent the … uncentered possibilities as classes of uncentered possible worlds; but we needn’t bother, since we can subsume the uncentered possibilities under the centered ones” (2001, 172). Lewis sees an uncentered possibility as a species of centered possibility, one in which the agent’s location is made as unspecific as possible. That is, the uncentered proposition TAILS is identical to the maximally unspecific centered proposition T1 ( T2, since this covers every possible self-location consistent with the coin coming up tails. Similarly, the uncentered proposition HEADS is identical to the maximally unspecific centered proposition H1, since there is only one possible self-location consistent with the coin coming up heads. But then if HEADS and H1 are the same proposition, clearly they should be assigned the same credence.


This way of looking at the relationship between centered and uncentered propositions has its roots in Lewis’ earlier work. In his classic “Attitudes de dicto and de se” (1979), Lewis argues against his previous view that the objects of attitudes like belief are uncentered propositions, and in favor of the view that the objects of such attitudes are self-ascribed properties. His argument is that there are things one can believe, such as that it is Monday, that cannot be captured by an uncentered proposition, but which can be captured by a self-ascribed property, i.e. the property of being located on a Monday. Conversely, he argues that belief in an uncentered proposition, such as that the coin came up heads, can always be equally well described as belief in a property self-ascription, in this case the property of being located in a world where the coin came up heads. To self-ascribe such a property is essentially to believe a maximally unspecific centered proposition; that I am located somewhere in a world where the coin came up heads. To self-ascribe the property of being located on a Monday is to believe a more specific centered proposition.


The goal of Lewis’ paper is to unify the objects of our attitudes; the object of an attitude is always a self-ascribed property, or equivalently, a centered proposition. But while it would be nice if there were a single kind of object of propositional attitudes, I think the lesson of the Sleeping Beauty puzzle is that we must make do with two kinds of object. Consider Lewis’ argument for unity:

We have a one-one correspondence between all [uncentered] propositions and some [self-ascribed] properties. Whenever it would be right to assign a proposition as the object of an attitude, I shall simply assign the corresponding property. Since the correspondence is one-one, no information is lost and no surplus information is added. (1979, 516)

While it is true that the relation between uncentered propositions and self-ascribed properties is one-one, it does not follow that no surplus information is added by the substitution of the property for the proposition. The surplus information is that I am located somewhere. It might seem that this is not additional information at all; how could I fail to be located somewhere? But note that in the Sleeping Beauty case, this information is not trivial. To self-ascribe a property, Sleeping Beauty must be awake, so her possible self-locations are her possible waking locations. There are more possible waking locations in the world in which the coin came up tails than in the world in which the coin came up heads, so to assert that the world is such that coin came up heads and I am located somewhere in that world is to say more than just that the coin came up heads. It is this asymmetry between the possible self-locations consistent with each uncentered proposition that makes the proper credences in HEADS and H1 come apart.


So despite the fact that HEADS is true iff H1 is true, they are different propositions, and should be assigned different credences. Indeed, there is nothing in Lewis’ treatment of propositions that forces him to identify HEADS and H1. He holds that two uncentered propositions are identical iff they have the same possible worlds as members, and two centered propositions are true iff they have the same centered worlds as members. But what if one proposition is uncentered and the other is centered? Unless one identifies a possible world with a maximally unspecific centered world—which as we have seen, would be a mistake—an uncentered proposition and a centered proposition are never identical.


Sleeping Beauty’s situation is exceptional. In the normal course of things, one’s possible self-locations are symmetrical with respect to the various worlds one might occupy, so every uncentered proposition gets the same credence as the corresponding maximally unspecific centered proposition. It is not surprising, then, that Lewis thought he could get away with centered propositions alone, and that he thought that working in terms of centered rather than uncentered propositions made little difference to decision theory. Except in arcane cases like this, he is right. 
6. ELGA’S ARGUMENT

What of Elga’s argument? Elga takes the Principal Principle as his premise; since P+(HEADS) is Sleeping Beauty’s credence in heads for a future toss of a fair coin, its value should be 1/2. He then appeals to (3') and (1) to obtain P(H1) = P(T1) = P(T2) = 1/3. I fully endorse this reasoning. Where things go wrong, again, is the assumption that P(HEADS) = P(H1). Without this assumption, he cannot obtain his final conclusion that P(HEADS) = 1/3. This is surely a welcome result, as it is this final conclusion that violates Conditionalization and Reflection.


But are Conditionalization and Reflection really vindicated by this diagnosis of the flaw in Elga’s argument? As formulated in section 1, they are vindicated, since I restricted their application to uncentered propositions, and I have argued that for uncentered propositions like HEADS there is no violation of Conditionalization or Reflection in the Sleeping Beauty case. But one might regard this restriction as artificial; shouldn’t they apply to all propositions, centered and uncentered? So let us generalize these principles so that they cover all propositions, and write the generalized versions as (small-c) conditionalization and (small-r) reflection. Then even if my analysis of the Sleeping Beauty case is correct, don’t the centered propositions involved violate conditionalization and reflection?


Indeed, the centered propositions involved in the Sleeping Beauty case do violate conditionalization and reflection. For example, on Sunday Sleeping Beauty’s credence in H1 is (close to) 0, since H​1 is the proposition that the coin lands heads and it is Monday, and she knows it is not Monday. Since she also knows that on Monday her credence in H1 will be 1/3, we have a prima facie violation of reflection. And since she doesn’t learn anything relevant between Sunday night and Monday morning, this is a violation of conditionalization as well. But we don’t need the Sleeping Beauty case to convince us of this; my current credence that it is Monday is close to 0, though I know that in 24 hours it will be close to 1, even if I don’t learn anything relevant in the meantime.
 This is just because a centered proposition can change its truth-value over time. So conditionalization and reflection, as generalized to cover centered propositions, are trivially false.


This strikes me as a good reason not to generalize these principles. Conditionalization and Reflection tell us something interesting and significant about uncentered propositions; since such propositions are either eternally true or eternally false, the only way your credence in one of them should change is by learning something. That is, the conceptual basis of Conditionalization and Reflection includes the presupposition that the propositions involved are uncentered. The generalized versions are uninteresting precisely because they jettison this crucial presupposition. So my argument above does, I think, vindicate Conditionalization and Reflection in the sense in which they were intended and the sense in which they are significant.

Nevertheless, the Sleeping Beauty case does demonstrate a novel way in which conditionalization and reflection can fail, one that reveals something about the nature of centered propositions. Consider the centered proposition H that my current waking location is one in which the coin lands heads. (Note that this is not the same as the uncentered proposition HEADS.) On Sunday, Sleeping Beauty assigns a credence of 1/2 to H, but on Monday she assigns it a credence of 1/3. And note that H does not change truth-value between Sunday and Monday. Rather, what happens between Sunday and Monday is that her possible self-locations become asymmetrically distributed between heads locations and tails locations. This source of failures of conditionalization and reflection has been explored by Arntzenius (2003).


So the Sleeping Beauty case does not teach us that Conditionalization and Reflection (as originally formulated) are false, because they do not fail in this case. And it does not teach us that (generalized) conditionalization and reflection are false, because we should have known that anyway. But it does demonstrate an unexpected way in which conditionalization and reflection can fail.
7. CONCLUSION
Our experience of the world is always from a particular temporal location, so there is a sense in which our beliefs in centered propositions are epistemically primary. Nevertheless, we should not go so far as to assert that “the subject's self-ascriptions are the whole of his system of beliefs” (Lewis 1979, 538). We can also think about the world in an atemporal way; via a kind of abstraction, we can adopt a “view from no-when” (Price 1996). Hence we can come to believe uncentered propositions, which are, I have argued, not just a kind of centered proposition. The principles via which evidence impinges on centered and uncentered propositions are different. In consequence, despite the challenge of the Sleeping Beauty case, our credences in uncentered propositions should obey the Principal Principle, and they should obey Conditionalization and Reflection.
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� The restriction of Conditionalization and Reflection to uncentered propositions is discussed and justified in section 6.


� Note that a credence is usually expressed as a probability rather than as odds; odds of x:y correspond to a probability of y / (x + y). Note also that an $s bet on A at x:y results in a profit of $sx/y if A is true, and a loss of $s if A is false.


� Suppose the agent’s fair odds for a bet on proposition A are a:1 at time t1 and b:1 at t2, where a < b. At t1, offer her a $(1 + b) bet on A at a:1, and at t2 offer her a ($(1 + a) bet on A at b:1 (i.e. a $b(1 + a) bet on (A at 1:b). If A is true, the agent makes a(1 + b) on the first bet and (b(1 + a) on the second, for a net profit of a ( b. If A is false, the agent makes ((1 + b) on the first bet and 1 + a on the second, again for a net profit of a ( b. Since a < b, the agent makes a loss in either case. If a > b, the reverse set of bets (i.e. negating each stake) makes a certain loss.


� The stakes in the previous footnote can be scaled to remove the dependence of the initial bet on the agent’s later credence. But even so, the bookie must know whether a > b or b > a in order to offer the correct initial bet.


� There is a sense in which these fair odds do reflect some credence I might have; if I were actually offered the bet, I would take myself to have gained evidence in favor of tails, and hence adjust my credence in heads downwards from 1/2. But the point remains that if the purpose of the hypothetical bet is to reveal my pre-existing credence in heads—to reveal the fact that I regard the coin as unbiased—then this bet is a poor instrument.


� If she assigns P(HEADS) = 1/2 she is immune to this kind of Dutch book. Suppose that on Sunday she is offered a bet of $x on HEADS at her fair odds of 1:1, and on Monday she is offered a bet of $y on HEADS at her fair odds of 1:1. If HEADS is true she makes $(x + y), and if TAILS is true she makes ($(x + y). Since these cannot both be negative, no Dutch book is possible.


� If she assigns P(HEADS) = 1/3 she is immune to this kind of Dutch book. Suppose that on Sunday she is offered a bet of $x on HEADS at her fair odds of 1:1, and at each subsequent waking location she is offered a bet of $y on HEADS at her fair odds of 2:1. If HEADS is true she makes $(x + 2y), and if TAILS is true she makes ($(x + 2y). Since these cannot both be negative, no Dutch book is possible.


� Bradley and Leitgeb (2006, 125) further argue that Sleeping Beauty should not accept Hitchcock’s bets because their expected utility is negative. This argument has been criticized by Draper and Pust (2008). I do not deny that Sleeping Beauty might reasonably accept Hitchcock’s bets, or that his Dutch book shows that Sleeping Beauty should bet as if her credence in HEADS were 1/3 in this situation; rather, I simply deny that her betting odds reflect her real credence.


� I say “apparently” because I attempt to rehabilitate the first argument of this section below.


� I assume that for a centered proposition, a bet that is offered once in each of the corresponding centered worlds is balanced. But why not consider a bet that is offered once in each uncentered world to be balanced—e.g. a bet that is offered once if H1 is true and once if T1 is true? To see why the latter proposal fails, note that a bet on T2 that is offered once if H1 is true and once if T1 is true is offered once in each uncentered world, and yet it is clearly unbalanced.


� If she assigns P(H1) = 1/3 she is immune to this kind of Dutch book; adapt the argument in footnote 7.


� Suppose the agent’s fair odds for bets on A and B are a:1 and b:1 respectively. Use the system of bets in footnote 3, replacing the bets on A at t2 with bets on B.


� This set of bets cannot be offered by a bookie in the same epistemic situation as Sleeping Beauty. But as I argue below, the crucial condition is that Sleeping Beauty can deduce the payoffs and the fairness of the bets in advance, and that condition is met here.


� On Monday offer her a bet of $x on HEADS at her fair odds of 1:1, and at each waking location offer her a bet of $y on H1 at her fair odds of 2:1. If HEADS is true she makes $(x + 2y), and if TAILS is true she makes ($(x + 2y). Since these cannot both be negative, no Dutch book is possible. 


� Groisman (2008) argues for a similar conclusion, namely that there are two “heads” propositions, which should be assigned probabilities of 1/2 and 1/3 respectively. However, he does not draw the distinction in terms of centered and uncentered propositions, and he does not address the inference from A iff B to P(A) = P(B).


� This argument bypasses the question of whether Sleeping Beauty can take her acceptance of a bet on one waking as evidence that she will accept the bet on the other waking; acceptance of the bets is not at issue. Hence the distinction between evidential and causal decision theory is not relevant here, contra Arntzenius (2002) and Draper and Pust (2008).


� If she assigns P(HEADS) = 1/2 she is immune to this kind of Dutch book; adapt the argument in footnote 6.


� Draper and Pust (2008, 286) present a Dutch book argument for P+(HEADS) = 1/2 along these lines. However, they conclude on this basis that P(HEADS) = 1/3, since they think that P(HEADS) = 1/2 entails P+(HEADS) = 2/3. Since I reject this latter inference (see section 5), I am free to reject their conclusion.


� It might be possible to defend reflection here by arguing that the proposition in question changes between Sunday and Monday, although this would require a departure from the Lewisian analysis assumed here. But in any case, this won’t save conditionalization; as Arntzenius (2003, 367) argues, even if I do learn something between Sunday and Monday, conditionalization can only serve to narrow one’s credence distribution, not to shift it over the space of possibilities.


� Arntzenius takes each of his examples to show that (upper-case) Conditionalization and Reflection are false. However, the asymmetric self-location structure of the examples suggests that a defense of Conditionalization and Reflection along the above lines ought to be possible in each case. Given the variety of the examples, this is too broad a project for the current paper. Arntzenius’ Shangri La example is exceptional, since it does not involve self-location, and clearly points to a genuine restriction on the applicability of (upper-case) Conditionalization and Reflection.
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