Classification of Alzheimer’s Disease Using Traditional Classifiers with Pre-Trained CNN
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Abstract: Alzheimer's disease (AD) is one of the most common types of dementia. Symptoms appear gradually and end with severe brain damage. People with Alzheimer’s disease lose the abilities of knowledge, memory, language and learning. Recently, the classification and diagnosis of diseases using deep learning has emerged as an active topic covering a wide range of applications. This paper proposes examining abnormalities in brain structures and detecting cases of Alzheimer's disease especially in the early stages, using features derived from medical images. The entire brain image was passed through the transmission of Xception learning architectures. The Convolutional Neural Network (CNN) was constructed with the help of separable convolution layers. It can automatically learn general features from imaging data for classification.
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I. INTRODUCTION

Alzheimer's disease is one of the most common types of dementia. Symptoms appear gradually and end with severe brain damage as a result of nerve cell death. Persons with Alzheimer's disease lose the abilities of knowledge, memory, language and learning. Alzheimer's symptoms increase over months, or years. If it develops within hours or days, a person may need medical attention, as this could indicate a stroke.
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Figure 1: healthy brain vs alzheimer's disease

Contributing Factors

- Age symptoms first appear after the age of 60.
- Family history: Genetics play a role in an individual's risk of developing the disease.
- Head trauma: There is a relationship between the disease and repeated trauma or loss of consciousness.
- Heart health: The risk of developing vascular dementia increases with heart diseases such as high blood pressure, high cholesterol and diabetes.

Symptoms of Alzheimer’s disease include:

- Memory loss.
- Cognitive deficits.
- Problems with recognition.
- Problems with spatial awareness.
- Problems with speaking, reading, or writing.
Personality or behavior changes.

Stages of Alzheimer's Disease:

Each stage of the disease reduces the patient's cognitive function, and the stages may overlap with each other, and the condition may worsen.

**Progression of Alzheimer’s Disease**
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Figure 2: The Stages of Alzheimer’s

Stage 1: Normal Adult
There is no apparent impairment of memory.

Stage 2: Normal Older Adult
A person feels a decline in consciousness, and becomes more forgetful of people's names and personal items such as keys and a wallet.

Stage 3: Early Alzheimer’s Disease
The person at this stage has difficulty concentrating and retaining information, confusion, and may falter in speech.

Stage 4: Mild Alzheimer’s Disease
In addition to the previous symptoms, the patient's condition develops with Alzheimer's disease, and others notice the patient's condition, such as the inability to perform common tasks, eat dinner, pay bills, and manage finances.

Stage 5: Moderate Alzheimer’s Disease
The patient's condition deteriorates to the point that he cannot work alone, such as not being able to choose the right clothes.

Stage 6: Moderately Severe Alzheimer’s Disease
The condition of the Alzheimer's patient deteriorates dramatically, as a person may not be able to distinguish familiar people.

Stage 7: Severe Alzheimer’s Disease
In the final stage of Alzheimer's disease, a person with Alzheimer's disease experiences a gradual loss of basic physical abilities, the ability to communicate verbally, muscles become stiff due to lack of use. There is a disturbance in a person's circadian rhythm, which can disturb sleep patterns and contribute to confusion and fatigue.

Deep learning architecture and convolutional neural networks have become a major trend in computer-aided medical image analysis. The aim of this paper is to use pre-trained CNNs to classify histopathology images. For four cases of Alzheimer's disease, Moderate, Very naughty, Not imbecile.

The pre-trained model contains a large dataset with weights and biases that represent features of a trained dataset. These acquired features are transferable to various data.

Pre-trained CNNs were trained on Xception to extract features from MRI images. And use it by machine learning methods.
2. LITERATURE REVIEW

Deep learning has gained a reputation for solving problems [1-57] in various agricultural, industrial and medical fields including medical image analysis.

Diagnosing Alzheimer's disease is very difficult and requires highly differentiated representation of the classification due to similar brain patterns and pixel density.

III. MATERIAL AND METODS

The pre-trained model contains a large dataset with weights and biases that represent features of a trained dataset. These acquired features are transferable to various data.

Pre-trained CNNs were trained on Xception to extract features from MRI images. And use it by machine learning methods.

The Xception model is a deep learning neural network model that takes its inspiration from Inception.[9] With a modified depth wise separable convolution layers. The Xception architecture consists of 36 convolutional layers forming the feature extraction base of the network and each of them is organized into 14 modules, all containing residual linear connections about them, except for the first and last units, which make up the feature extraction rule for the network.

![Figure 3: The architecture of Xception model](image)

V. EXPERIMENTS AND RESULTS

A. Dataset

MRI files dataset, the data contains four categories of images in a total of 5,000 images divided into four categories (Mild Demented, Very Mild Demented, Non Demented, Moderate Demented) both in the training and in the test set.

The images in the dataset have been pre-processed in size of 200 (W) * 200 (H) * 3 (color channel).

B. Evaluation of proposed solution

The training model is used to find out the accuracy and loss after 20 epochs, and it has 5,000 steps per epoch for the 5000 images for zheimer's disease Classification dataset data set.

For the evaluation of results on dataset, we computed the following performance metrics F1-score.
F1 score is the harmonic mean of accuracy and sensitivity. The ideal value for this scale is 1, which is the goal in studying this model. We define true positivity (TP) as the score for which the model correctly predicted the subject category for Alzheimer's disease.

A false positive (FP) also called a type 1 error occurs when the model incorrectly predicts an instance of a non-Alzheimer's class to be an equivalent class of Alzheimer's disease. A false negative (FN) error, also called a type 2 error, occurs when the model incorrectly predicts an instance of Alzheimer's class to be an equivalent of a class other than Alzheimer's. Finally, the true negative (TN) occurs when the model predicts an instance of a class not properly afflicted with Alzheimer's disease.

Here are the results we have got after doing 20 epochs (as shown in table 1 and figures 4 and 5):

<table>
<thead>
<tr>
<th>Model</th>
<th>F1-Accuracy</th>
<th>F1-Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Training</td>
<td>Validation</td>
</tr>
<tr>
<td>Xception</td>
<td>99.98%</td>
<td>99.83%</td>
</tr>
</tbody>
</table>

Table 1: Training and validation Accuracy and Loss

From this figure 4 and 5, the results training and validation is very high.

C. Performance of the model:

We tested our proposed model using the unseen dataset (test dataset). We had 1279 images kept aside for testing (i.e. the proposed model did not see the images during trading and validation) our proposed model. The F-1 measure accuracy we achieved as in table 2.

<table>
<thead>
<tr>
<th>Model</th>
<th>Testing Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xception</td>
<td>97.74%</td>
</tr>
</tbody>
</table>

Table 2: Accuracy of testing the proposed model

V. CONCLUSION

In this work, we proposed CNN model built with separable convolutional layers with transfer learning architectures Xception that are pretrained using the imagenet dataset.

The proposed technique results in a predictive accuracy of 97.74%, which is a marked increase in accuracy compared to previous studies and clearly reveals the effectiveness of the proposed method.