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Abstract. Autism spectrum disorder (ASD) is a neurodevelopmental disorder characterized by communication 
difficulties and repetitive behaviors. Early diagnosis and intervention are critical to improving outcomes for 
individuals with autism spectrum disorder. In this context, machine learning techniques, especially deep neural 
networks (DNN), offer effective solutions for pattern prediction and analysis of ASD. This study presents a five-
layer DNN algorithm for behavioral and treatment-based prediction in ASD. Our model uses the power of deep 
learning to identify complex patterns from multiple sources, including demographic data, medical history, and 
behavioral assessments collected from multiple individuals with autism spectrum disorder, both positive and 
negative. The model consists of an input layer, followed by three hidden layers connected to neurons activated by the 

power function (RELU), and finally oscillation using the sigmoid activation function. ASD process. The model is 
trained using the Adam optimizer and binary cross-entropy loss function, with additional measures such as early 
stopping and hyperparameter tuning to prevent overfitting and increase the accuracy of predictions. Our results 
demonstrate the effectiveness of the proposed DNN model in accurately diagnosing ASD based on comprehensive 
data and ultimately determining performance metrics. This enables our models to rapidly detect the disease and 
ultimately contribute to better disease control. 
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1. INTRODUCTION 

Autism is influenced by medical, genetic, and environmental factors; however, specific details are 

unknown. Prenatal exposures and some genetic alterations have also been linked, though. The precise cause is 

yet unknown, though. It's unclear what caused this ailment. What precisely causes it is yet unknown, Though the 

diagnostic process uses a variety of assessments, including behavioral, developmental, and clinical assessments, 

and comes from a variety of sources. Children with autism need a team of professionals and an Individual 
Education Plan (IEP). By educating the public about autism spectrum disorder, we can identify early signs of the 

disorder and stop it from getting worse. The phrase “no two people with autism are the same” was mentioned 

earlier because it acknowledges the uniqueness of each person with autism. People with autism spectrum 
disorder (ASD) are different from other people. No two people are the same. 

2. RESEARCH METHODOLOGY 

Research on autism spectrum disorder (ASD) using machine learning, especially deep neural networks 

(DNNs). The original theoretical framework was made possible by studying input and output nonlinearities. 

Researchers have traditionally focused on data to measure behavior and maintain consensus models to 

understand changes that are invisible to human observers. In this case, DNN layers are suitable for prediction 

because they can capture the stratification effect in a stratified profile. The biggest advantage of this tool is that 

it can learn knowledge in various ways, such as diagnosis, prediction, and behavior. Using powerful features 

like Relu, Sigmoid, etc., the decision-making process, such as diagnosis, becomes more efficient. This prevents 

overfitting and ensures that the model generalizes well to unseen data. This assumption is met by achieving high 
performance, as demonstrated by the DNN model in this study. 
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3. THEORY AND CALCULATION 

The deep neural network (DNN) model for predicting autism spectrum disorder (ASD) has five 
stages.The input data processed by the network includes demographic and behavioral data. Each layer 

determines the weight of the input data of its previous layer, and the hidden layer uses a nonlinear function 

called rectified linear unit (ReLU). ReLU adds inconsistencies to the patterns, making it difficult for people to 

learn the patterns. The probability of the model being ASD positive is represented by the probability of 0 and 1, 

which is generated by considering using the sigmoid function. Supervised learning is used to train the model and 
the recorded data (positive or negative ASD) is used to train the network. 

 3.1   Mathematical Expressions and Symbols 

Mathematical expressions and symbols should be inserted using equation tool of Microsoft word. 

References may be added for used equations to support its authenticity, e.g. this result has been analysed using 
Fourier series [5]. 

f(x) = a0 + ∑∞
n=1 (an cos cos 

nπx

L
 + bn sin sin 

nπx

L
 )    (1) 

4. RESULTS AND DISCUSSION 

The DNN representation achieved a performance of 98.5% of the tests, demonstrating its suitability to 

classify individuals as positive or negative ASD. The improvement in initial accuracy and the agreement of the 

accuracy show that the overall representation is good for small data without much intervention, which is 

facilitated by its early use at the beginning. The combination of ReLU activation in the hidden layer and sigmoid 

activation in the output layer allows the simulation to capture the structure and provide the expected results. 

This demonstrates the potential of deep learning models, especially in conjunction with DNNs, for early 

detection of ASD systems. This could lead to greater user engagement and ultimately improve outcomes for 

people with autism. Supporting proposals may include analysis of larger, more diverse data sets to validate the 
effectiveness and value of a wide range of clinical applications. 

4.1 Preparation of Figures and Tables 

 
FIGURE 1: Data Flow diagram 

Training Accuracy: This tells us how well our model is doing on the data it's been taught with. It's like 

checking how well a student remembers what they studied for a test. As the model learns more, this accuracy 
usually goes up because it gets better at fitting the training data.  

Validation Accuracy: Think of this as a test to see if the model really understands the material or if it's 

just good at repeating what it was taught. We use a separate set of data that the model hasn't seen before to 
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check this. At first, this accuracy might increase as the model learns more about the important stuff from the 
training data.  

Generalization Performance: A model with good generalization can do just that. It's not just about 
acing the training material; it's about being able to handle new challenges that come its way. 

 
FIGURE 2: Experimental Analysis 

1. Formatting Tables 

Table should be prepared using table tool within the Microsoft word and cited consecutively in the text. 
Every table must have a descriptive title and if numerical measurements are given, the units should be included 
in the column heading. Formatting requirement has been summarized in the Table  

TABLE 1:Summary of formatting requirement for submitting paper in this journal. 

Layout Size Margin 

(Normal) 

Header Footer  

Single column A4 (8.27” X 

11.69”) 

Top=1” 

Bottom=1” 

Left=1” 

Right=1” 

Do not add 

anything in 

the header 

So not add 

anything in 

the footer 

 

Font  Article Title Headings Subheadings Reference 

list 

Text 

 Times New 

Roman, 16 

pt, Bold, 

centred 

Times New 

Roman, 11 pt, 

Bold, Left 

aligned 

Times New 

Roman, 10 pt, 

Bold, Left 

aligned 

Times New 

Roman, 8 pt, 

Justified 

Garamond, 

11 pt, 

Justified 

Line Spacing 1.15 1.15 1.15 1.15 1.15 

Page number We will 

format and 
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2. Formatting Figures 

None 

5. CONCLUSIONS 

The proposed deep neural network (DNN) architecture achieved 98.5% accuracy in predicting autism 

spectrum disorder (ASD). This performance demonstrates the model’s ability to facilitate early identification 

and intervention necessary to improve developmental outcomes and quality of life for people with mental health 

disorders. The model also demonstrates overall reliability using the same training and testing tasks without bias 

or prejudice. This will help improve the allocation of healthcare resources according to people’s needs and 

create public health policies that better address autism spectrum disorders. Continued research and collaboration 
are essential to improve these models in the future and ensure their ethical and moral use in clinical settings. 

6. DECLARATIONS 

6.1   Study Limitations 

The quality and diversity of data used to train and test deep neural network models are important 

limitations. These data may not be representative of the ASD population, which may impact the generalizability 

of model predictions to larger, more diverse populations. The effectiveness of these models depends on the 

importance and quality of the input data. Furthermore, the results of this study require further validation with 

external data or clinical studies to test the performance and reliability of the model before it is used in practice. 

Finally, the use of machine learning in the clinic raises ethical issues that must be addressed to ensure 

accountability, including bias in predictions and the impact of negative or adverse outcomes on disease 
diagnosis. 
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7. HUMAN AND ANIMAL RELATED STUDY 

7.1   Ethical Approval 

The committee evaluates whether the research complies with ethical standards such as participant 

safety, confidentiality, and risk-benefit ratio. The consent form both authorizes the conduct of the research and 

informs participants that their rights will be respected throughout the study. The ethical review process also 

includes decisions about data management to ensure that sensitive data is handled appropriately and that 

participants’ privacy is protected. Researchers also have a responsibility to adhere to ethical standards, promote 
trust and integrity in their research, and contribute to the wider scientific community. 

7.2   Informed Consent 

Informed consent is central to research and ensures that participants understand the nature, purpose, 

and risks of the study before agreeing to participate. We strictly followed the consent procedure to ensure the 

independence and transparency of participants in this study. Before inclusion, all participants received a detailed 
explanation of the purpose, procedures, and potential inconveniences or risks associated with participating in the 

study. This information was provided in a clear and understandable format and was designed to be easy to 

understand. Informed consent is important because it allows people to make an informed decision about 

participating in research. To obtain consent, participants must sign a consent form confirming their participation 
and that they have understood the information provided. 
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