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Abstract

The article deals with some ideas by Turing conogrithe background and the
birth of the well-known Turing Test, showing theokution of the main question
proposed by Turing on thinking machine. The notibesused, especially that
one of imitation, are not so much exactly defined ahaped, but for this very
reason they have had a deep impact in artificitdlligence and cognitive
science research from an epistemological poiniefvThen, it is suggested that
the fundamental concept involved in Turing’s imgatgame, conceived as a test
for detecting the presence of intelligence in aifieial entity, is the concept of
interaction, that Turing adopts in a wider, mortiitive and more fruitful sense
than the one that is proper to the current resaaritieractive computing.

1. Introduction

When we think to Alan Turing, a hundred years dfisrbirth, we cannot do
without recalling a galaxy of remarkable and veegpl ideas he gave to the
world community of researchers in different fiellem computation theory
to artificial intelligence, biological computatiomnd building of digital
computers. The name of Turing is indissolubly aierdlly tied to two
expressions, two real labels, concerning two difiérambits with different
principles, methodology, aims and outcomes, buttstrconnected: Turing
Machine and Turing Test. We know very well the deapact of them on
our science, culture and real world, and we havactamowledge that their
formulation and theoretical development were alldveg his open-minded

! Research relevant to this work has been suppduyethe Italian Ministry of Scientific
Research within the FIRB — Futuro in Ricerca proj&ructures and dynamics of
knowledge and cognition (Bologna unit code: J31J12005720001).
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style of thinking. His geniality was not only inehdeas and theories he
proposed, but also in the both intuitive and exaay of discussing and

expounding them, a sort of example, according tonguhimself, of the use

of two quintessential features of intelligencetiative and discipline.

In this chapter, | want to discuss some ideas coinug the Turing’s
concept of intelligence evaluation and detectirg,especially as regards
Turing Test, the debate that started in the 1950@sitait and some possible
contributions it could also provide to present-dagearch on mind, brain,
artificial intelligence and neuroscience. | willgie considering the different
questions Turing formulated as regards the podgibdf a thinking
machine. Then, | will speak about the notion oftanon with reference to,
but not only, the well-known game of imitating humiatelligent behavior,
and therefore about Turing Test. In another sedtiwill consider the idea
of interaction as one of the most basic — as the €of Turing’s approach
to evaluation of intelligence. Finally, I will tryo show how such ideas
could be relevant also for current research in sdmakls in which
“detection” of intelligence, in a wide sense, i@f the main target.

Before starting the discussion of Turing Test scihjewant to suggest
an analogy between Turing’s 1930s (from 1936 to0)%hd 1950’s (from
1947 to 1952) methodologies of theory construcaod expounding, and
try to draw some remarks from it.

In 1930s articles, especially in 1936 one, Turingeg his well-known
contribution to computability theory by presentiaig abstract machine that
is able to compute every computable function, a mmec we know as
Turing-Machine. What is interesting for our disdossis the way in which
Turing decides to expound his ideas. He starts th¢ghvery intuitive and
straight presentation of how we can imagine sucmaghine in a very
simple manner. We could say as well that, readetgvéen the lines of his
article, we are almost invited o stimulated to ¢nreg such a machine with
few elements: a tape, some symbols, a device (per@gpen) to write these
symbols. Such an intuitive manner of presenting shibject does not
weaken the extremely high relevance and deepnessiraig’'s theory on
computable numbers. On the contrary, we could Isatyit helps us to catch
immediately the subject, “immediately” meaning im @aitonomous manner
as to a presentation of the theory involving a daggnount of previous
logical or mathematical knowledge. Even though #récle continues
analyzing thoroughly the subject and becoming naomice more complex, the
starting step create an independent theoreticalasice that supports the
whole theory. We know very well what consequenced the Turing-
Machine theory in terms of computer design anddoug, and it is not
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wrong to think that the “intuitiveness” and “immatiness” of Turing’s

expounding had a crucial role in such fundamemalsequences. And so,
the analogical question could be: had the way erstigle in which Turing

begins the 1950s article with the proposal of dnitive imitation game a

similar impact in artificial intelligence, mind sties and epistemology of
cognitive science? Is right this comparison? Angbifto what extent?

The use of an intuitive, but exact, way of commatian is one of the
trait of Turing’s genius. It is true for 1936 atécbut it is not sure that it is
the same thing for 1950 article and that it obtditiee same effects, even
though there were many positive and actual effdoterder to understand
the reasons of such a difference, we have to censidw Turing uses his
intuitive strategy of idea’s presentation in 195&sd with which aims and
effects. | want to suggest that Turing 1950 episiegical and
philosophical considerations sacrifice exactnesdntaitiveness, without
losing in significance and deepness, in fact thaakhkis sacrifice.

2. An evolving question |

The very first formulation of the “Turing Test plen” is in the opening
words ofComputing Machinery and Intelligence: «l propose to consider the
question, ‘Can machines think?’» (Turing, 1950: Y4k is a very simple
and straight question, but for Turing it has theoimvenience of requiring a
definition of terms “machine” and “think”. This isvhy he introduces
immediately the well-known imitation game, a sitoat in which an
interrogator has to distinguish between two diffiérype of entities, a man
and a woman, or, in the crucial formulation, betweehuman being and a
machine. How can he distinguish between them? Byfoan of
communication in natural language, characterizeda asort of common
ground for human entities and artificial entities.

The imitation game sets several questions, the dine of them being
the nature of language communication involved mdghame, a question we
will consider later on. For now, we will take othguestions into
consideration. For example, is this an appropretermulation of the very
first question about thinking machines, or at lez#dsivhat we called before
the Turing Test problem? The answer is yes, butwin conditions: that
Turing would consider the imitation game as a tast that we have a
correct understanding of the nature of imitationoimed in the game. The
straight strategy of Turing in changing the inteti but vague, first question

Here and further, all quotations by Turing are fréopeland edition (Copeland, 2004).
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in something that is as much intuitive as the itiatagame, has to conduct
to a situation that gains correctness without lpsimplicity. The imitation
game sounds as a good candidate for it.

Imitation game, indeed, could be considered asta &md also Turing
uses such a term for referring to it. That Turimggdered the situation he
describes with the imitation game as a test is veanifest in the radio
debate of 1952 between him, Richard Braithwaitepfeey Jefferson
(mentioned also in 1950 article) and Max Newmarimer€, he gives a new
version of imitation game, that leaves aside th@/maman identification
and considers directly a machine:

| would like to suggest a particular kind tdst that one might apply to a
machine. You might call it a test to see whetherrtachine thinks, but it would
be better to avoid begging the question, and satttte machines that pass are
(let’s say) ‘Grade A’ machines. The idea of the teghat the machine has to try
and pretend to be a man, by answering questionspttand it will only pass if
the pretence is reasonably convincing. [...] Welgtth my test. Of course I'm
not saying at present either that machines realljccpass the test, or that they
couldn’t. My suggestion is just that this is theegtion we should discuss. It's
not the same as “Do machines think’, but it seemar ®nough for our present
purpose, and raises much the same difficultiesififju1952:495)

This passage is very illuminating, not only becaliseng speaks about
a test, but also because he states that it is the coaretiexplicative, even
though little different, new version of the verysti question. And such a
difference is negligible.

So the first, and most known, formulation of thatation game is not
presented by Turing as a test, but it is fair topgse that things were those
in his view since the beginning. But, we might aafid not trivially: a test
for what?

The simplest answer to this question is: a testestablishing the
intelligence of programs. So, we might also say theould be seen, in the
spirit of Turing, as a test for evaluating the iigence. But, if we consider

% Turing speaks about a test also in the 1950 artichile discussing “The Argument from
Consciousness”: «This argument appears to be aldehithe validity of ourtest. [...]
Probably [Professor Jefferson] would be quite wijlto accept the imitation game atest.
[...] They will then probably be willing to accept otest» (Turing, 1950: 452 [emphasis
added]). And more, in relation to “The ArgumentrfrdExtra-Sensory Perception”: «If
telepathy is admitted it will be necessary tighten ourtest up» (Turing, 1950: 458
[emphasis added]). Incidentally, one could noticat tthe fact that Turing considers the
game as a test comes out explicitty whenever Tudegls with almost-out-of-range
features of intelligence.
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the imitation game in such a way, we have to adhat, in the spirit of
Turing, the question of knowing what is the inggince the test allows to
evaluate leads straightly to the explanation of fireblem of what
intelligence is, or, that is the same, to the defin of the notion of
intelligence, both in human beings and in artifi@gifacts. But why is all
that in the spirit of Turing?

Through imitation game Turing intends to providecwiterion for
establishing whether a machine — a program — ®Eligent. Also in the
simplified version of 1952 radio debate, and evesrarmn the one of the
radio lecture given by Turing in 1951, the purpadeTuring does not
change. But it is clearly shown that what was dyickamed Turing Test
became soon a test for establishing intelligenca marrow version, that is,
just in some specific tasks or performances in Wwhie program would be
indistinguishable from a human being (CordeschB8)9 The reason of
such an evolution is that the ‘wider’ version, Th&ing’s original version of
imitation game, was very hard to realize, and i senses: as regards a
program that was able to answer to questions imyedemain and as
regards the problem of establishing what intellggers and how a human
being in the role of an observer could detect a saientific, non-naive way.
The Turing Test was considered too much behavidoalexample, from
Information Processing Psychology «because thecmsterns responses,
not the (hypothetical) processes that are interatedetween stimulus and
response» (Cordeschi, 1998: ®iy[trandation]). So, we could say that the
Turing Test, in its spreading “popularization”, wasickly seen also as a
non-sufficient criterion for establishing intelligee, because it was too
narrow, too specificand because of the too much intuitive characterization
of the observer role in establishing the preseridatelligence, a role that
does not take the constraints of a “psychologidallglligent” program into
consideration.

In any case, the development of Turing's ideas alsuhinking
machine was very fruitful for many epistemologicahtters concerning
artificial intelligence and cognitive science, ipite of difficulties implied
by the imitation game and its versions. So, théngisof a very long
philosophical and epistemological discussion onseh&opics, beginning
from an intuitive and direct way of setting thingsmplied with the spirit of
Turing. However, now we might ask whether it is bk to consider it
from a slightly different perspective in order t@hgéeve some other
interesting ideas or views for current researchhease cognitive topics. For

* For this development Oettinger (1952) was crucial.
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that, we have to come back to the notion of inotatibut not before ending
the analysis of the evolution of the main problem.

3. An evolving question ||

In the previous section, we have seen how the fietyformulation — Can
machines think? — of what | call the “Turing Tesblem” was changed by
Turing in the imitation game and we have seengbah a new formulation
of the problem has had a development in otherviolig Turing’s works of
the 50s, leading directly to the most popular \@rsof the Turing Test,
concerning a machine that acts in an undistingbishananner from a
human being in particular tasks. However, theranisther way to consider
the problem as an evolving question, and it istlygtelated with the notion
of machine suggested by Turing.

In the continuation of the 1950 article, Turing expds some criticism
to the new imitation-game-version of the problend @ives three general
conditions for machines involved in the game. Themarrows the field to
a specific type of machine, digital computers:

[We have] to abandon the requirement that every kihtechnique should be
permitted. We are the more ready to do so in viéwhe fact that the present
interest in “thinking machines” has been aroused pgrticular kind of machine,
usually called an “electronic computer” or “digitabmputer”. Following this

suggestion we only permit digital computers to taket in our game. (Turing,
1950: 443)

Such a limitation is fundamental for Turing’s argemtation, because
digital computers are the only machines which dke &0 compete with
human beings at ambstract level, the level of intelligence or of some
peculiar features of intelligence ascribed to hunteings. But digital
computers are as well the only machines which cduibg a general, not
particular, acting or behaving, thanks to theirversal feature, namely the
possibility of being programmed for an undetermimeginber of different
tasks. The position of Turing as regards what nreshcan take part in the
game is tantamount to the statement that, accotdign, abstraction and
universality are the main characteristics of intelligence. Swoststently, the
new formulation of the problem is: «are there imadjle digital computers
which would do well in the imitation game?» (TurirkP50: 448). And, as
digital computers are discrete state machines,atrer fall within the
category of «kinds of machine which can profitabgthought of as being
discrete state machines» (Turing, 1950: 446), the wersion of the
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question becomes: «are there discrete state machinieh would do well

[in the imitation game]?» (Turing, 1950: 448). Aig point, Turing is in a
position to give the last formulation of the prahlelt is the junction of the
two features of universality and abstraction witmaterial machine that is
able to playing the game:

[...] in view of theuniversality property we see that either of these questions is
equivalent to this, “Let us fix out attention oneoparticular digital computet.

Is it true that by modifying this computer to haae adequate storage, suitably
increasing its speed of action, and providing thvein appropriate programme,

can be made to play satisfactorily the parfah the imitation game, the part of

B being taken by a man? (Turing, 1950: 448 [empleied])

Even though Turing leaves undecided the questiorhaf such a
material machine has to be programmed (the constrahe architecture,
the specific passages of the progranthe fact that he arrives to this
formulation shows that he is at least partly awsdr@hat the imitation game
involves from the point of view of the effectiveilding of an intelligent
program, actually the only machine that can shaelligence and act in an
intelligent manner. And the mention of the restoics required for defining
“the machines concerned in the game” (the titlehef third section of the
1950 article) seems to strengthen this interpatativithout implying that
Turing was entirely aware of the many-sided epistegical problem of
not-yet-born artificial intelligence.

As a matter of fact, the 1950 article continueshvatreturn to the very
first formulation, the original form of the probletiat cannot be abandoned
«for opinions will differ as to the appropriatenedéghe substitution and we
must at least listen to what has to be said indbimection» (Turing, 1950:
449). 1t is in this form that Turing discusses thest philosophical and
epistemological “contrary views”, but it is in thiiscrete-state-machine-
form that he seems to be closer to the real emsergo building an
intelligent machinery, an enterprise in which hédwes with some peculiar
ideas. While the first formulation of the problem focused on human
beings, the last one is focused on machines, arfdadichotomy is always
present in Turing’s intuitive style of presenting hdeas.

Now we have to see how all that is in connectiothwvilhe notion of
imitation.

® Newman underlines this fact in the radio debateifd have understood Turing’s test
properly, you are not allowetth go behind the scenes and criticise the method, but must
abide by the scoring on correct answers, foundorestsdy quickly» (Turinget al., 1952:
496 [emphasis added]).
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4. The nature of imitation

Before starting the discussion of the «contraryvgi®f the main question»,
once again Turing comes back to very first formatabf the problem and
declares its lack of sense:

| believe that in about fifty years’ time it willebpossible to program computers,
with a storage capacity of about’1@0 make them play the imitation game so
well that an average interrogator will not have endran 70 per cent chance of
making the right identification after five minuted questioning. The original
guestion, “Can machines think?” | believe to be toeaningless to deserve
discussion. Nevertheless | believe that at thedartie centurythe use of word
sand general educated opinion will have altered sohtihat one will be able to
speak of machines thinking without expecting tacbetradicted. (Turing, 1950:
449 [emphasis added)])

The passage is interesting because by providingtestecal and temporal
evaluation of the success of a machine in the gdimeng shows how this
subject is parallel and tightly connected to theanieg of the question for
human beings. In other terms, it seems that, aswglgdto Turing, there is a
strong relationship between how a machine has te b example how
much storage capacity it needs — and to whéohantic andepistemol ogical
conditions human beings could consider a machineviged with
intelligence. Even though the evaluation will irase during the yedtst is
noteworthy that Turing appears always to swing ketwthe consideration
of the problem from the point of view of the maahiand its requirements,
and the consideration of it from the point of vielvhuman being. And
maybe, this swinging is due also to the vaguenesantbiguity of the
intuitive notion of imitation.

When Turing introduces the imitation game in thetfsection of 1950
article, he does not speak about a test, but josttaa game. The main
feature of the game, in the 1950 formulation, iatthh has to be played
through communication in natural language in orecreate a common
ground for machines and human beings, with resmet¢he fundamental
characteristics of intelligence: abstraction caligband universality. The
symbolic nature of language warrants the commounrgidor these so much
different entities. However, we have to notice tthongs: that the use of
natural language is not vague, in fact being resdli to a question/answer
form; and that natural language is not the onlyabéy connected to
intelligence involving a symbolic nature, even ifis one of the most

® In BBC radio debate of 1952 it will be «at lea@0lyears» (Turingt al., 1952: 495).
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important from a symbolic point of view. So, nalutanguage and the
capability to express oneself in natural languaaye to produce natural
language, cannot be considered as the core oftiomtgame, as a test for
detecting intelligence. At most, we could consideem as practically
necessary in order to respect the universalityirement from the point of
view of the intuitive human being consideratiortiod problem.

What is important in the imitation game is the formwhich language
Is used, that is just a particular use of the lagguand not the whole
capability of producing and understanding languddee particular use is
that of questions and answers, a «method [thathsde be suitable for
introducing almost any one of the fields of humadeavour that we wish
to include» (Turing, 1950: 442)Such a method is profitable in penalizing
not «the machine for its inability to shine in bgagompetitions, nor to
penalize a man for losing in a race against anpéame» (Turing, 1950:
442). Once again, this is another way to undenvhat is important in the
evaluation of thinking capability: abstraction {fmomaterial world, even
though not from bodily and environmental subjetisit can occur in the
conversation) and universality (of the fields ofntan endeavour that a
conversation has the possibility to concern). Satws the role of natural
language in imitation game? What is the core otatron game if natural
language is not? And what about imitation?

Usually, human beings ascribe intelligence to otheaman beings
especially through linguistic conversations, and this is ohthe reasons for
which imitation game appears so intuitive and diré¢ho could object that
something that is able to use appropriately natdamlguage is not
intelligent, if it is possible to do any kind of egtions to that something that
expresses itself with natural language? With thethmd we could avoid
every situation in which the presence of naturaglaage is just a trick or a
deception, or there is the Eliza effect, or thenee sbome absolutely perfect
(and really very useful) semantic technologies feplying a query or

"An example of question/answer exchange provide@using himself is: «The interrogator
is allowed to put questions to A and B thG@sWill X please tell me the length of his or her
hair? Now suppose X is actually A, then A must arsWt is A’s object in the game to try
and cause C to make the wrong identification. Hissvwaer might therefore be:
‘My hair is shingled, and the longest strands deua nine inches long’» (Turing, 1950:
441). It is the first one of those provided by Thgriand it sets aside the problem of the
entity involved, whether a human being or a machinis just used to show the power of
natural language in describing the world and theeeience of the world, and it concerns
just human beings. As machines will get in the gamatural language will lose its central
position, as we will see later on.
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providing a retrieval, thatbehind the scenes, are not human-like y&t
Moreover, according to Turing such a method «has ddvantage of
drawing a fairly sharp line between the physicall ahe intellectual
capacities of a man» (Turing, 1950: 442). So, tsinalanguage crucial for
imitation game? And if not, what is crucial?

The answer to the first question would seem noiniitation game,
natural language is a sort of lowest common denatoinbetween human
beings and machines — machines that are able ti unsa conversation, as
digital computers o discrete state machines apgeabg; or it is a sort of
bridge at a symbolic and functional level betweao different worlds,
placed in a condition of interacting. So, even though natural language
conversations area typical way of assigning irgehice for human beings to
other human beings or whatever, natural languagenos a specific
requirement for assigning it, or even for havingA$ a matter of fact, the
imitation game was at first proposed by Turing uifferent formulation.

The close of the 1948's articlentelligent Machinery, shows another,
previous situation in which imitation and game ian®lved:

It is possible to do a little experiment on thased, even at the present stage of
knowledge. It is not difficult to devise a paperahae which will play a not
very bad game of chess. Now get three men as ssligcthe experiment A, B,
C. A and C are to be rather poor chess players,tBe operator who works the
paper machine. [..] Two rooms are used with sonmmengement for
communicating moves, and a game is played betweemdCeither A or the
paper machine. C may find it quite difficult toltehich he is playing. (This is a
rather idealized form of an experiment | have dbfwdone). (Turing, 1948: 431)

In the situation outlined there is nothing the ireplnatural language or
linguistic conversation. There is a game — cheasd-a symbolic exchange
concerning the chess moves. Also in this case,irtli@tion regards a
machine — an abstract machine, in fagiaper machine — that replaces a
human being. And also in this case there will hehere should be, a set of
matches in which it will beguite difficult for C, the player-interrogator,
establishing if he is playing with a human beingaanachine. What do this
early formulation and the more famous one share® fdtural language
producing, nor making a conversation in naturalglaage. The thing in
common ignteraction between two entities that are able to refer oe fawe

8 |f things are those, with this list of exclusionshould have been able to leave aside the
Searle’s Chinese Room objection (Searle, 1980)tlamdimilar ones, that | do not think to
catch the point | am dealing with. For a discusdidake the liberty to refer to Bianchini
(2011).
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with another. Certainly, in the chess case theyehmst one field of
interaction, but they are freeyery time, to choose the move in relation to
the move of the opponent. So, the really very fimimulation of the
imitation game leaves out the universality requigatn but not the
abstraction, the “symbolic nature”, requirementwedger, such a diversity
does not make this version of the imitation ganthat Turing defines “a
little experiment” — totally, namely qualitatively, different fronhé one of
1950’s article. And this is an evidence that confirthe fact that interaction
is the crucial point of the experiment/game/testosived by Turing.

It is interesting to notice that the section titke which this proto-
imitation-game is proposed is “Intelligence as amogonal concept”, to
underline the point of view of human being in eing the intelligence of
a machine, or the effectiveness of a thinking maehNevertheless, the first
part of the section is very noteworthy and presatgs the other point of
view, that one of the machine:

The extent to which we regard something as behawiag intelligent manner is

determinedas much by our own state of mind and training as by the properties

of the object under consideration. If we are able to explain and predict its
behaviour or if there seems to be little underlyitan, we have little temptation

to imagine intelligence. With the same object thae it is possible that one

man would consider it as intelligent and anotheubdonot; the second man

would have found out the rules of its behavioumr{iig, 1948: 431 [emphasis

added])

The “properties of the object under consideratisaém to recall the
requirements the machine needs to be intelligemt, maybe to anticipate
the artificial intelligent trend that saw as crudize internal features of the
machines (the programs), as in the case of IPPNawlell and Simon
approach. Moreover, we could add that the princgialation in which a
human being is not able to explain and predictli@leavior of a machine
appears to be the one in which the possibility dbreg and appropriate
interaction with it is involved.

So, the crucial element in the imitation gameriteraction and not
natural language production. And thus, the imitatiovolved in the game
could be seen as the imitation of every interacbhebavior and situation.
This fact could allow to widen the range of Turihgst to a set of situations
that include also every relationship between theétyemwe pretend to be
intelligent or under “intelligence scrutiny”, andher intelligent entities or
the real world (a material or virtual environment).

Therefore, there are some reasons to think thafTthieng’s idea of
imitation is wider than the one that has becomadstad afterwards in
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Turing Test. Such a version of the test, as we lsafore, is too narrow for
catching the universality requirement that Turihgught to have captured
by giving the intuitive and well-known formulatioof it in 1950’s article.
Besides, there is another reason to think than@unas a very broad notion
of imitation. He uses it, indeed, also for refegrio the idea of an imitation
of the brain realized by a computer. In 1951 BB@ues, in which Turing
deals with the opinion that «digital computers haften been described as
mechanical brains» (Turing, 1951: 482), he states:

| believe that [digital computers] could be usedirth a manner that they could
appropriately be described as brains. | should also say that ‘If any machine can
appropriately be described as a brain, then anjtatligomputer can be so
described'. [...] If now some particular machine d@ndescribed as a brain we
have only to programme our digital computelirtitate it and it will also be a
brain. [...] if we wish to imitate anything so congadied as the human brain we
need a very much larger machine than any of thepotens at present available.
(Turing, 1951: 482-483 [emphasis added])

In the light of present discussion, this passagmteresting because
Turing uses the notion of imitation also for refiegrto brain, or better, to
the functional imitation of brain. As a matter of fact, Turingegiks of the
description of a machine that is tantamount toaanbhiand, thanks to the fact
that digital computers can danctionally everything a machine can do, he
builds a bridge, dunctional bridge, between computers and brains, the
machines through which human beings are able tktl8uch a bridge is
allowed by the use of the notion of imitation, thets therefore a wider
application than the one narrowed to classic imvitagame/Turing Test.
The functional sense of the passage is underlilsedoy a following one:

It should be noticed that there is no need foreher be any increase in the
complexity of the computer used. If we try itoitate ever more complicated
machines or brains we must use larger and largepuaters to do it. We do not
need to use successively more complicated one. mhig appear paradoxical,
but the explanation is not difficult. THenitation of a machine by a computer
requires not only that we should have made the etenpbut that we should
have programmed it appropriately. The more comf@dahe machine to be
imitated the more complicated must the programme be. (gurii®51: 483
[emphasis added])

What is notable in these words is the statemenkuing that it is not
necessary an increase of the complexity of thaadligpmputers in order to
imitate brain. What is necessary is a higher coriglef the program that
has to imitate the machine, that is tantamount hayher complexity of the
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description of brain as a machine, or, in othemggrthe mechanical

description of the brain. The whole problem lieghas functional level and

with this passages Turing appears to be interetethe problem of a

thinking machine also from the point of view of timachine, not only from

the point of view of human attribution of intelligge to a machine, as in the
classic and most known formulation of imitation garBefore the rising of

artificial intelligence, Turing seems already to dware of, or at least to
suggest, the fact that intelligence is a featuresehdentifying is not a mere
question of what human beings think about it, bisb @& question of a

correct, appropriately complicated, program that is able to imitate
functionally the machine that produces intelligemtehuman beings. The
history of the artificial intelligence, that wasing in that period, has been
consistent with the Turing’s vision, also in its shaecent developments
(new atrtificial intelligence and artificial braituslies), even though Turing’s
ideas were not as detailed as everything has atumrthis research field
from a methodological and epistemological pointvedw during the last

sixty years.

5. The per spective of interaction

The notion of imitation has a more crucial and widge in Turing’'s
writings than that one could think at first sigand such a role is allowed by
the intuitive use that he did of it in the diffet@tcasions in which he spoke
about the “thinking machine” problem. | have unoetl too that we have
to consider the notion of interaction as cruciatresone of imitation, if we
do not want to narrow too much the Turing’s ideawlthe evaluation of
the intelligence showed by, and thus that is preigemn entity whatever.

It is not surprising that Turing was interested time notion of
interaction. Since the 1936 article he was awarth@flogical-mathematical
limitation of the pure computation theory, and #fere of the Turing
machines. For this reason he introduced the digtimbetween automatic
machine and choice machine. In 1939 arfickee spoke about an oracle
machine, that is a machine with a special parte-dtacle — that is able to
solve problems that could be also non-computabietion. Turing says of
it that it cannot be a machine, but could provideaaswer that is “external”
to computation process, if the machine in whichhsaart is “interacts”
with it during the execution while suspending thhegess. So, the use of
situations in which interaction has a notable releuld seem to be the

® That deals with the problems of his PhD thesiisfied by Turing in 1938.
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natural consequence of such mathematical problenvgals aware since the
presentation of the Turing machine and the studinesomputability theory
foundation. Despite these remarks due to Turingshklfnit is noteworthy
that a deep investigation on interactive computatiotheoretical computer
science is rather recéitHowever, even though Turing did not show to
study in depth such a question from a mathemagioadt of view, he had
the merit to have identified the problem and to engwoposed some
sketched lines of research in this direction.

Therefore, the notion of interaction was somethihgt belonged
somewhat to the Turing’s constellation of ideas &msl not unexpected that
it could be modeled in his way of thinking to a huat for dealing with the
problem of a thinking machine and the presencentélligence in an
artificial entity, provided with the two requirentsnof abstraction and
universality. We might wonder if the notion of irdetion, as the one that
goes through the different formulations of thinkimgchine problem and as
to the coexistent human being and digital compptents of view, is still
useful for current research in cognitive scienceydnd its value for
theoretical computer science.

A more intuitive and less mathematical concept aferaction
characterizes Turing’s articles of the 50s, forfaddnt reasons and in
different ways, but always in the perspective agdcmy to which no
interaction, or the absence of interaction, is egjent to the impossibility to
detect intelligence in an entity whatsoever. Fokall, we could say that
interaction as language communication appears tngduoth a lowest
common denominator for every field in which it i®ssible testing
intelligence, as | already stressadd, at the same time, a way to cut single
field or domain for testing intelligence. Everylfies marked by a slightly
different form of interaction involving differentemantic and pragmatic
contexts. Interaction is the link among all of theamd it is the general,
universal, method to detect intelligence. Besides, befoeedievelopment of
the classic version of Turing Test and its yes-@rsnccess modality, the
imitation game implied a statistical evaluationaofertain number of cases,
instead of one single attempt to passing oncedsi This fact (statistical
evaluationversus one attempt) seems to involve more complex caitiabil
having to come into play in imitation game tharmuring Test, and this is it
because interaction can bear every time to (mapist, not too much)

19 For a survey on this kind of studies and reseaeehGoldin, Smola, Wegner (2006). For
an application to the question of interaction frarmathematical point of view see Goldin
et al. (2004).
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dissimilar outcomes, namely conversations on amgetapic, and thus can
be more “probatory” of intelligence.

We have seen also that interaction is not resttitdenatural language
communication in order to make a conversation.éxample, it is also that
what takes place in a chess game. So, if it iswhg in which, at least
according to Turing, we could detect the preserigetelligence in an entity
whatever, we could extend this intuitive idea aismther fields in which,
nowadays, the research on artificial intelligenod aognitive capabilities is
carried out with a synthetic method, namely a metthat makes a large use
of cognitive modeling; but fields in which, as welhteraction is a
fundamental element, because the main purpose #etict or recreate
forms of human-like intelligence. These fields cblle, for example,
machine translation and other semantic domainsactenzed by the
interaction between two different cultural/lingugstontexts; or the field of
emotion interacting, as regards specific spherepeéch and behavior, like
the one concerning attraction and love exchangetherfield of music
creation based on the interaction between diffenaugic-maker entities; or
the field of scientific discovery, especially wheumch a process is conducted
in a tight interaction with the real world througiperiments. In all such
fields, we could ask what would happen if an a@i entity carried out the
interaction task. We would make up in this way aifigi Test situation by
means of which we can evaluate and consider aafifientities, their
product and their performances, also from the paihtview of their
architecture and constraints, that would allow radkor another of specific
and more or less appropriate interactfon

At the end of this article | want to discuss juse®f the field in which
nowadays it is suggested a use of the Turing Tesddtecting intelligence:
the area of coma studies. In the last years, ses®archers started to search
for signals of intelligence, or better, of cons@pess, in vegetative state
minimally conscious patients, that are not respango external stimuli
through sensory-motor behavior (Stins, 2008; Stirejreys, 2009). The
standard, “traditional” method used to establishl#vel of consciousness in
a brain damage patient is based on bodily respordése blinks of an
eyelid, eye-tracking, simple command following, pesse to pain — to
certain stimuli. Through a motor response a paiktble tocommunicate
their state of awareness. The problem rises witlema that give no motor
response to external stimuli, but there is no castahat they are in a state
of entire lack of consciousness, as in deep coma.tlkese cases, some

' For a discussion on such a topic | take the libertrefer to Bianchini, Bruni (2012).
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researchers developed a method based on brainnsespdo auditory
instructions (via natural language). In short, threethod consists in
comparing patients brain activations with activasioof healthy subjects
through fMRI techniques. The hypothesis is thatbr&in activations are
similar, we are in presence of a similar underdtepdof auditory

instructions, that usually request to make a choice

Leaving aside the objections to such a methodddogid its
appropriateness in practically establishing thesgmee or absence of
consciousness, it is interesting to discuss theoagp to the problem from a
theoretical point of view and formulate a set ohmected questions. For
example, are such responses, such activationsmatito or intentional?
And how could we establish it? Is the use of natlaraguage interaction a
warrant that we are in presence of intentionalitg§ aonsciousness, whether
they are the same thing or not? Stins and Laurey$obir conditions to
which it is possible to speak about a Turing Temst déstablishing the
presence of consciousness and they conclude thae«vant to open up the
possibility for patients who are unresponsive yaistiously aware to pass
the Turing test, then we should adopt voluntaryrbcantrolled non-motor
signals in our repertoire of recognized behaviorasponses» (Stins,
Laureys, 2009: 369).

If it is possible, and to what extent, to acceqb iour repertoire of
behavioral responses voluntary brain controllechasy is another open
question both from a methodological and an epistegical point of view.
However, it is very interesting the idea of usingrifig Test in order to
solve the old and philosophical problem of othenanexistence, certainly
in a contemporary form (Stins, Laureys, 2009). And interesting that this
is allowed by a new and different consideratiorinbéraction with entities
that we take for granted as provided of intelligené/ithout interaction we
would hardly have a similar methodological and &miwlogical framework
seen to arise. Maybe, it is not so far the futunernvwe could back-transfer
such ideas, whose fatherhood we can assign to guttnmachines, and
evaluating or detecting the presence (or lack) raélligence or other
capabilities, including consciousness and intewtibyy by simple auditory
instructions and a screening of their inside in &lcé of answering to our
words.



Turing and the evaluation of intelligence 17

References

Bianchini, F., 2011, «The Cartesian-Leibnizian mgrirest», in S. Franchi,
F. Bianchini (eds.)The Search for a Theory of Cognition: Early
Mechanisms and New Ideas, Amsterdam/New York Rodopi, pp. 197-
232.

Bianchini, F., Bruni, D. (2012), «What Language Tarring Test in the Age
of Qualia?», in V. C. Muller, A. Ayesh (edsRevisiting Turing and his
Test: Comprehensiveness, Qualia, and the Real World (AISB/IACAP
Symposium), Hove, AISB, pp. 34-40.

Copeland, J. (ed.), 200%he essential Turing, Oxford, Oxford University
Press.

Cordeschi, R., 1998, «‘Pensiero meccanico’ e gidelliimitazione», in
Sstemi Intelligenti, n. 10(1), pp. 44-52.

Goldin, D., Smolka, S., Attie, P., Sonderegger2B04, «Turing Machines,
Transition Systems, and Interaction»,Journal of Information and
Computation, n. 194(2), pp. 101-128.

Goldin, D., Smolka, S. A., Wegner, P. (eds.), 20a&ractive
Computation. The New Paradigm, Berlin-Heidelberg, Springer.

Oettinger, A. G., 1952, «Programming a digital comep to learn», in
Philosophical Magazine, n. 43, pp. 1243-1263.

Searle J. R., 1980, «Mind, Brains and Programsph@&Behavioral and
Brain Sciences, n. 3, pp. 417-457.

Stins, J. F., 2008, «Establishing consciousneasimcommunicative
patients: A modern-day version of the Turing test;onsciousness
and Cognition, n. 18(1), pp. 187-192.

Stins, J. F., Laureys, S. (2009), «Thought tramsiatennis and Turing tests
in the vegetative state», Rhenomenology and the Cognitive Science,
n. 8, pp. 361-370.



18 Francesco Bianchini

Turing, A. M., 1936, «On Computable Numbers, withAgpplication to the
EntscheidungsproblemPyoceedings of the London Mathematical
Society, n. 42, pp. 230-265(reprinted in J. Copeland (208d. 58-90).

Turing, A. M., 1939, «Systems of Logic Based oni@ats», in
Proceedings of the London Mathematical Society, n. s2-45(1), pp. 161-
228

Turing, A. M., 1948 «Intelligent Machinery», Intedrreport of National
Physics Laboratory,(reprinted in J. Copeland (200g) 410-432).

Turing, A. M., 1950, «Computing Machinery and Iltiggnce»Mind, n. 59,
pp. 433—-460 (reprinted in J. Copeland (2004), gi.-464).

Turing, A. M., 1951, «Can Digital Computers Thinkg»J. Copeland
(2004), pp. 482-486.

Turing, A. M., Braithwaite, R., Jefferson, G., Neam M., 1952, «Can
Automatic Calculating Machines Be Said To Think»Ji Copeland
(2004), pp. 494-506.



