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Privacy is valued by many. But what it means to have privacy remains less than clear. In this paper, I argue that the notion of privacy should be understood in epistemic terms. What it means to have (some degree of) privacy is that other persons do not stand in significant epistemic relations to those truths one wishes to keep private.

Over the last few decades, issues about privacy have taken center stage in many areas of scientific investigation. Law, anthropology, sociology, information technology and philosophy: all are areas in which the notion of privacy has been thoroughly investigated. Within philosophy itself, privacy has been studied from the perspective of social philosophy, philosophy of law and ethics, among others. One area of philosophy, however, has left privacy virtually unexplored: epistemology.

This is surprising. The desire to keep something private in essence seems to be the desire that others don’t have any cognitive access to it. The notion of privacy therefore is, intuitively, intimately connected to such epistemic notions as knowledge, belief and justification. In this paper, I will take some steps towards showing that epistemology can contribute to the privacy debate in a fundamental and significant way. Put differently, I will take some steps towards establishing ‘an epistemology of privacy’ by arguing that the concept of privacy can be explained in epistemic terms. I will argue that for a subject S to have ‘full privacy’ about a particular true proposition, certain other individuals are not to stand in any epistemic relation to this true proposition about S. I will call my account ‘the epistemic account of privacy’.

In order to argue for the epistemic account of privacy, I will first argue that ‘having privacy’ is best understood as a concept that expresses a ternary relation between a subject, a set of true propositions and an audience (section 1). After having established that ‘having privacy’ expresses a ternary relation, I will move on to consider the nature of the privacy relation itself. I will propose that the nature of the privacy relation is decidedly epistemic (section 2). After having established the epistemic nature of the ternary privacy relation, I will go on to consider, and refute, two pressing objections to the epistemic account of privacy (sections 3 and 4).

1. THE PRIVACY RELATION

‘Privacy’ is a notion that allows of different senses. Here are two examples. First, when talking about ‘privacy’, one can mean ‘informational privacy’: privacy as it relates to...
information (about oneself). One might desire to have privacy about information regarding one’s bank account details or one’s sexual orientation. Second, when talking about ‘privacy’, one can mean privacy regarding one’s personal domain of living. Even if an intruder, breaking into your house, doesn’t pick up any information, the intrusion is still an invasion of one’s personal domain of living and thus of one’s privacy. In what follows, I am only concerned with informational privacy, or ‘privacy’ for short.

‘Privacy’ is a notion that allows of different uses. One can ‘be private’, ‘lose one’s privacy’, ‘have privacy’ or ‘desire to have privacy’. Privacy isn’t unique in this regard. Many concepts allow of these different uses. One can, for instance, ‘be justified’, ‘lose one’s justification’, ‘have justification’ or ‘desire to have justification’. When analyzing concepts, philosophers usually focus on the ‘having x’ use. Analyzing ‘justification’ normally amounts to analyzing under which conditions a subject ‘has justification’. Analyzing ‘knowledge’ normally amounts to analyzing under which conditions one ‘has knowledge’. In this paper, I will follow this tradition and propose an analysis of ‘having privacy’.

As a first step towards such an analysis, it will be useful to think of having privacy as a relational state. Just like the state of love is a relational state between a person who loves (a ‘lover’) and the object of love (a ‘beloved’), so ‘having privacy’ can be thought of as a relational state as well. ‘Having privacy’ means standing in a particular relation (the privacy relation). Regarding any relation, we can ask (at least) two questions. First, what is the number and nature of the relata of the relation? And second, what is the nature of the relation? In this section, I will focus on the relata of the privacy relation, whereas in the next section, I will focus on the nature of the privacy relation.

I submit that ‘having privacy’ expresses a three-place relation between a subject (S), a set of propositions (P) and a set of individuals (I). S is the subject who has (a certain degree of) privacy. P is composed of those propositions the subject wants to keep private (call the propositions in this set ‘personal propositions’). And I is composed of those individuals with respect to whom S wants to keep the personal propositions private. S has privacy about P with respect to I. To illustrate this with an example, consider John who wants to keep the true proposition that he has spent some time in prison private. But he doesn’t want to keep this private to everyone. He only wants to keep it private with respect to certain individuals, for instance, new friends. In what follows, I will make some remarks about the nature of each relatum of the privacy relation.

Starting with the private subject S, here the question arises which types of subject can have privacy. To simplify matters (without over-simplifying and thus compromising the overall argument of this paper), I will for present purposes be working with the idea that all human beings can have privacy, acknowledging that a lot more can – and should – be said about the nature of the private subjects.

As to the set of propositions P, the number of propositions in this set is at least 1; it contains at least one proposition. I will offer two restrictions regarding which propositions can become part of P. A first restriction is that for a proposition to become part of P, it

---

2 David Matheson (2007) and Alan Rubel (2011) also define privacy in a ternary way, but beyond this similarity our accounts of privacy differ substantially.

3 For instance: can animals have privacy? Can the deceased have privacy? Can babies have privacy? In order to get a better grasp on the nature of the private subject, these questions (and many others) should be answered.
should be a ‘personal proposition’, e.g. a proposition about the subject S. Intuitively, propositions about yesterday’s weather, for instance, will not be propositions about which one can coherently be said to have privacy since they are not propositions about the subject. (Answering the question ‘Did it rain yesterday?’ by saying ‘I’m not going to tell you; that is private information!’ – will strike us as rather strange.) But for all propositions that are about a subject S, I would say that they can be (or can become) personal propositions. Some propositions about me (such as the details of my bank account) are, uncontroversially, personal propositions. But consider the proposition that my eyes are brown, or that I was born in Amsterdam. One might initially think that, even though these are propositions about me, I would feel no need to mark them as personal propositions. Yet, in some situations, it might be the case that these propositions could be used to uniquely identify me or could reveal something about me that I would like to have remain hidden. In that sense, I could coherently desire that I have privacy about these types of proposition as well.4

A second restriction regarding the propositions in P is that they be true. One cannot coherently be said to have privacy regarding falsehoods. Consider, for instance, the following example:

Murderer
John believes his father to be a convicted murderer. His mother always told him so. As it turns out, however, his father wasn’t the convicted murderer John thought him to be at all. His mother merely misled him into thinking this, for reasons of her own. John has never told anyone that his father was a convicted murderer because he was embarrassed and wanted to keep this information private.

It seems to me that we cannot truthfully attribute that John in fact had privacy with respect to the false proposition that his father was a convicted murderer. John merely thought that he had privacy with respect to this false proposition. But in the end, there was nothing to be private about. Interestingly, it seems to me that concepts related to privacy also don’t easily allow for a non-factive reading. One cannot, for instance, keep a falsehood secret (of course, one can think that one is keeping a false proposition secret if one (mistakenly) thinks this proposition to be true). Secrecy has to do with hiding facts. Likewise, one cannot reveal a falsehood (again, one can think that one is revealing a false proposition if one (mistakenly) thinks this proposition to be true). Revelation has to do with revealing facts. Finally, one cannot keep falsehoods confidential (yet again, one can think that one is keeping a false proposition confidential if one (mistakenly) thinks this proposition to be true). Confidentiality has to do with retaining facts. These observations make plausible the idea that privacy is essentially truth-connected as well.

A final remark about the set of propositions is that it can be divided in different domains. Some propositions in P will concern the subject’s health, others will concern the subject’s sexuality and still others will concern the subject’s most personal feelings. One could divide P into these (more specific) domains. For don’t we say things like ‘John is private about his health’ or ‘Jill is private about her sexual orientation?’6 For

---

4 I am grateful to discussion with James Mahon here.
5 For an account of revelation – in its religious and ordinary use – see Blaauw (2009).
6 See Rubel (2011) for a definition of privacy in terms of domains.
present purposes, however, I propose not to divide the propositions in \( P \) in different domains but let \( P \) simply be the collection of all propositions about which \( S \) has privacy.

Finally, as to the set of individuals \( I \), the number of individuals in this set is at least 1; it contains at least one individual. Having privacy is related to individuals because one can have privacy about a particular (set of) proposition(s) in relation to one individual and at the same time not have privacy about the same (set of) proposition(s) in relation to another individual. Typically, for instance, one will have privacy about aspects of one’s sexuality in relation to one’s parents, but not in relation to one’s romantic partner. Since whether one has privacy regarding a particular proposition or not depends on which individuals one is considering, the set of individuals constitutes a third relatum of the privacy relation.\(^7\)

Much more can be said about each relatum of the privacy relation. I will not do so here. In this section, my aim has merely been to make plausible the idea that the privacy relation is a ternary relation. Now this relational approach to privacy is neutral with respect to the analysis of the concept of privacy. That is to say, the relational approach to privacy doesn’t tell you what it means to stand in the privacy relation, but can be combined with various different accounts of privacy. This brings us to our next question: what is the nature of the privacy relation?

2. THE EPISTEMIC ACCOUNT OF PRIVACY

It will prove useful for our discussion to start with an extant account of privacy that has been cast in epistemic terms. It is due to David Matheson who calls this account the ‘broad ignorance theory’:

BIT
An individual \( A \) has informational privacy relative to another individual \( B \) and to a personal fact \( f \) about \( A \) if and only if \( B \) does not know \( f \). (2007: 259).

According to Matheson, BIT ‘renders informational privacy always exclusively a function of (simply) a lack of knowledge on the part of others with respect to personal facts about an individual, and never even partly a function of others’ inability to know those facts through certain means’ (259). Matheson deserves credit for being one of the first epistemologists to have formulated an account of privacy in epistemic terms. I do find, however, that one element is missing from BIT: the fact that privacy is a degree concept. If we give this fact proper weight, we will end up with a quite different conception of informational privacy – as I will show below.

That having privacy is a degree concept can be seen from the fact that it allows for degree modification (‘I have a lot of privacy’) and comparative constructions (‘Frieda has more privacy than John about her most intimate feelings’) – both of which are clear indicators that a concept is a degree concept and not an absolute concept.\(^8\)

---

\(^7\) Analogously, ‘to prefer’ expresses a ternary relation because it involves a subject, a proposition and a set of propositions with respect to which the subject prefers the target proposition. See Schaffer (2004) for an argument that ‘to know’, like ‘to prefer’, also expresses a ternary relation.

\(^8\) See, for instance, Jason Stanley (2004) for more on this subject in relation to ‘knowledge’.
On what do the degrees of privacy depend? They can depend, I think, on several variables: the amount of personal propositions that are (or are not) known by other individuals, and the number of individuals that know a certain personal proposition. The more personal propositions about S are known by a certain individual, the less privacy S has with respect to this individual. The more individuals know a certain personal proposition \( p \) about S, the less privacy S has regarding this proposition \( p \). However, if we keep the number of propositions and individuals fixed (and fix them, for conveniences sake, at 1), there remains yet another dimension of degree-flexibility. Even if there is just one personal proposition that I would like to have privacy about with respect to just one individual, there can still be flexibility in the degree of privacy I have regarding this proposition. This dimension has to do with the type of epistemic relation the individual stands in, if any, vis-à-vis the personal proposition in question.

Now there are many different types of epistemic relation. Here is a list of relations between a subject and a proposition, familiar from the epistemological literature (the list is not meant to be exhaustive):

\begin{itemize}
  \item (1) A mere belief that \( P \)
  \item (2) A true belief that \( P \)
  \item (3) A justified true belief that \( P \)
  \item (4) A degettierized true belief that \( P \)
  \item (5) A rational true belief that \( P \)
  \item (6) A warranted true belief that \( P \)
  \item (7) Knowledge that \( P \)
  \item (8) Certainty that \( P \)
\end{itemize}

(1) and (2) express a relation between a subject S and a proposition P. But these relations are not epistemic relations. A mere belief can be false, and falsehoods cannot be known; a mere true belief can be the result of wishful thinking, thus lacking an appropriate connection to the truth and not constituting knowledge. Moreover, as has been noted by many authors, the relations expressed in (1) and (2) are not relevant to having or not having privacy.\(^9\) If (one of) the members of I merely believe a true personal proposition for no good reason, for instance, then we can clearly not speak of a lack of privacy. If one of my personal propositions is that I killed my cat, and if you (being the only one I don’t want to know this) happen to believe that I killed my cat on the basis of a mere lucky guess, then it sounds counterintuitive to say that I no longer have privacy regarding this personal proposition with respect to you. You have merely picked up a true belief by accident. This shows that something more than mere true belief is necessary for there to be a lack of privacy. There should also be a good reason for the true belief in question. If you truly believed that I killed my cat on the basis of having seen me kill the animal, then I no longer have privacy regarding this proposition with respect to you.

Now (3)–(7) do express an epistemic relation between a subject S and a proposition P. A justified belief that \( p \) is perhaps one of the weakest epistemic relations.\(^10\) Certainty that \( p \) is one of the strongest epistemic relations. If we combine the idea of degrees of privacy

---

9 Matheson (2007) makes this point. See also Fallis, this issue, section 4.
10 Perhaps there are even weaker types of epistemic relation than justified true belief. I suppress this point for convenience’s sake.
with the idea that there are many epistemic relations that also vary in strength, we end up with the following picture.

On one end of the spectrum, one can have full privacy; here the degree of privacy regarding a set of propositions $P$ cannot be any higher. This means that there isn’t even the weakest epistemic relation between the individuals in $I$ and $S$’s personal proposition $P$ that can somehow diminish $S$’s privacy with respect to this proposition.

On the other end of the spectrum, one can have zero privacy; here, the degree of one’s privacy regarding a set of propositions $P$ cannot be any lower. This means that the individuals in $I$ stand in the strongest epistemic relation with respect to $S$’s personal propositions in $P$.

If the degree of privacy can be located anywhere between these two extremes, one’s privacy is diminished or advanced (depending on one’s point of reference: zero or full). It is diminished if one’s privacy is no longer full but has reached a (slightly) lower point because, for instance, someone has acquired a justified true belief about one of one’s personal propositions. It is advanced if one’s privacy is no longer at zero but is at a (slightly) higher point because, for instance, someone no longer has knowledge of one of one’s personal propositions.\footnote{It could, for instance, be the case that someone has decided to no longer believe the true proposition $P$, thus no longer knowing $P$.}

The various options of the epistemic account of privacy (EAP) thus are:

**EAP\text{Full}**
For a specific set of true personal propositions $P$ and audience $I$, $S$ has full privacy about $P$ with respect to $I$ if and only if the member(s) of $I$ do not stand in even the weakest epistemic relation vis-à-vis the propositions in $P$.\footnote{A temporal index $t$ should also be added, but I suppress this relatum for convenience.}

**EAP\text{Diminished}**
For a specific set of true personal propositions $P$ and audience $I$, $S$ has diminished privacy about $P$ with respect to $I$ if an only if the member(s) of $I$ stand in any epistemic relation vis-à-vis the propositions in $P$.

**EAP\text{Zero}**
For a specific set of true personal propositions $P$ and audience $I$, $S$ has zero privacy about $P$ with respect to $I$ if and only if the member(s) of $I$ stand in the strongest epistemic relation vis-à-vis the propositions in $P$.

**EAP\text{Advanced}**
For a specific set of true personal propositions $P$ and audience $I$, $S$ has advanced privacy about $P$ with respect to $I$ if and only if the member(s) of $I$ stand in a less than maximally strong epistemic relation vis-à-vis the propositions in $P$.
Compare full privacy with a room that is completely covered in darkness and zero privacy with a room bathed in light. In the completely dark room, there isn’t even the tiniest or weakest intrusion of light. Similarly, in a situation of full privacy there isn’t even the tiniest or weakest epistemic intrusion from an individual I into one’s private sphere. If the room is bathing in light, there is the strongest form of light-intrusion. Similarly, in a situation of zero privacy, the individual I stands in the strongest epistemic relation towards one’s private propositions. The stronger the epistemic intrusions get, the more diminished one’s privacy becomes. The weaker the epistemic intrusions are, the more advanced one’s privacy is. If the intrusion has reached its maximum, one’s privacy has hit zero: the individuals I are certain of the personal proposition, and one’s private room is bathed in light. If the intrusion is at its minimum, one’s privacy is full: the individuals I don’t stand in even the weakest epistemic relation vis-à-vis the personal proposition, and one’s private room is covered in impenetrable darkness.

Thus, the view on privacy I am proposing says that it would be wrong to maintain, as Matheson does, that only knowledge of personal propositions is capable of diminishing one’s privacy. Weaker epistemic states, as well, can diminish one’s privacy. Weaker epistemic states do represent some sort of connection to the true proposition. And however weak this connection may be, it can still impact on one’s degree of privacy. This view is vindicated by our intuitions about the relationship between privacy and knowledge. Consider, for instance, the following example.¹³

Compulsive Liar
Bill tells me something very private. I am a compulsive liar and I generally only tell falsehoods. But now I bump into John, and I reveal to him the ‘personal proposition’ Bill told me. I have spoken truly. Intuitively, John doesn’t know the personal proposition; one cannot acquire knowledge on the basis of an unreliable testifier. Yet, intuitively, Bill no longer has full privacy vis-à-vis John regarding this private proposition.

In this case, John at least has a true belief regarding the personal proposition – and presumably the true belief even has some justification or rationality. But it certainly is not an instance of knowledge. Yet John’s belief diminishes Bill’s privacy regarding the proposition in question. John has, I think, some minimal epistemic connection to the true proposition that Bill wants to keep private. And this connection, even though it isn’t knowledge, is enough to diminish Bill’s privacy – however slightly.¹⁴ Note that this kind of example is difficult to handle for accounts of privacy that are cast in terms of knowledge only. For in this type of case, something less than knowledge can impact on one’s privacy. Such theories therefore would have to either deny the intuition that one

---

¹³ I owe this example to Don Fallis. Fallis used this example to argue against the ‘knowledge account of privacy’ – a view I initially had some sympathy for. For defenses of the knowledge account of privacy, see Matheson 2007.

¹⁴ Don Fallis also stresses the importance of an epistemic relation between S and P (see his paper in this issue). Fallis calls this epistemic relation ‘cognizance’: ‘In other words, my claim is that A loses privacy about a personal fact p with respect to S if “the fact p is causally connected in an ‘appropriate’ way with S’s believing p” (Goldman 1967: 369). Let us refer to this sort of connection between the fact and the belief as cognizance.’ I, however, think it would be too limiting to maintain that causal connections are what is necessary here. My proposal is to allow any type of epistemic relation to have privacy-impacting potential.
no longer has privacy regarding the proposition in question, or else deny the intuition that John doesn’t know the proposition in question. Both options seem unfortunate; on the view of having privacy that I am proposing, however, we can give both intuitions their proper weight.

To close this section, I would like to make three remarks about EAP. First, an interesting consequence of the epistemic account of privacy is that it cannot only explain what it means to have privacy, it can also explain what it means to lose privacy and to regain privacy. If you have privacy regarding proposition P with respect to individual I, you can lose this privacy if the individual stands in some epistemic relation towards P. Yet this situation isn’t easily reversible. If the individual stands in an epistemic relation towards P, one cannot easily regain one’s privacy. The only way in which one could regain one’s privacy is if the individual would forget P or would no longer believe P for some reason or other. This shows that not only the notion of having privacy can be explained in epistemic terms, the notion of losing one’s privacy and regaining one’s privacy can also be explained in epistemic terms such as forgetting and disbelieving.

Second, it is important to realize that in case the epistemic condition for having privacy hasn’t been met (e.g. there is knowledge of a personal proposition), the result isn’t necessarily a privacy violation even though it means that S doesn’t have privacy about P. Consider John, for whom the proposition that he has twice divorced his current wife is a personal proposition vis-à-vis his friend Bill. Now suppose that John is talking to Frieda about his marital situation and that Bill is approaching them without John and Frieda noticing. Bill cannot help learning of John’s marital situation, entirely by accident. Following the definition of having privacy, John no longer has full privacy with respect to Bill regarding his marital situation. This seems the correct result. But note that we cannot say that Bill has violated John’s privacy in coming to know this personal proposition. This is important, since it shows that not all cases in which one acquires knowledge of a personal proposition are automatically privacy violations – even though the acquisition of the knowledge in question diminished someone’s privacy. It all depends on the method by which the knowledge was acquired.

Third, EAP sits very well with so-called ‘access accounts of privacy’. According to access accounts of privacy, privacy is described in terms of cognitive access to a subject. A clear statement along these lines is from Ruth Gavison: ‘an individual enjoys perfect privacy when he is completely inaccessible to others’ (Gavison 1980: 428). EAP accommodates the intuition that privacy and cognitive access are importantly related. However, EAP cannot be easily combined with ‘control accounts of privacy’. According to control accounts of privacy, privacy is described in terms of the degree to which we can control what others learn about us. Here is Charles Fried for instance, saying that:

Privacy is not simply an absence of information about us in the minds of others; rather it is the control we have over information about ourselves. To refer for instance to the privacy of a lonely man on a desert island would be to engage in irony. The person who enjoys privacy is able to grant or deny access to others. (Fried 1984: 209–10)

EAP doesn’t make control of information a condition for having privacy. One might think that this is a drawback of EAP. Yet I think that control of information cannot be a condition for having privacy. Control of one’s personal information has to do with protecting the state of having privacy but is not necessary for having privacy itself. Just as the
presence of jewels in an open safe doesn’t mean that the jewels have actually been stolen (they are merely at risk of being stolen), so a lack of control over personal information doesn’t imply that the information has been accessed and one’s privacy has been lost (it is merely at risk of being lost).

This is my preferred epistemic account of having privacy. I will now move on to consider, in the next two sections, two objections to it.

3. FIRST OBJECTION: PRIVACY THREATENED

In the first place, one might think that the epistemic account of privacy doesn’t suffice for an adequate analysis of having full privacy, as the following example shows:

Diary

John is a very private person. All the truths about himself that he finds important are not known to any others. Yet today, before leaving for work, he left his diary open on his desk. His cleaning lady could open the diary and read its contents, thus acquiring knowledge of John’s personal propositions. And being in meetings all day, John has no means to go home and prevent this.

EAP rules that John has full privacy; the cleaning lady does not stand in even the weakest epistemic relation towards John’s personal propositions. Yet intuitively, John’s personal information is out in the open. Surely, one might think, he has diminished privacy regarding his personal propositions? In a nearby possible world, John’s privacy would have been (partially) lost if his cleaning lady had actually opened the diary and read its contents.

I would reply to this type of objection by saying that, in this case, John’s privacy hasn’t diminished but is merely threatened.¹⁵ John’s privacy is still full so long as the cleaning lady hasn’t perused his diary. As soon as she has, and has acquired, for instance, knowledge of its contents, John’s privacy will have been diminished. But for now, his privacy is merely threatened. (Analogously, suppose that I am mountaineering in a very dangerous area. The risk of falling down and breaking an arm or a leg is very real. But the mere risk of hurting myself doesn’t imply that my health has already declined; it is merely threatened. Likewise, the risk of someone accessing your information by itself doesn’t diminish your privacy even though it threatens it.)

4. SECOND OBJECTION: PRIVACY AND FALSEHOODS

A second objection to EAP is that it doesn’t allow one to have privacy regarding false propositions. Since I have defined privacy in such a way that it is factive, only true propositions can be the subject of having privacy. Yet, consider the following putative counter-example (due to Anita Allen), where ‘W, an eminent writer, keeps a secret diary of

¹⁵ Don Fallis, in his paper ‘Privacy and Lack of Knowledge’ (this issue) makes a similar point. Also see Matheson 2007: 256–8.
interwoven saucy facts and fantasy about his romantic life’ (Allen 1988: 21). Someone, S, secretly reads the diary and picks up only false beliefs. In this case, one might argue, W’s privacy has been diminished, even though S only believes falsehoods. But EAP leaves no room for this conclusion – and should therefore be rejected.

I would reply by saying, first, that in some sense of ‘privacy’, W’s privacy has indeed been diminished. For of course it is a violation of your privacy if someone browses through your diary without your permission. This is a violation of your personal domain (see section 1). I would add, however, that W’s privacy in the sense we are currently discussing, i.e. informational privacy, has not been diminished. Take a false proposition about W, e.g. that he is a heavy drinker. B believes that W is a heavy drinker and he believes this on the basis of having read W’s diary. Has W’s privacy with respect to the false proposition that he is a heavy drinker been diminished? That sounds quite counter-intuitive. Since the proposition is false, there is nothing to lose privacy about. (Similarly: if the safe is empty, there is nothing to get stolen.)

Another type of case might be more problematic, however. Suppose that I spread a lot of lies about you in public, one of them being that you are a heavy drinker. In that case, your ‘public persona’ can be seriously damaged, even though the damage is done by mere lies. Is this a case of diminished privacy? If so, EAP leaves no room for this conclusion – and should therefore be rejected. The answer to this question depends on two possible lines of action you can take in the face of these lies. First, you can publicly defend your honor and state that you have never touched a drop of alcohol in your life. Supposing that is indeed the case, my lies have forced you to reveal personal facts – they have, in effect, forced you to give up part of your privacy. If you choose this line of action, even though the lies indirectly diminish your privacy, this doesn’t show that they also directly diminish your privacy regarding the proposition that you are a heavy drinker. For, secondly, suppose that you decide to do nothing about my lies. Have I diminished your privacy? I find it very hard to think that I have. To be sure, I have damaged you in some way; perhaps I have damaged your personal integrity or the way you want to be known by other individuals (e.g. as someone who doesn’t have an alcohol problem). But this seems different from a damaged state of privacy. I haven’t revealed anything about you that you wanted to remain hidden from others. I haven’t spoiled a secret. I have only told a lie. So I think that the spreading of falsehoods about an individual does not impact on the individual’s privacy. The spreading of falsehoods impacts on the content of one’s public persona, on how one wants to project oneself in the public sphere. But this is not a matter of privacy – it is a matter of one’s public identity.

5. ENVOI

In this paper, I have taken some steps towards establishing an epistemic account of having informational privacy. I have argued that privacy is a ternary relation between a subject, a (set of) proposition(s) and a (set of) individual(s). I have also argued that privacy should be defined in terms of epistemic relations between a subject and a proposition. A subject S only has full privacy if the individuals do not stand in even the weakest epistemic relation vis-à-vis S’s personal propositions. A subject S has no privacy at all if the individuals stand in the strongest epistemic relation vis-à-vis S’s personal propositions. More can, and should, be said about the epistemic nature of privacy. What, for instance, is the
relationship between ignorance and privacy? Or between context and privacy? I will have to leave answering those questions (and many more) for another occasion.16
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