
ABSTRACT: 

I argue for responsibility internalism. That is, moral responsibility  (i.e., accountability, or 

being apt for praise or blame) depends only on factors internal to agents. Employing this view, I 

also argue that no one is responsible for what AI does but this isn’t morally problematic in a 

way that counts against developing or using AI.  

Responsibility is grounded in three potential conditions: the control (or freedom) 

condition, the epistemic (or awareness) condition, and the causal responsibility condition (or 

consequences). I argue that causal responsibility is irrelevant for moral responsibility, and that 

the control condition and the epistemic condition depend only on factors internal to agents. 

Moreover, since what AI does is at best a consequence of our actions, and the consequences of 

our actions are irrelevant to our responsibility, no one is responsible for what AI does. That is, 

the so-called responsibility gap exits. However, this isn’t morally worrisome for developing or 

using AI. Firstly, I argue, current AI doesn’t generate a new kind of concern about responsibility 

that the older technologies don’t. Then, I argue that responsibility gap is not worrisome 

because neither responsibility gap, nor my argument for its existence, entails that no one can 

be justly punished, held accountable, or incurs duties in reparations when AI causes a harm. 
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Introduction 
 

 I will argue that responsibility internalism is true. Responsibility internalism is the idea 

that moral responsibility depends only on factors internal to agents. Before I close, I will also 

show how responsibility internalism weighs in on an important debate about responsibility in 

the context of artificial intelligence—namely, the debate over ‘responsibility gap.’ 

 

In this introduction, I further clarify the above claims and explain how my arguments will 

unfold. Let’s start by clarifying “responsibility.” By “S is responsible for Φ,” we might mean at 

least three different things. First, we might mean that S caused Φ. Second, we might mean that 

S has a duty regarding Φ. And third, we might mean that S is apt for moral blame or praise for 

Φ. Responsibility internalism is a thesis about the last one. Let’s now further elaborate on each 

of these.  

 I will call the first one “causal responsibility.” Broadly speaking, causal responsibility 

occurs when something or someone is in the causal chain that generated an effect. That is, that 

which is seen as a cause of an effect by the correct theory of causation is causally responsible 

for that effect. To illustrate, suppose Suzy pushes the main door open to a building and thereby 

hits Billy, who has been idly standing on the other side of the door, causing him to fall and get 

hurt. Plausibly, although Suzy is not to be blamed for Billy’s getting hurt, she’s causally 

responsible for it. But notice that she’s not causally responsible only for Billy’s getting hurt. 

She’s also causally responsible for pushing the door, and for moving her arm to push the door. 

Moreover, the causal chain that ended up generating Billy’s getting hurt involves mental 
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elements such as deciding, and trying, setting out, or willing to push the door. So, causal 

responsibility involves both mental and extramental elements. For reasons that will be clearer 

below, I reserve the term causal responsibility to involve only the extramental elements.  

 The second thing we might mean by “S is responsible for Φ” is that S has a duty 

regarding Φ. Hence, I will call this the “duty sense of responsibility.” This sense of responsibility 

simply refers to one’s moral obligations. If S is a teacher, S is responsible for imparting 

knowledge to her students—i.e., it’s S’s duty or obligation to teach them. Or overall, it might be 

everyone’s moral duty to maximize the good outcomes, act accordingly with the Categorical 

Imperative, or do what a virtuous person would do in the circumstances. Although the duty 

sense of responsibility will take part in our discussion below, responsibility internalism is not 

about this sense of responsibility. Hence, I will not use “moral responsibility” to refer to the 

duty sense of responsibility unless I make it explicit.  

 The third thing we might mean by “S is responsible for Φ” is that S is apt for blame or 

praise for Φ. As it’s often called in the literature, I will call this the “basic desert responsibility” 

(Pereboom 2014:2, Sartorio 2016:7). Desert in the sense that if S is responsible for Φ, S 

deserves blame, resentment, or punishment, or credit, gratitude, praise, or reward, for Φ. Basic 

in the sense that if S is to blame or praise for Φ, S is to blame or praise because of Φ and not 

because of any instrumental value that blaming or praising S might bring about. The blame or 

praise in question might be moral or non-moral. Responsibility internalism is only about the 

former—moral praise or blame. This sense of responsibility might further be divided into two 

categories—synchronic responsibility and diachronic responsibility (Khoury 2013, Khoury and 

Matheson 2018). While synchronic responsibility concerns S’s responsibility at the time of 
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action, diachronic responsibility concerns S’s responsibility at a later time. The former doesn’t 

entail the latter. While S might deserve blame for Φ now, she might deserve no blame for Φ 

after much repentance at a later time. I will take responsibility internalism to be only about 

synchronic responsibility, but much of what I’ll say applies also to diachronic responsibility.  

 Some philosophers might insist that I say more to clarify the relevant sense of moral 

responsibility. It used to be that philosophers writing on moral responsibility had (or seemed to 

have) in mind roughly the same thing—though it’s easier to say what they didn’t have in mind 

than to say what they did have in mind. They thought it’s neither causal responsibility nor 

having moral responsibilities or obligations that they have in mind. But whatever they might 

have had in mind, the literature now involves various ‘distinct’ conceptions of moral 

responsibility: accountability, attributability, and answerability. Accountability is the same as 

basic desert responsibility. According to attributability conception of responsibility, to be 

morally responsible for something is to be such that that thing is properly attributed to one. 

According to answerability conception of responsibility, to be morally responsible for 

something is to be in principle an appropriate target of demands for justificatory reasons for 

that thing. 

 Some philosophers hold that accountability, attributability, and answerability refer to 

three distinct types of moral responsibility (Shoemaker 2011, 2015). Some hold that there is 

only one type of moral responsibility, and it is best captured by answerability (Hieronymi 2014, 

Smith 2012, 2015). Some hold that attributability is the one real conception of moral 
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responsibility.1 Some hold that attributability and answerability are not really conceptions of 

moral responsibility (Levy 2005).2 Some note these controversies as among the reasons for a 

methodological ‘morass’ in the responsibility literature (Shoemaker 2020). And finally, some 

even note all these controversies among the reasons that responsibility studies should divide 

into distinct subfields (Rudy-Hiller 2021). I take no position on these controversies. Although 

much of what I will say apply also to attributability and answerability, I take responsibility 

internalism to be about accountability.  

 Responsibility internalism then is the idea that basic desert responsibility depends only 

on factors internal to agents. So, we have a few more things to clarify here: ‘depends,’ ‘factors,’ 

‘internal,’ and ‘agents.’ By “depends,” I mean metaphysically and not, say, epistemologically. 

That is, that which grounds or explains moral responsibility, or that which is the responsible-

maker. By “agents,” I have in mind individuals and not collective agents or groups such as 

corporations, peoples, and governments. By “internal,” I mean that which is not external. For 

instance, causal responsibility, as defined above, is or at least partly constituted by that which is 

external to agents and hence is not internal to them. Below when I present how my argument 

for responsibility internalism will unfold, I’ll further clarify what I have in mind by “internal” and 

by “factors.”  

 
1 Some philosophers (like Hieronymi, and Smith) who defend answerability are sometimes described by others as 
among those who defend attributability. This is partly due to the debate over whether answerability is distinct 
from attributability. See Talbert (2019), sections 3.1.2 and 3.1.3, for a brief survey of defenders of attributability or 
answerability.   
2 More precisely, Levy argues that attributability is not a kind of moral responsibility. But he also argues that—
what Smith calls—‘responsibility as answerability’ only provides conditions for attributability. So, his argument 
targets both attributability and answerability.  
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 Here’s my argument for responsibility internalism in a nutshell. In the literature, we find 

basically three potential conditions for moral responsibility: the control (or freedom) condition, 

the epistemic (or awareness) condition, and the causal responsibility condition (or 

consequences).3 I will argue that causal responsibility is metaphysically irrelevant for moral 

responsibility, and that the control condition and the epistemic condition depend only on 

factors internal to agents. 

 I don’t claim that everyone in the literature accepts that all these three factors are 

metaphysically relevant for moral responsibility. For instance, some philosophers don’t think 

that consequences affect moral responsibility, and I will side with these philosophers myself. 

So, all these three factors are not always found together in the literature. My claim rather is 

that, to a first approximation, the list of what various philosophers think as the fundamental 

factors that affect or ground moral responsibility consists of these three factors. 

 I already clarified causal responsibility above. So, let me briefly clarify the other two 

conditions: control and awareness. Consider again the case above. Suzy pushes the main door 

to a building open and thereby hits Billy, who has been idly standing on the other side of the 

door, causing him to fall and get hurt. Notice that if Suzy didn’t freely do what she did—i.e., if 

she wasn’t in control of her action—she isn’t blameworthy for hurting Billy. For instance, if Suzy 

were under hypnosis when she pushed the door, plausibly she isn’t blameworthy for what she 

 
3 See, e.g., Cyr (2019:479), Fischer and Ravizza (1998) (see ch.4 for the discussion on responsibility for 
consequences), Haji (2008:17), Hartman (forthcoming), Kaiserman (2018:5), Kaiserman (2021:3602-3), Khoury and 
Matheson (2018:205), Moore (2011:496), Mumford (2013:109-10), Pereboom (2014:2), Rosen (2011:405), Rudy-
Hiller (2018), Sartorio (2007) (especially, pp.750-1), Sartorio (2016:7-8), Talbert (2019),  Vallentyne (2008:62), Van 
Inwagen (2015:283), Vincent (2011) (especially, pp.19-21), Wieland (2017:3-5), Wolf (1987), Zimmerman 
(1997:410-1).   
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did. As this brief illustration also suggests, the control condition is basically the subject of classic 

free will debate. However, even if Suzy freely did what she did, it doesn’t yet follow that she’s 

blameworthy. If she weren’t aware, or couldn’t reasonably have been expected to be aware, 

that Billy was standing on the other side of the door, she is again not blameworthy for what she 

did. So then being in control of one’s action and being aware of various factors that are relevant 

to one’s action are necessary for moral responsibility. I’ll say more about both these conditions 

in the following chapters. But this should suffice for now.  

 I said above that ‘to a first approximation’ it is these three factors in question that can 

affect or ground moral responsibility. This is because I think there are other factors, such as 

one’s motivation, intention, or care in performing an action, that affect moral responsibility. 

Consider Kant’s famous example of the prudent shop keeper who never overcharges his 

customers even if they’re children. Yet he does this not because it’s the right thing to do but 

because it’s good for his business. He doesn’t want a bad reputation as a business owner. 

Assume that he knows that he’s doing the right thing despite the fact that he’s not motivated 

by the rightness of his action. Rather what motivates him is his own self-interest. Assume also 

that he is in control of his own action. So, he satisfies all three potential conditions for 

responsibility. Now we don’t necessarily need to think that he’s blameworthy because he’s not 

motivated by the rightness of his action. But it seems plausible to think at least that he would 

be more praiseworthy if he were ‘motivated’ by the rightness of his action instead, or if his 

‘intention’ were to do the right thing as he knew it rather than to serve his own self-interest, or 

if he ‘cared’ more about the rightness of his action. It follows that motivations, intentions, or 

cares also affect moral responsibility.  
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 I’m not sure if the motivation, intention, or care that are at stake in the above case are 

all distinct from one another. It might be that they all ultimately pick out just one factor that’s 

relevant for responsibility. I don’t take a position on this. And although I’ll sometimes appeal to 

them in my discussion below, I will largely exclude them from my argument for responsibility 

internalism. This is for two reasons. One, motivations, intentions, or cares all seem to be factors 

internal to agents. And if they are, they are no threat to responsibility internalism. Two, if one 

has reservations that they are solely internal factors, one could appeal to appropriate versions 

of pretty much all I will say in favor of the epistemic condition being solely an internal concern.   

 Here are the details of how the argument for responsibility internalism will unfold. Some 

philosophers hold that, all else equal, one’s degree of moral responsibility is proportionate to 

one’s degree of causation (or causal contribution). Call this thesis Proportionality. If causation 

doesn’t come in degrees, Proportionality is false or uninteresting. So, in chapter one, I discuss 

whether causation comes in degrees. I argue that it does by showing that all the main 

objections in the literature against graded causation fail and that denying graded causation is 

theoretically too costly. This chapter is a slightly revised version of my paper ‘Causation Comes 

in Degrees’ that’s published in Synthese (Demirtas, 2022b). 

 In chapter two, I argue that Proportionality is false despite the fact that causation 

comes in degrees. To establish this, I employ six different criteria for measuring degrees of 

causation and show that Proportionality understood according to each of these criteria entails 

implausible results. I also show that we don’t need Proportionality in order to account for the 

kind of cases that motivate Proportionality. This chapter is a slightly revised version of my 
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paper ‘Moral Responsibility Is Not Proportionate to Causal Responsibility’ that’s published in 

The Southern Journal of Philosophy (Demirtas, 2022c). 

 In chapter three, I argue that there is no resultant moral luck. What’s at stake in the 

debate over resultant moral luck is best cast in terms of whether causal responsibility increases 

one’s degree of moral responsibility. And the proponents of resultant moral luck hold that it 

does. I draw attention to previously unexplored implications of resultant moral luck and argue 

that these implications leave resultant moral luck more indefensible than it was thought to be. I 

also show that what’s typically taken to be the positive argument in favor of resultant moral 

luck fails. I conclude that we should reject resultant moral luck. This chapter is a slightly revised 

version of my paper ‘Against Resultant Moral Luck’ that’s published in Ratio (Demirtas, 2022a). 

 In chapter four, I argue that causal responsibility is metaphysically irrelevant for moral 

responsibility. This is because causal responsibility figures in explaining neither the degree of 

moral responsibility nor what one is morally responsible for (i.e., what makes one morally 

responsible). I also defend this view against potential objections and show various theoretical 

advantages of it. 

 In chapter five, I argue that neither the epistemic condition nor the control condition 

presupposes anything external to agents. The epistemic condition rests on the idea, roughly, 

that one can be morally responsible only if one is aware of certain morally relevant factors. The 

awareness in question can be knowledge, justified true belief, true belief, or belief. As it is 

commonly accepted, knowledge is too strong a requirement for moral responsibility. I follow 

the reasoning behind this and show that justified true belief is also too strong a requirement. I 
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further argue that moral responsibility doesn’t require even true belief. And since the 

awareness requirement in question presupposes no form of true belief, it doesn’t presuppose 

anything external to agents.  

 The control condition is the subject matter of the classic free will debate. I survey the 

leading compatibilist and incompatibilist theories of control and argue that none of them, at 

least in their most plausible forms, presupposes anything external to agents. A major concern 

for my argument is that the debate between compatibilists and incompatibilists mainly revolve 

around determinism. Compatibilists argue that the kind of control required for moral 

responsibility—i.e., free will—is compatible with determinism, and incompatibilists reject this. 

Determinism is the idea that at any moment the state of world and the laws of nature entail 

one unique future. As it stands, determinism is not only a feature internal to agents but a 

feature of the world. However, I argue, (in)determinism external to agents is irrelevant for the 

control condition—what matters is only (in)determinism internal to agents. That is, what 

matters is only whether the mental states of agents are (un)determined, not whether anything 

else in the universe is. 

 I conclude that the epistemic condition and the control condition depend only on 

factors internal to agents. Since causal responsibility is also irrelevant to moral responsibility, 

there remains no condition for moral responsibility that depends on anything external to 

agents. Hence, responsibility internalism is true. 

 In chapter six, I employ responsibility internalism to weigh in on a debate about 

responsibility in the context of artificial intelligence. Consider autonomous systems or machines 
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that rely on artificial intelligence such as self-driving cars, lethal autonomous weapons, 

candidate screening tools, medical systems that diagnose cancer, and automated content 

moderators. Who is responsible for it when such machines or systems (or AI for short) causes a 

harm? Given that current AI is far from being conscious or sentient, it is unclear that AI is 

responsible for a harm it causes. But given that AI gathers new information and acts 

autonomously, it is also unclear that those who develop or deploy AI are responsible for what 

AI does. This leads to the so-called responsibility gap: that is, roughly, cases where AI causes a 

harm, but no one is responsible for it. Two central questions in the literature are whether 

responsibility gap exists, and if yes, whether it’s morally problematic in a way that counts 

against developing or using AI. While some authors argue that responsibility gap exists, and it is 

morally problematic, some argue that it doesn’t exist or that it’s dubious that it exists. Drawing 

from discussions in the earlier chapters, I defend a novel position. I firstly argue that current AI 

doesn’t generate a new kind of concern about responsibility that the older technologies don’t. 

Then, I argue that responsibility gap exists—that, more precisely, responsibility gap is inevitable 

and ubiquitous—but this is not morally problematic in a way that counts against developing or 

using AI. 
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Chapter 1: Causation Comes in Degrees 

 
 

      Abstract:  

Which country, politician, or policy is more of a cause of the Covid-19 pandemic death 
toll? Which of the two factories causally contributed more to the pollution of the nearby 
river? A wide-ranging portion of our everyday thought and talk, and attitudes rely on a 
graded notion of causation. However, it is sometimes highlighted that on most 
contemporary accounts, causation is on-off. Some philosophers further question the 
legitimacy of talk of degrees of causation and suggest that we avoid it. Some hold that the 
notion of degrees of causation is an illusion. In this chapter, I’ll argue that causation does 
come in degrees. 
 

 

 Which is the main cause of obesity—genetics, or unhealthy diet? Was it due more to 

Suzy’s absence or the lack of good food that last night’s party was a bore? Which of the two 

factories contributed more to the pollution of the nearby river? Is alcohol more important 

cause of heart attack than smoking? We typically don’t question the legitimacy of ordinary 

questions like these. Yet these questions might suggest something controversial—that 

causation admits of degrees.  

 It’s sometimes highlighted that on most contemporary accounts causation is on-off 

(Sartorio 2010, 2015a). Some authors question whether the talk of degrees of causation is 

legitimate (Pearson 1980, Barker and Steele 2015). Some hold that the talk of degrees of 

causation is misleading (Zimmerman 1985). It’s also argued that the notion of degrees of 

causation is an illusion and needs to be explained away (Sartorio 2020). As opposed to this, 
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some authors hold the thesis that causation comes in degrees.4 However, the literature on this 

thesis has two big gaps. One, it’s often unclear what’s meant by degrees of causation. And two, 

most importantly, the main objections against this thesis remain unanswered. Hence, it would 

seem, this thesis hasn’t properly been defended in the literature. This chapter aims to fill these 

gaps and argues that causation comes in degrees.5  

 In §1, I’ll distinguish four different senses of degrees of causation and clarify the thesis 

that I’ll argue for. In §2 through §4, I’ll list the three main objections from the literature to the 

thesis that causation comes in degrees and argue that they fail. In §5, I’ll argue that it’s 

theoretically too costly to deny this thesis. I’ll conclude—since we have no good reason to 

reject this thesis and it’s too costly to deny it—that this thesis is true.  

1. Four Senses of Degrees of Causation 

 

 In this section, I’ll distinguish four different senses of degrees of causation in the 

literature. First, suppose Suzy and Billy are both very funny. Their attendance to tonight’s office 

party made it an exceptionally fun party. We might wonder about Suzy’s causal significance on 

the party’s being fun compared to Billy’s causal significance. That is, for the causal factors c1, c2, 

c3,… cn, in the previous causal link that brought e about, we might wonder about the relative 

causal influences of c1, c2, c3,… cn on e. For instance, the degree of Billy’s causal significance 

 
4 Cf., e.g., Northcott (2005b), Braham and van Hees (2009), Moore (2011, 2013), Mumford (2013), Bernstein (2016, 
2017), and Sprenger (2018). 
5 To be clear, I’ll defend the thesis that there are degrees of causation, and not any specific account of (measuring) 
degrees of causation. Also, one might object that Moore (2009) defends this thesis. Indeed, in chapter 3 (p.71) of 
his book he says that he’ll defend this thesis in chapters 5-6. However, in chapters 5-6 he says no more in favor of 
this thesis than, roughly, that it is assumed in legal practice. As Bebe puts in her review of Moore’s book, “Moore 
offers very little by way of motivation or argument” for this thesis (Bebe 2013, p.105).   
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might be twice the degree of Suzy’s causal significance. After Northcott (2005b), I’ll call this the 

relative sense of degrees of causation. Degrees of causation in this sense is endorsed by most, if 

not actually all, those who hold that causation comes in degrees.6 And I’ll argue that causation 

comes in degrees in this sense. 

 Notice that the relative sense of degrees of causation could be applied not only within a 

case but also across distinct cases. Imagine that there was another and equally fun office party 

in the next building tonight. Imagine also that Timmy and Lily were the funny people in this 

second party. We might wonder about, say, Billy’s causal significance to the first party’s being 

fun relative to Lily’s causal significance to the second party’s being fun. It might be that the 

degree of Lily’s contribution to the second party’s being fun is twice the degree of Billy’s 

contribution to the first party’s being fun. This might well be the case if Lily is two times funnier 

than Billy.7  

 Notice also that the examples above are instances of token-level causal relations. We 

can also consider type-level causal relations—e.g., alcohol causes heart attack. One might, for 

instance, hold that alcohol is a more significant cause of heart attack than smoking because, 

say, in more individual instances of heart attacks alcohol is the more significant cause than 

 
6 Kaiserman (2016) distinguishes between scalarity of causal relations and degrees of causal contribution, and 
rejects the former and endorses the latter. His notion of scalarity of causal relations will, in my taxonomy, fall 
under the fourth sense of degrees of causation below. His notion of degrees of causal contribution is basically what 
I call the relative sense of degrees of causation. “Degrees of causation,” “degrees of causal contribution,” and their 
variations are often used interchangeably in the literature both by those who think that causation comes in 
degrees and those who don’t (cf. e.g., Moore (2009, p.71), Braham and van Hees (2009, p.324), Sartorio (2010, 
p.836), Alexander and Ferzan (2012, p.83), Mumford (2013, p.109)).  
7 Among those who hold that causation comes in degrees, Moore (2012, p.448) might be pessimistic about relative 
sense of degrees of causation across distinct cases. However, it’s not clear enough whether what he has in mind is 
this one or the third sense of degrees of causation I’ll mention below. 
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smoking or because alcohol causes heart attacks more often than smoking. Objections in the 

literature against degrees of causation typically focus only on token-level causal relations.8 

Since, as I’ll argue, these objections fail, they fail for both types of causal-relations. Moreover, 

as the discussion below will further demonstrate, it’s just as costly to deny degrees of causation 

in type-level relations. Hence, I’ll be arguing for degrees of causation in both sorts of causal 

relations. 

 Second, suppose Suzy, Billy and all their colleagues received the good news earlier that 

day that they all got a raise. So, they all were already in a good mood, which was among the 

reasons why tonight’s party was fun. We might now wonder about Billy’s causal impact on the 

party’s being fun compared to the causal impact of the good news. That is, given an outcome e, 

we might wonder about the causal strength of a cause of e in the previous link compared to a 

cause of e in a link further back in the causal chain. This sense of degrees of causation is 

essentially no different than the relative sense of degrees of causation. But I must qualify this. 

It’s typically accepted that causation is transitive: roughly, if d causes c, which in turn causes e, 

then d causes e. Yet some think that causation is intransitive. If causation is intransitive, in some 

cases there may be no degrees of causation in this second sense. This is because if d is not a 

cause of e, there’s no question of the extent to which d causes e. However, that causation is 

intransitive doesn’t entail that it’s never the case that if d causes c, and c causes e, then d 

 
8 I suspect this is because it seems easier to argue for degrees of causation in type-level relations—especially once 
degrees of causation in token-level relations is established. 
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causes e. Transitivity might still sometimes obtain.9 Hence, even if causation is intransitive, 

there may still be degrees of causation in this second sense—only in a more limited scope.  

 The debate in the literature over this sense of degrees of causation—rather than being 

directly on whether causation comes in degrees in this sense—is typically conducted via a 

specific criterion for measuring degrees of causation.10 The criterion in question, roughly, is that 

causal strength gets diluted as it’s transmitted from one causal link to another. For instance, a 

causal factor, d, that’s further back in the causal chain might have smaller causal influence on 

an outcome, e, compared to another cause, c1 or c2, of e that’s in the link right before e. Indeed, 

that might depend on the initial causal strength of d and how many causal links it’s transmitted 

through before e. If d had a massive causal influence to begin with, even its diluted causal 

influence might turn out to be bigger than the causal influence of c1 or c2 (Moore 2013, p.127). 

Now notice that the criterion in question is about how to measure the relative strength of 

causal factor, d, that’s further back in the causal chain. But even if this criterion is false, it 

doesn’t follow that the causal influence of d cannot be compared to the causal influence of c1 

or c2. If d is a cause of e, I see no reason why we can compare the causal influence of c1 to that 

of c2, but can’t compare the causal significance of d to that of c1 or c2. That is, if causation 

comes in degrees in the first sense above, it also comes in degrees in this second sense. As 

Moore—the biggest defender of the criterion above—also puts, of the two senses of degrees of 

 
9 Cf. Hall (2000), and Paul and Hall (2013, ch.5) for further discussion on transitivity of causation. Cf. Mumford 
(2013) who argues that his account of causation entails that causation is not always transitive. 
10 Cf. e.g., Moore (2009, pp.121-3), Alexander and Ferzan (2012, p.84), Mumford (2013, p.111), Bebe (2013, 
pp.105-6), Tadros (2018, pp.428-9). 

15



causation above, the first one is the most basic (Moore 2013, p.123). Hence, I’ll focus on 

degrees of causation in the first sense above.  

 Third, in addition to Suzy’s impact on the party’s being fun compared to, say, Billy’s 

impact, we might also wonder about Suzy’s impact in its own right. For instance, given that 

everyone in the office is already in a good mood, we might wonder what the impact of Suzy’s 

presence or absence would be on the party’s being fun. After Northcott (2005b), I’ll call this the 

absolute sense of degrees of causation. That causation comes in degrees in this sense intuitively 

seems plausible. However, among those who believe that causation comes in degrees, it’s 

unclear whether most of them endorse degrees of causation in this sense.11 The kinds of 

examples they use to illustrate their views don’t strongly suggest an endorsement or rejection 

of this sense of degrees of causation. Moreover, among those who reject that causation comes 

in degrees, I'm not aware of anyone who objects particularly to this sense of degrees of 

causation. But much of what I say below works also in favor of degrees of causation in this 

sense. 

 Fourth, it’s commonly held that causation is a relation between cause and effect. One 

might then wonder whether the idea that causation comes in degrees might mean that an 

effect can be more caused or less caused. I’ll call this—the idea that an effect can be more/less 

caused—the scalarity of effect sense of degrees of causation. Considering again that tonight’s 

 
11 However, cf. Northcott (2005b) for a defense of this sense of degrees of causation. Cf. Fitelson and Hitchcock 
(2011) for a survey of various measures of degrees of causation some among which can plausibly be considered as 
aiming to measure degrees of causation in this sense. Also, one way to see the difference between the relative 
sense and the absolute sense of degrees of causation is to think of the former as an ordinal measure and the latter 
as a cardinal measure. However, the word “absolute” can still be a bit misleading. One might, for instance, think 
that it implies that a given causal factor has a fixed quantity of causal influence that applies in all contexts and for 
all outcomes. This seems wrong. Cf. Northcott (2008, pp.88-9) for a related discussion. 
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party was fun, the question is whether it could have been more caused or less caused. Or 

supposing that it’s raining outside now, the question is whether it could be said to be more 

caused or less caused. Among those who believe that causation comes in degrees, some 

explicitly reject it in the scalarity of effect sense.12 For most others, their own illustrations of 

what they have in mind and their context strongly suggest that scalarity of effect sense is not in 

their purview. Among those who reject degrees of causation, I’m not aware of anyone raising 

an objection explicitly to this sense of degrees of causation. Hence, I’ll leave this sense of 

degrees of causation aside.      

2. Objection 1: On Most Contemporary Accounts Causation is On-Off 

 

 As a worry about the thesis that causation comes in degrees, it is sometimes noted that 

on most contemporary accounts causation is all or nothing, that it doesn’t admit of degrees.13 

 However, what exactly should be worrisome is unclear. This is because it’s unclear how 

the accounts in question should suggest that causation doesn’t admit of degrees. The worry 

might arise because most accounts of causation “focus on the binary question of whether 

something is a cause” (Lagnado, Gerstenberg, Zultan 2014). One might then be tempted to 

think that something either is or isn’t a cause of an outcome—there are no other options. 

 
12 Moore calls the idea that some event can be more or less caused “bizarre” (2012, p.447). Kaiserman argues that 
causation is “not a scalar relation” (2016, p.389). It seems to me from his discussion that it is, what I call, the 
scalarity of effect sense of degrees of causation that he rejects. Moore sometimes expresses his view of degrees of 
causation as “causation is a scalar relation” (2009, p.105). But when he further explains his view, it’s clear that he 
has in mind the first two senses of degrees of causation above (2012, pp.446-7).  
13 Cf. Sartorio (2010, 2015a). Mumford (2013), who argues that his account of causation leaves room for degrees of 
causation, also notes this worry for many other theories of causation. 
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Hence, causation doesn’t come in degrees.14 But this doesn’t follow. That something either is or 

isn’t a cause is just a consequence of the law of excluded middle.15 It doesn’t say anything about 

whether something could be more or less of a cause. Similarly, it’s true that a belief either is or 

isn’t justified. But it doesn’t follow that epistemic justification doesn’t come in degrees. It 

does—as it’s commonly accepted, a belief can be more or less justified (Feldman 2003, p.21, 

Pappas 2017).  

 To further see that it’s unclear what should be worrisome, let’s take a closer look at 

some contemporary accounts of causation. For instance, productive theories of causation hold 

that causation is a matter of producing another event.16 According to one prominent example 

of such an account, c causes e if there’s a transfer of conserved quantity (e.g., force, or energy) 

from c to e (Dowe 2000). Suppose you hit a glass and it falls off the table. You brought about 

this outcome in virtue of transferring energy to the glass. Given this picture of causation, one 

might think that a factor either does transfer energy to an outcome or it doesn’t. True enough, 

but one might still wonder as to how much energy a factor transfers to an outcome. For 

instance, suppose three people carry a heavy marble top, rectangular dining table from the 

truck all the way into the kitchen. Two of them, who are regular people, each hold two separate 

corners on one side, and one of them, who is unusually large and strong, holds both corners on 

the opposite side. It seems natural to think that the strong one causally contributed more to 

 
14 Compare: “Causation […] exists or it does not, and if it does exist one does not speak of "degrees" of causation” 
(Pearson 1980, p.346). Here, Pearson is denying “comparative [causal] contribution.” It’s clear from his context 
that what he has in mind is, what I called, the relative sense of degrees of causation.  
15 Thanks to Ben Bradley for the helpful suggestion here.  
16 The question of causal relata is controversial. Events, facts, agents, states of affairs, and features are among the 
possible candidates. The standard view holds that they’re events (Paul and Hall 2013, Schaffer 2016). I don’t take a 
position on this. However, for ease of exposition, I’ll treat causation as a relation between events. 
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the outcome than the other two people. One plausible way to account for this thought is to 

think that the strong person is more of a cause of the outcome because she transferred more 

energy to the outcome. One might then hold that the degree of causation is about how much 

energy a given factor transfers to an outcome.17 Hence, it seems plausible to hold that 

productive theories of causation can account for degrees of causation. 

 Let’s now turn to counterfactual theories of causation according to which causation is a 

matter of counterfactual dependence between wholly distinct events (Hall 2004). On the 

simplistic counterfactual view c is a cause of e just in case e counterfactually depends on c. That 

is, c causes e just in case had c not occurred, e would not have occurred. The dependence 

relation in question doesn’t initially seem to leave room for gradation: either the counterfactual 

dependence holds, or it doesn’t. Hence, one might be inclined to hold that counterfactual 

theories of causation cannot account for degrees of causation. But this is mistaken. Consider 

the following scenario. Billy and Suzy work in an apple orchard. Today, they’re asked to pick up 

1000 apples that are ripe, firm and with no indents or discoloration. At the end of the day, Billy 

counts 400 apples in his basket, and Suzy 600. They bring the apples to the office and call it a 

day. It is natural to think that Suzy causally contributed more to, or she’s more of a cause of, 

the outcome than Billy. Moreover, it seems plausible to think that Suzy contributed more even 

if Suzy and Billy spent equal amount of effort. They both worked nonstop, they are equally tired 

in the end, they spent equal amount of energy and so on. After all, Suzy might just have worked 

smart rather than hard, and hence got more work done. Now both Billy and Suzy together 

 
17 Cf. Moore (2012) and Bernstein (2017) for similar suggestions.  
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stand in a counterfactual dependence relation with the outcome—i.e., if not for both their 

conducts, the outcome wouldn’t have occurred. But it is also true that the portion of the 

outcome that depends on Suzy’s conduct is bigger than the portion of the outcome that 

depends on Billy’s conduct. One might then hold that the degree of causation is about the 

portion of an outcome that counterfactually depends on a given factor.18 Hence, it seems 

plausible to hold that counterfactual theories of causation can account for degrees of 

causation. 

 Lastly, let’s consider probabilistic theories of causation according to which causation is a 

matter of raising the probability of the occurrence of an event (Eells 1991). One might again 

think that a factor either does or it doesn’t raise the probability of an outcome. But one might 

also wonder about how much a given factor increases the probability of an outcome. Consider 

the following scenario. Suzy had her six-monthly eye exam appointment yesterday, but missed 

it. She barely feels a problem with her glasses now, but they seem to work fine overall. And 

since her prescription didn’t change in the last two years, she’s not too worried about missing 

the appointment. She needs to drive thirty minutes to work but there’s also a heavy rainstorm 

 
18 This account is inspired by a suggestion made to me by Hille Paakkunainen. A similar suggestion can also be 
found in Tadros (2018). Notice that the outcome in question is easily decomposable into parts—i.e., 400 plus 600 
apples. However, consider multiple people killing someone. It might be difficult to see how the talk of portions of 
the outcome, i.e., death, will apply in such a case. I’ll assume that the general idea here could be adjusted after 
more sophisticated accounts of the portion of an outcome. There are also more fully developed counterfactual 
measures of degrees of causation that don’t run into this problem. Cf. Chockler and Halpern (2004), and Lewis 
(2004). Chockler and Halpern’s measure receives empirical support from people’s actual causal judgements 
(Gerstenberg et al., 2018, Lagenhoff et al., forthcoming). Also consider pluralists (who hold that there are multiple 
fundamental concepts of causation) (Hall 2004) and—what might be called—unifiers (who hold that the competing 
conceptions of causation can consistently be brought together under a single account) (Gerstenberg et al., 
forthcoming). It’s open to both camps to hold that the binary question of whether c is a cause of e is to be 
evaluated by one conception of causation (e.g., the counterfactual conception) and the extent of c’s causal 
influence on e is to be evaluated by another (e.g., the productive conception, or the probabilistic conception). Such 
a tiered account can also avoid running into this problem. (Thanks to Matthias Rolffs for the suggestion.)  
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outside. She’s a good driver, and she has driven in rainstorms before. Unfortunately, however, 

this time around she gets into an accident on her way to work. It seems that the heavy 

rainstorm is more of a cause of the accident than Suzy’s eyesight. One might think that this is 

because mildly improper eyesight tends to bring about accidents only to a minimal degree, 

whereas heavy rainstorms have much bigger potential to bring about accidents. Or, while a 

mildly improper eyesight seldom brings about accidents, it’s all too frequent that a heavy 

rainstorm brings about accidents. That is, a heavy rainstorm increases the probability of an 

accident much more than a mildly improper eyesight. One could then hold that a factor’s 

degree of causal contribution is about how much that factor increases the probability of an 

outcome.19 Hence, it seems plausible to hold that probabilistic theories of causation can 

account for degrees of causation. 

 To be sure, I don’t mean that the accounts of causation above entail or even strongly 

suggest that there are degrees of causation. But these accounts don’t inherently exclude a 

graded notion of causation either. Hence, I conclude that the first objection fails to raise a 

significant worry for the thesis that causation comes in degrees. 

3. Objection 2: No Room for Thinking of More or Less of a Cause  

 

 
19 Cf. Kaiserman (2016) for further details on an account along these lines. I mean to suggest neither that this is the 
only way probabilistic theories of causation can account for degrees of causation, nor that the above is the only 
conception of probability or probabilistic theory of causation. See Fitelson and Hitchcock (2011) for a survey of 
several other proposals for analyzing degrees of causation in terms of probabilities. See Sprenger (2018) for a 
discussion on how to adjudicate between these competing proposals and his argument favoring one of them over 
the others. Moreover, the three kinds of theories of causation discussed above are not the only kinds of theories of 
causation. For instance, there are also primitivist theories of causation—i.e., those that suggest that causation is 
unanalyzable. Although it depends also on how much such a theory can tell us about causation despite its 
primitivism, it’s possible that a primitivist theory can also account for degrees of causation. See Moore (2012, 
pp.447-8, 2013, p.126), and Mumford (2013) for discussions on this.  
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 We now turn to the second objection. Suppose ten teenagers of varying strengths come 

together to push a boulder down the hill. None of them is strong enough to push the boulder 

on their own, and each of them is needed to get the job done. But if the inputs of each of these 

teenagers are necessary and none is sufficient for the outcome, then it is misleading to think of 

any of them as more/less strong or important cause of the outcome. After all, if any of them 

weren’t there, the boulder couldn’t have been pushed down. None of them on their own could 

push the boulder down either. Hence, the objector contends, if each factor is causally necessary 

and none is causally sufficient for the outcome, then there’s no room for thinking about any of 

them as more/less of a cause of the outcome.20 

 An initial worry about this objection might be that it’s based on a specific kind of case—

one in which multiple people jointly cause an outcome. But the point in the objection could be 

further generalized since anytime we cause an outcome, there are multiple causal factors at 

play. For instance, lighting a match takes many other causal factors in addition to dragging the 

match across the striker—appropriate temperature, oxygen in the air, and so on. Here again, 

each of these factors is causally necessary—in the above sense—and none is causally sufficient 

for the outcome. However, one might still worry that the point isn’t general enough—that not 

in all cases where there are multiple causal factors each factor is causally necessary and none is 

causally sufficient for the outcome. Take, for instance, overdetermination cases. By definition, 

 
20 Thanks to Robert Van Gulick for raising this objection. Zimmerman (1985) raises a similar concern and argues 
that we should avoid the talk of causing an outcome in varying extents. See Northcott (2005a) for a similar concern 
and his reply to it.    
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they’re the kind of cases where there are multiple sufficient causes for an outcome. Yet, I’ll 

ignore this complication, and take that the objection raises a general enough concern.  

 The objection again is that, concerning a set of causal factors, if all of them are causally 

necessary and none is sufficient for an outcome, there’s no room for thinking about any of 

them as more/less of a cause of the outcome. Yet, it’s unclear why this should be the case. 

Suppose we need ten gallons of water in a tank. It so happens that Suzy has seven gallons of 

water, and Timmy has three, and no one else has any water. Suzy and Timmy pour the water 

they have into the tank, and we have the ten gallons of water. Both Suzy’s action and Timmy’s 

action are causally necessary—in the above sense—and none is causally sufficient for the 

outcome. But it seems appropriate to think that Suzy is more of a cause of the outcome, or she 

causally contributed more to the outcome, than Timmy. One might further think that this is 

because Suzy increases the probability of the outcome more, or because she transfers more 

energy to the outcome. The point is that, regarding a set of causal factors, even if all of them 

are causally necessary and none is sufficient for an outcome, they could still differ in respects 

that are plausible ways of thinking about degrees of causation. Hence, I conclude that the 

second objection fails to show that causation doesn’t come in degrees.  

4. Objection 3: The Notion of Degrees of Causation Is an Illusion 

 

 Let’s now turn to the third objection. Sartorio (2020) argues that the thesis that 

causation comes in degrees is false. Her argument relies on two criteria for measuring degrees 

of causation that she suggests. I’ll now present these criteria first and then her argument. 

Consider the following pair of cases:  
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Bullet: You are the only shooter aiming at a victim. You shoot and the victim dies. 
 
Bullet-with-Bird: When you shoot, a bird collides with the bullet and slows the bullet 
down a bit, reducing its momentum in such a way that it alone is no longer enough to 
kill the victim. But the bird’s flying by also independently dislodges a loose boulder 
that is not large enough to crush the victim to death on its own. Although neither the 
bullet nor the boulder is enough in itself to cause the death, together they are 
sufficient to cause it. 

 
On the assumption that there are degrees of causation, it seems natural to think that you make 

a less substantial contribution to victim’s death in Bullet-with-Bird than you do in Bullet. We can 

account for this thought via the following criterion:  

(Sufficiency Criterion) How much a cause contributes to an effect is a matter of 
how close it comes to providing a sufficient condition for an effect. 
 

In Bullet, your bullet on its own is sufficient to kill the victim. Whereas in Bullet-with-Bird, your 

bullet doesn’t come as close to being sufficient to kill the victim. Hence, you are less of a cause 

of the death in Bullet-with-Bird than you are in Bullet.  

 Consider also the following two cases:  

Difference: You are the only shooter aiming at a victim. You shoot and the victim dies. 
 
No Difference: Unbeknownst to you, you are one of many shooters who are 
aiming at a victim. It takes one bullet to kill the victim. You shoot, and so does each of 
the other shooters. All the bullets reach the victim simultaneously, and the victim dies. 
 

It seems plausible to think that you made a more substantial contribution to the victim’s death 

in Difference than in No Difference. In Difference, the victim’s death very crucially depends on 

you, whereas in No Difference the victim would have died even if you weren’t there. We can 

account for this thought via the following criterion:  

(Necessity Criterion) How much a cause contributes to an effect is a matter of how 
close it comes to providing a necessary condition for an effect. 
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In Difference, your bullet is necessary to kill the victim—whether the victim lives or dies hinges 

on what you do. Whereas in No Difference, your bullet is one among many that are sufficient to 

kill the victim—it’s far from being necessary for the victim’s death. Hence, you are more of a 

cause of the victim’s death in Difference than in No Difference.   

 The trouble begins, Sartorio argues, once we contrast Bullet-with-Bird with No 

Difference. Notice that your bullet is sufficient to kill the victim in No Difference, but not in 

Bullet-with-Bird. Notice also that your bullet is necessary for the victim’s death in Bullet-with-

Bird, but not in No Difference. It follows that according to Sufficiency Criterion you’re more of a 

cause of the victim’s death in No Difference, but according to Necessity Criterion this is false. 

And according to Necessity Criterion you’re more of a cause of the victim’s death in Bullet-with-

Bird, but according to Sufficiency Criterion this is false. Pointing out this mismatch, Sartorio 

raises the question as to in which case you actually are more of a cause. In response, she says:  

Here I am at a loss about what to say. I feel like I just do not have any clear intuitions 
anymore. I find myself wanting to say: well, in a sense, [the] contribution is more 
significant in [one] case, and in another sense it is more significant in the [other] case. 
But this is unhelpful. (Sartorio 2020, p.352) 

She concludes that the idea that causation comes in degrees is an illusion.21  

 However, this conclusion is unwarranted. It seems premature. We don’t typically think 

that if two accounts of x sometimes give us conflicting results about x, (it’s good reason to think 

that) x is an illusion. Take, for instance, two principles of morally right action—the utilitarian 

 
21 Sufficiency Criterion and Necessity Criterion might turn out to be a single criterion which might eliminate the 
mismatch in question. There’s also some empirical support for the idea that the best way to account for the 
seemingly competing causal judgements based on necessity and sufficiency is via a unified account of degrees of 
causation (Icard, Kominsky, and Knobe 2017). However, this may not be enough to respond to Sartorio. As she 
grants it, there are still other plausible criteria for measuring degrees of causation, and she would contend that she 
could come up with other examples of the same kind of mismatch using them instead (cf. Sartorio 2020, p.351).   

25



principle and the Categorical Imperative. Sometimes they give us conflicting results about 

whether an action is morally right. But hardly anyone concludes because of this that moral 

rightness is an illusion.  

 Indeed, more similarly to the subject at hand, theories of causation sometimes conflict 

in their verdicts about whether a given factor is a cause of an outcome or not. Take a simple 

counterfactual theory of causation according to which, again, c is cause of e just in case had c 

not occurred e would not have occurred. This theory can’t properly account for 

overdetermination, since in overdetermination there are multiple sufficient causes.22 Take any 

of the factors involved in an overdetermination case, it’s false that had that factor not occurred 

the outcome wouldn’t have occurred. Hence, we get the result that for any given factor 

involved in overdetermination, that factor isn’t a cause of the outcome. But, according to one 

prominent productive theory of causation, causation is a matter of energy transference 

between a cause and an effect. Hence, if there’s energy transference between a factor and the 

outcome in an overdetermination case, that factor counts as a cause of the outcome. Plausibly 

then each of those factors involved in that overdetermination case counts as a cause of the 

outcome (Moore 2009, p.105). For another well-known example, while productive theories 

typically can’t count omissions as causes, counterfactual theories typically can (Paul and Hall 

2013, pp.190-5). Consequently, some think that this counts against productive theories of 

causation while some think that omissions can’t be causes. We can further multiply these sorts 

 
22 Cf. Moore (2009, p.354) and Dowe (2013, pp.115-6) for brief discussions on this. For ease of exposition, I use the 
simple counterfactual theory of causation. But even the more sophisticated counterfactual theories of causation 
can’t properly account for overdetermination (Paul and Hall 2013, pp.149-51). 
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of examples. The point is that no one concludes based on these considerations that causation is 

an illusion.  

 To be fair, Sartorio’s argument also includes explaining away “the appearances” in some 

cases where we need degrees of causation. Hence, as Sartorio (in personal communication) 

draws my attention to it, her argument is of the following kind: Here’s a puzzle about x, and the 

best way out of it is explaining away the appearances about x. However, this still seems 

problematic to me for three reasons. First, as I’ll show in section six below, the kind of cases 

where we need degrees of causation span much wider. Second, it seems premature to call for 

explaining away the appearances based on the given reason. It’s ubiquitous in philosophy that 

competing theories on a given subject sometimes give us conflicting results. Compatibilist and 

libertarian theories sometimes give us conflicting results about whether someone is morally 

responsible. Internalist and externalist theories of epistemic justification sometimes give us 

conflicting results about whether a given belief is justified. The utilitarian principle and the 

Categorical Imperative sometimes conflict in their verdicts about whether a given action is 

morally right. But hardly anyone calls for explaining away moral responsibility, or epistemic 

justification, or moral rightness because of this. Third, the call for explaining away the 

appearances seems premature also because degrees of causation hasn’t received much 

attention in the causation literature yet (Tadros 2018, p.408). Due partly to this lack of 

attention, Mumford says that he would hope that all future theories of causation take as a 

desideratum that degrees of causation must be accommodated (Mumford 2013, p.111, my 

emphasis). I conclude then that the third objection doesn’t show that causation doesn’t come 

in degrees.  
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5. It Is Too Costly to Deny That Causation Comes in Degrees 

 

 I presented the three main objections from the literature to the thesis that causation 

comes in degrees and argued that they fail. Now why should we think that this thesis is true? 

Relatedly, what is the cost of denying this thesis?  

 Let’s begin by noting that our everyday thought and talk make extensive use of a graded 

notion of causation. We often wonder about degrees of ‘causal potency,’ of ‘causal 

contribution,’ of ‘causal efficacy’; something being a ‘main,’ ‘chief,’ or ‘principal’ cause of an 

outcome; something being ‘stronger/weaker,’ ‘more/less important,’ cause of an outcome. For 

instance, one might wonder if it’s the bad road conditions or poor driving skills that’s more of a 

cause of traffic accidents. One might wonder whether it’s the traffic or his driving skills that 

contributes more to his being often late to work. A high school student might believe that it’s 

more because of her math teacher than any other of her teachers that she’s graduating with 

honors. A young novelist might hold that Emily Brontë is the most important reason why he’s a 

novelist.23  

 Note that these sorts of inquiries and beliefs also affect our attitudes and behaviors in 

very specific ways. Plausibly, if it’s the bad road conditions that’s more of a cause of accidents, 

we would prioritize investing into fixing the roads. If it’s more or mainly due to your poor 

driving skills that you’re often late to work, you might want to invest into improving your 

driving skills. If it it’s more or mainly due to traffic that you’re often late, you might want to 

 
23 Ordinary expressions of causal judgements—especially taken on their own—might be approached with caution 
for they might be indicative of that which is little metaphysical significance. However, it should be a virtue of a 
view if it’s consistent with such expressions. Also, a growing body of psychology literature presents considerable 
empirical evidence that people’s causal judgements themselves presuppose a graded notion of causation (cf., e.g., 
Lagnado et al., 2014, Gerstenberg et al., 2018, Langenhoff et al., forthcoming). 
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consider relocating instead. The high school student above presumably will respect her math 

teacher more than any other of her teachers, and might even plan on keeping in touch with the 

math teacher after graduation. The young novelist above might be willing to buy a well-

preserved, first edition copy of Emily Brontë’s classic novel Wuthering Heights even if the price 

is exorbitant. Note that these thoughts and attitudes seem intuitively very plausible. Note also 

that it’s hard to see how we could properly make sense of these thoughts and attitudes if we 

deny that causation admits of degrees. 

  A graded notion of causation also undergirds many substantial scientific, legal, and 

philosophical theses. For instance, a historian might think that nationalism was more of a cause 

of the First World War than militarism. A physicist might think that gravity is more of a cause of 

a particle’s acceleration than the presence of an electric field. A medical scientist or a physician 

might think that one medicine is more causally effective in curing a certain illness than another, 

or wonder how causally powerful a certain carcinogen is to kill patients.24 Consider also the 

very live debate, among experts from various scientific fields, on what factor (e.g., which 

country, politician, or policy) is more of a cause of the Covid-19 pandemic death toll. These 

sorts of theses and inquiries seem perfectly sensible, and again they have wide ranging 

affects—from our personal attitude towards a politician to a country’s position in international 

relations.  

 Moreover, how significant a causal role one plays in generating an outcome can be 

relevant to the degree of one’s moral duty in reparations, or one’s legal liability, regarding that 

 
24 Cf. Northcott (2005a, 2005b, 2013), Korb, Nyberg, and Hope (2011), Kaiserman (2016, 2018), Sprenger (2018) for 
further examples and more detailed discussion. 
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outcome (Miller 2001, Moore 2009, Kaiserman 2017). Whether it was the rain or a driver’s 

degree of drunkenness that was the main cause of an accident can be relevant in personal or 

legal disputes. Of the two relevant factories, how much each of them contributed to the 

pollution of a river can be relevant for the question regarding reparations. It’s again difficult to 

see how we can properly make sense of any of these thoughts and theses if we deny that 

causation comes in degrees. It seems then that a graded notion of causation is intuitively very 

plausible, and its denial is theoretically too costly. 

 Now, I don’t deny that there might be competing explanations—ones that don’t appeal 

to degrees of causation—for (at least some of) the thoughts, theses, and attitudes above. One 

might wonder, for instance, whether what undergirds the scientific theses above is a notion of 

degrees of explanatory importance rather than degrees of causation.25 However, firstly, 

considering the long list of a wide range of thoughts, theses, and attitudes above, it would be 

highly surprising if it turned out that all the items in the list are accounted for without appealing 

to degrees of causation. Secondly, even if there are such competing explanations for all of 

them, considerations from theoretically unity would speak in favor of degrees of causation. This 

is because while the degrees of causation explanation provides a single principle to account for 

all of them, it’s more likely than not that these competing explanations would be different in 

kind and not grounded in a single principle—considering, again, the range of items in the list. 

And thirdly, given that a graded notion of causation is intuitively plausible and all the main 

 
25 Thanks to an anonymous referee from Synthese for suggesting this potential explanation. (However, cf. e.g., 
Sprenger (2018) who observes a distinction between degrees of explanation and degrees of causation, and still 
contends that a graded notion of causation undergirds many scientific theses.) Thanks also to Carolina Sartorio for 
raising the concern that there might be other explanations for the thoughts, theses, and attitudes mentioned 
above. 
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objections against it fail, the burden of proof—to show that the items in the list don’t 

presuppose graded causation—is on those who deny it.   

6. Conclusion 

 

 I argued that the three main objections in the literature against the thesis that causation 

comes in degrees fail. I also showed that this thesis undergirds a wide-ranging portion of our 

everyday thought and talk, our small- or large-scale attitudes, and a variety of substantial 

scientific, legal, and philosophical theses. In short, we don’t have good reasons to reject this 

thesis, and it’s too costly to deny it. Hence, I conclude that causation comes in degrees. 

  Indeed, one might still wonder why some authors would oppose this thesis if its implicit 

or explicit use is so widespread as I suggest it. I suspect it’s largely because this thesis hasn’t 

received much attention in the causation literature yet. I think another reason why some might 

be suspicious about this thesis is that—as the foregoing discussions suggests—it’s not always 

clear what’s meant by degrees of causation to begin with. I hope that the discussion in this 

chapter also raises an awareness about this problem in the literature and remedies it to an 

extent.    
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Chapter 2: Moral Responsibility Is Not Proportionate to Causal 

Responsibility 
 

      

     Abstract: 

It seems intuitive to think that if you contribute more to an outcome, you should be more 
morally responsible for it. Some philosophers think this is correct. They accept the thesis 
that ceteris paribus one’s degree of moral responsibility for an outcome is proportionate 
to one’s degree of causal contribution to that outcome. Yet, what the degree of causal 
contribution amounts to remains unclear in the literature. Hence, the underlying idea in 
this thesis remains equally unclear. In this chapter, I’ll consider various plausible criteria 
for measuring degrees of causal contribution. After each of these criteria, I’ll show that 
this thesis entails implausible results. I’ll also show that there are other plausible 
theoretical options that can account for the kind of cases that motivate this thesis. I’ll 
conclude that we should reject this thesis. 

 

 Suppose you and two of your friends want to plan a conference together. But your 

friends tell you that they won’t do as much work. They’ll help you but leave the work mostly to 

you. You agree and all three of you organize the conference together. It seems that you’re more 

morally responsible—that is, more praiseworthy—for the outcome than they are. If asked for a 

reason why, it seems natural to reply that it’s because you contributed more to the outcome. 

 Here's another case. Suzy and Billy are making a big birthday cake for their friend. Billy 

only puts a couple of cherries on top, while everything else is made by Suzy. It seems that Suzy 

is more praiseworthy for the outcome than Billy, and that this is because Suzy contributed more 

to the outcome. 

It's typically accepted at least two factors—control and awareness—affect moral 

responsibility. Roughly, to be morally responsible for an action, one must perform that action 
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freely and be aware of various morally relevant factors concerning that action. Many 

philosophers hold, in addition, that what one causes also affects one’s moral responsibility.26 

Yet the exact relationship between moral responsibility and causation is a further question. The 

two cases above suggest the intuitive idea that one’s degree of moral responsibility for an 

outcome should be proportionate to one’s degree of causal contribution to that outcome. 

Some philosophers hold, moreover, that this is correct.27 They hold that:  

(Proportionality) Ceteris paribus, the more/less one causally contributes to an 
outcome, the more/less one is morally responsible for that outcome.28  
 

Indeed, if we assume that causation, or causal contribution, doesn’t come in degrees, 

Proportionality is false or uninteresting. Similarly, assuming that causation doesn’t affect moral 

responsibility, Proportionality is false again. Even after denying these assumptions, however, 

Proportionality faces a major obstacle. This is because after granting that causation comes in 

degrees, we face the task of showing how to measure degrees of causation. So, one, without a 

further account of measuring degrees of causation, the underlying idea in Proportionality is not 

 
26 Cf. Moore (2011:496), Rosen (2011:405), Mumford (2013:109-10). While Moore (2011:496) says “roughly one-
half of the philosophic community” accepts it, Mumford (2013:109) even says that the idea is “perhaps… too self-
evident to require an argument at all.” It should also be noted that the thesis that causation is necessary for moral 
responsibility is widely held (cf. e.g., Feinberg 1968:674, Kaiserman 2018:5). Although she rejects this thesis, 
Sartorio (2004:316) also notes that the thesis is widespread among philosophers.  
27 Cf., e.g., Braham and van Hees (2009:324), Moore (2009:71-2), Mumford (2013:109-10), Bernstein (2016:446), 
Bernstein (2017:167), Tiefensee (2019:242). After Bernstein (2017), I’ll call this thesis Proportionality. It’s also 
noteworthy that for some philosophers Proportionality is the default position assuming that causation affects 
moral responsibility or that causation comes in degrees (cf. Sartorio 2010:836-7, Alexander 2011:307-8, Alexander 
and Ferzan 2012:84, Sartorio 2015a:140). Moreover, it’s sometimes argued that legal responsibility is 
proportionate to causal responsibility (Kaiserman:2017), but I won’t take a position on legal responsibility.    
28 This ceteris paribus clause isn’t always clearly expressed. Sometimes the context suggests this reading (e.g., 
Sartorio 2015a:140ff), and sometimes it’s rather clear in the text (e.g., Moore 2009:71, Bernstein 2017:166). 
Petersson (2013) rejects Proportionality without the ceteris paribus clause.  
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clear enough. And two, once we have such an account, Proportionality might turn out to be not 

as plausible as it might initially seem.  

But we face yet another obstacle. There are only several developed criteria for 

measuring degrees of causation in the literature. In my discussion below, I’ll use these criteria. 

I’ll also motivate and suggest various other criteria which should be a modest contribution to 

the growing literature on degrees of causation irrespective of their function in the context of 

Proportionality. In §2 through §4, I’ll consider six criteria in total and show that 

Proportionality, understood after each of these criteria, entails implausible results. In §5, I’ll 

argue that we don’t need Proportionality in order to account for the kind of cases that 

motivate this principle. Hence, I’ll conclude, we should reject Proportionality.  

Here's one caveat. The criteria that I’ll consider are necessarily underdeveloped and 

have some obvious shortcomings. For instance, those that are inspired by productive theories 

of causation might have a hard time accounting for causation by omission. The ones inspired by 

counterfactual theories of causation might have a hard time accounting for causal 

overdetermination. The one inspired by probabilistic theories of causation might have a hard 

time accounting for event-token causation. However, causation by omission is a well-known 

problematic case for productive theories of causation. Likewise, overdetermination for 

counterfactual theories of causation, and event-token causation for probabilistic theories of 

causation. Surely, there are theoretical options around these problems. For instance, regarding 

overdetermination, one among the various ways of understanding it (Schaffer 2003), or 

completely rejecting it (Bunzl 1979; Tuomas 2018), might be among the options. But I won’t 
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tackle these problems. I’ll assume that solutions that can be employed by these theories of 

causation will apply also to the criteria that I consider. 

Before we begin the discussion, however, let’s briefly clarify again the notions of causal 

responsibility and moral responsibility in question.  

1. Causal Responsibility and Moral Responsibility 
 

 Causal responsibility occurs when one event causes another.29 Throwing a rock might be 

causally responsible for breaking a window, rain for a flood, fire for the destruction of a forest. 

Causal responsibility merely highlights the causal involvement of one thing with another. One 

could be causally responsible for an outcome without deserving any blame or praise for that 

outcome. Suppose you push a door open to walk into a building. Unbeknownst to you, 

someone is standing idly on the other side of the door, and you knock him down. Plausibly 

you’re causally responsible for his falling down, but not morally responsible—i.e., not 

blameworthy—for it.  

 “To be morally responsible” might mean two things. One, roughly, is to have a moral 

duty. For instance, parents are morally responsible for taking care of their children, teachers are 

responsible for imparting knowledge to their students, and so on. And two, it might mean being 

apt for moral praise or blame. The kind of moral responsibility that’s relevant to Proportionality 

is the latter one. Hence, hereafter by “moral responsibility,” I’ll refer to the latter one. 

 
29 The question of causal relata is controversial. Events, facts, states of affairs, and features are among the possible 
candidates. The standard view holds that they’re events (Paul and Hall 2013, Schaffer 2016). I don’t take a position 
on this. However, for ease of exposition, I’ll treat causation as a relation between events. 
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 One thing to note about our judgements of moral responsibility is that they often 

involve comparisons—not just within a case that involves multiple agents, but also across 

distinct cases. For instance, we hold that someone who told a trivial lie, or has an outstanding 

parking ticket, is less blameworthy than a murderer. Similarly, we hold that two people who 

killed their respective victims are equally blameworthy. These judgements seem to be justified 

by a widely accepted, more general idea—that like cases should be treated alike. For instance, 

if Suzy commits a murder, and Billy commits a murder, ceteris paribus Suzy and Billy are morally 

responsible to the same degree. And whether the victim is male or female, young or adult or 

old, healthy or sick, rich or poor, etc. seems irrelevant to the degree to which Suzy and Billy are 

morally responsible. Indeed, there’s a lot more to be said here. But this should suffice for my 

purposes. In my discussion below, I’ll employ comparisons across distinct cases, but I’ll stay 

away from the kind of cases that might be controversial. The point here is largely to draw 

attention to our judgements of moral responsibility across distinct cases, and show that these 

judgements are not without any basis.  

2. Productive Theories of Causation 
 

 We can now begin considering various criteria for measuring degrees of causation and 

test Proportionality by employing them. In the discussion below, various reminders from the 

previous chapter will be necessary. But I’d rather not use phrases like “as mentioned in such 

and such chapter” more times than is necessary. So, I’ll write as if they occur for the first time. 

 Now imagine that three people carrying a heavy marble top, rectangular dining table 

from the truck all the way into the kitchen. Two of them, who are regular people, each hold two 
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separate corners on one side, and one of them, who is unusually large and strong, holds both 

corners on the opposite side. It seems natural to think that the strong one causally contributed 

more to the outcome than the other two people. A plausible way to explain this thought would 

be by appealing to the amount of input from the strong person. After all, she did on her own 

what two other people did together. She spent much more effort, or put more force, than the 

other two in carrying the table. A criterion for measuring degrees of causation that’s inspired by 

a productive theory of causation can account for this thought. 

 Productive theories of causation hold that causation is a matter of producing another 

event. According to one prominent example of such an account, c causes e if there’s a transfer 

of conserved quantity (for instance, force, or energy) from c to e (Dowe 2000). Suppose you hit 

a glass and it falls off the table. You brought about this outcome in virtue of transferring energy 

to the glass. In the dining table case above, one could hold that the strong person causally 

contributed more to the outcome because she transferred more energy to the outcome. 

Hence, a criterion for measuring degrees of causation that naturally follows is this:  

 (CC1)  The amount of causal contribution to an outcome is the amount of energy 
                         transferred to the outcome.30 
 

 Now let’s consider cases regarding moral responsibility. Suppose it takes 10 units of 

energy to kill Victim1, and 20 units of energy to kill Victim2. Billy intentionally kills Victim1 by 

 
30 Moore (2012), Mumford (2013), and Bernstein (2017) consider accounts of causal contribution similar to this. 
However, notice that one might transfer more energy than needed for an outcome. Suppose it takes 10 units of 
energy to kill a victim, and one bullet amounts to 10 units of energy, but Suzy fires two bullets. Does that mean 
Suzy’s causal contribution to the outcome is 20 units of energy? Not necessarily. One might hold a sort of 
threshold view according to which the excess amount of energy transfer doesn’t count as one’s causal contribution 
to the outcome. 10 units of energy transfer brings about the death, and the excess 10 units doesn’t contribute to 
the death, since one doesn’t make the victim more dead by transferring more energy than needed for the death. 
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transferring 10 units of energy, and Suzy intentionally kills Victim2 by transferring 20 units of 

energy. Suzy’s causal contribution to Victim2’s death is twice the amount of Billy’s causal 

contribution to Victim1’s death. If CC1 is correct, then Proportionality tells us that that Suzy is 

more morally responsible than Billy. But this seems just false. They both intentionally 

committed a murder, and seem to be equally blameworthy.31 Thinking otherwise commits one 

to hold, for instance, that in cases where murderers use just brute force to kill their victims (say, 

by smothering), killing children and the disabled typically makes one much less blameworthy 

than killing healthy adults. This is because it would typically take less energy transfer to kill 

someone in the former set. But it is clearly wrong that killing a child makes one less 

blameworthy than killing an adult. We can conclude then that Proportionality understood after 

CC1 is false.   

 However, one might object that the initial thought above regarding the dining table case 

can be accounted for in a slightly different way. Suppose it takes 30 units of energy in total to 

carry that table. Suppose also that the two regular people each transfer five units of energy to 

the outcome, and the strong person transfers 20 units of energy. The ratio of the strong 

person’s energy transfer to the energy transfer needed for the outcome is 20/30. The ratio of 

the each of the other two people’s energy transfer to the energy transfer needed for the 

outcome is 5/30. If we take causal contribution along the lines of these ratios, we still get the 

 
31 As required by the ceteris paribus clause in Proportionality, I assume here that Suzy and Billy are on a par not 
only concerning (the strength of) their intentions but also concerning other factors that might be relevant to moral 
responsibility. That is, I assume that they’re on a par concerning their epistemic statuses, that they’re not under 
duress, that they’re not manipulated, and so on. The only relevant difference between them is the degree of their 
causal contributions. Below, I will refrain from repeatedly elaborating on these details in the description of my 
counterexamples. The counterexamples are designed to satisfy the ceteris paribus clause. 
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conclusion that the strong person causally contributed more to the outcome than the other 

two. And we still get this result because of the amount of effort from the strong person just as 

the initial thought above suggested. Moreover, Proportionality understood after this way of 

measuring degrees of causation will give us the correct result in Billy and Suzy killing Victim1 

and Victim2 respectively. Billy’s causal contribution will be 10/10, which is one, and Suzy’s 

causal contribution will be 20/20, which is also one. Since the amount of their causal 

contributions will be the same, Proportionality tells us that they’re both equally morally 

responsible. And this is the conclusion that we wanted. Hence, the following could be a better 

criterion for measuring degrees of causation: 

 (CC2)  The amount of causal contribution to an outcome is the ratio of the amount of 
                           transferred energy to the amount of energy needed for the outcome. 
 

But consider now the following case. Suppose Victim3 is standing at the edge of a cliff. It will 

take only three units of energy transfer for Victim3 to fall and die. Suzy and Billy, who have 

been planning to kill Victim3, each give a slight push to Victim3 with their fingertips. Suzy’s push 

was relatively gentler and happened to transfer one unit of energy, while Billy’s push 

transferred two units of energy. CC2 tells us that Suzy’s causal contribution to Victim3’s death is 

1/3 whereas Billy’s causal contribution is 2/3—Billy’s is twice as much as Suzy’s. And if CC2 is 

correct, then Proportionality tells us that Billy is much more morally responsible than Suzy. But 

it seems wrong that Billy deserves a considerably higher degree of blame. They seem equally 

blameworthy. Hence, Proportionality understood after CC2 is false.  

3. Dependent Theories of Causation 
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 Imagine Billy and Suzy working in an apple orchard. Today, they’re asked to pick up 1000 

apples that are ripe, firm and with no indents or discoloration. At the end of the day, Billy 

counts 400 apples in his basket, and Suzy 600. They bring the apples to the office and call it a 

day. It is natural to think that Suzy causally contributed more to the outcome than Billy. 

Moreover, it seems plausible to think that Suzy contributed more even if Suzy and Billy spent 

equal amount effort. They both worked nonstop, they are equally tired in the end, they spent 

equal amount of energy and so on. After all, Suzy might just have worked smart rather than 

hard, and hence got more work done. If this is right, then CC1 and CC2 above can’t properly 

account for the thought that in this case Suzy causally contributed more than Billy. The 

difference in the degrees of their causal contribution here isn’t about their inputs or efforts, but 

what their inputs effectively translate to in terms of the outcome. Put differently, the difference 

seems to be about the portion of the outcome that depends on each of their conducts. A 

criterion for measuring degrees of causation that’s inspired by a dependent, or counterfactual, 

theory of causation can account for this thought. 

 According to counterfactual theories, causation is a matter of counterfactual 

dependence between wholly distinct events (Hall 2004). On the simple counterfactual view c is 

a cause of e just in case e counterfactually depends on c. That is, c causes e just in case had c 

not occurred, e would not have occurred. The dependence relation in question doesn’t initially 

seem to leave room for gradation: either the counterfactual dependence holds or not. Hence, 
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one might be inclined to hold that the simple counterfactual cannot account for degrees of 

causal contribution.32 But this is mistaken. Consider the following criterion:  

 (CC3): The amount of causal contribution is the portion of the outcome that 
                         counterfactually depends on an agent’s conduct.   
 

Take again Billy and Suzy picking apples. The portion of the outcome that counterfactually 

depends on Billy’s conduct is 400 hundred apples. If not for his conduct, their daily objective 

would be 400 apples short. Similarly, the portion of the outcome that counterfactually depends 

on Suzy’s conduct is 600 hundred apples. CC3 then tells us that Suzy’s causal contribution to 

their daily objective is more than Billy’s causal contribution. And this is so because the bigger 

portion of the work depends on Suzy’s conduct and regardless of how much effort each of them 

spent. 

Now consider the following case. Suzy and Billy are great friends. They are equally 

talented, they know each other’s ways, and spontaneously work well as a team. They decide 

that they’ll start a defamation campaign against Victim3. They each individually start making up 

material that will eventually be used in their defamation video. Since they’re equally talented 

and typically complement each other well, they’re not worried that their separate materials 

won’t add up to a coherent video. They each put equal amount of thought and effort into their 

work and come up with equally useful materials. But not all their materials can make the final 

cut. They make an arbitrary choice and a couple more of Billy’s material than Suzy’s material 

end up being in the video. They finalize the video and upload it on internet turning Victim3’s life 

 
32 See Moore (2009), Mumford (2013). Moore seems to have changed his mind on this (cf. Moore 2012). 
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upside down. Now, since Suzy has less material to be used in the final video than Billy, the 

portion of the outcome that counterfactually depends on Suzy’s conduct is smaller than that of 

Billy’s.33 CC3 then tells us that Suzy’s causal contribution to the outcome is less than that of 

Billy’s. Hence, Proportionality understood after CC3 tells us that Suzy is less blameworthy for 

turning Victim3’s life upside down than Billy. But this seems false. We wouldn’t have, for 

instance, thrown Suzy into jail for five years and Billy for seven. Or, if the proper reaction to 

what they did is to rehabilitate them, we wouldn’t have Suzy kept in rehabilitation for less time, 

or rehabilitate her any differently, than Billy. Hence, Proportionality understood after CC3 is 

false.  

 However, the initial thought above regarding the apple picking case can be account for 

in another way. Suzy’s picking up 600 apples, as opposed to Billy’s 400 apples, might be an 

indication of Suzy’s being a more talented apple picker. Being more talented implies being more 

irreplaceable at what one does which in turn could imply more causal contribution. Consider an 

artwork like Taj Mahal. The artist that designs the artwork and a manager in charge of the food 

supplies for the workers both causally contribute to the artwork. But it seems that the artist 

contributes more than the manager. The artist has a unique set of skills compared to the 

manager. There are many people who can do what the manager does, but not as many people 

 
33 If we take the outcome as the final video, it’s clear that the portion of the outcome that depends on Suzy’s 
conduct is smaller. But if we take the outcome as the harm to Victim3, we need further details. (Thanks to Ben 
Bradley for drawing my attention to this.) We could stipulate that Victim3 would be somewhat better off had it not 
been for the relatively smaller portion of Suzy’s contribution to the final video. But Victim3 would be much more 
better off had it not been for the relatively bigger portion of Billy’s contribution to the final video. Hence, we could 
again plausibly think that the portion of the outcome, i.e. the harm to Victim3, that depends on Suzy’s conduct is 
smaller than that of Billy’s. (Thanks to Neil Feit for the helpful discussion on this.) Now, it seems to me that Suzy 
and Billy can be blameworthy for merely producing that video even if no harm consequently befalls Victim3. 
Moreover, regardless of which outcome we have in mind, they both seem equally blameworthy. Hence, on either 
interpretation of the case, I have a counterexample to Proportionality understood after CC3.  
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who can do what the artist does. The artist is much more irreplaceable than the manager. That 

is, had the manager not existed, her place would relatively easily have been filled by another. 

But had the artist not existed, her place would not have so easily been filled by another. Hence, 

in some sense of the word, the artist is more necessary for the artwork than the manager. Put 

differently, the artwork depends more crucially on the artist than the manager. It’s plausible to 

think that this sort of being more necessary, or more crucial, means more causal contribution. It 

would explain why we think that the artist causally contributes more to the outcome. It would 

also give us the intuitively correct result that Suzy causally contributes more than Billy in the 

apple picking case, and explain why this is the case. Here then is another plausible criterion for 

measuring degrees of causation: 

(CC4): The amount of causal contribution is the degree to which the outcome crucially 
                         depends on an agent’s conduct.  
 

The idea of crucialness here, again, is to be understood in terms of irreplaceability—how 

irreplaceable the agent is at what he does.34 The more irreplaceable the agent is at what he 

does, the more he causally contributes to the outcome. Put differently, the more talented the 

agent is at what he does, the more he causally contributes to the outcome.35 Notice that being 

more irreplaceable, or more talented, at one’s job doesn’t always correspond to getting a 

bigger portion of the outcome done. For one thing, one could be the most talented, or the most 

irreplaceable, in getting a smaller portion of a task done. For another, two people who are 

 
34 Cf. Lagnado, Gerstenberg and Zultan (2014:1055-6), Tadros (2018:411-3), for various other ways the basic idea 
here might be understood. 
35 Being highly talented doesn’t always imply being highly irreplaceable. For instance, most people are highly 
talented at various simple tasks like flipping a switch. Hence, what I have in mind here is not mere high talent but 
being more talented than many or most at what one does which plausibly always implies being highly 
irreplaceable. Thanks to Ben Bradley for raising a concern that helped clarify myself here. 
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equally talented, or equally irreplaceable, in what they do might end up getting varying 

portions of a task done. Recall, for instance, that Suzy and Billy in the defamation campaign 

case above are equally talented but end up contributing to the outcome in varying portions. For 

this reason, notice also that Proportionality understood after CC4 gives us the correct result in 

Billy and Suzy’s defamation campaign case. Billy and Suzy, in that case, are equally talented—

neither of them is more/less replaceable at what they do. CC4 then tells us that Billy and Suzy 

equally causally contributed to the outcome. Hence, Proportionality tells us that Billy and Suzy 

are equally morally responsible for the outcome which is the correct result. CC4 then is an 

independently motivated, distinct criterion for measuring degrees of causation that also might 

fare better than CC3.  

 However, consider now the following case. Suppose a mob leader wants two people, 

Victim5 and Victim6, kidnapped. Victim5 is a powerful and well protected person, whereas 

Victim6 is a regular person. The mob leader has many goons but only Suzy is sophisticated 

enough to plan Victim5’s kidnapping. All other goons are equally sophisticated. The mob leader 

assigns Billy to plan Victim6’s kidnapping. Suzy and Billy make their plans. Each plan requires, in 

addition to the planner, three equally well-skilled goons to execute the plan. The plans are 

executed and Victim5 and Victim6 are kidnapped. Suzy is much more irreplaceable at what she 

does than Billy is at what he does. CC4 then tells us that Suzy’s causal contribution to Victim5’s 

kidnapping is much more than Billy’s causal contribution to Victim6’s kidnapping. And 

Proportionality understood after CC4 gives us the result that Suzy is more morally responsible 

than Billy. But this seems unacceptable. They each planned and actively participated in 

kidnapping a person. It’s hard to see why one should be any less/more morally responsible than 
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the other. If one holds that Suzy is more morally responsible, then one is committed to the 

following: kidnappers of weak and unprotected people are typically less morally responsible 

than kidnappers of powerful and protected people. This is because kidnappers of unprotected 

people would typically be people who are less irreplaceable at what they do then kidnappers of 

protected people. But this result is implausible. Hence, Proportionality understood after CC4 is 

false.   

 I will now consider one last criterion based on counterfactual accounts of causation. 

One factor’s causally contributing more/less to an outcome might also be thought of in terms of 

that factor’s influencing the outcome more/less. Of course, a lot depends on how this notion of 

influence will be fleshed out. And no doubt more input to the outcome, or having bigger 

portion of the outcome done, or being more irreplaceable at what one does are some of the 

ways one might want to flesh out the notion of influence here. However, another way of 

thinking about influence might be along the lines of Lewis’ (2004) account of causation as 

influence according to which more influence means more causal power. And influence tracks a 

pattern of dependence of, roughly, the time and manner of the occurrence of a cause upon the 

time and manner of the occurrence of an effect. Let’s illustrate the pattern of dependence in 

question. Suzy throws a rock and shatters the bottle. Billy throws a rock which arrives 

immediately after Suzy’s throw shatters the bottle. Lewis says that 

“altering Suzy’s throw while holding Billy’s fixed would make a lot of difference to the 
shattering, whereas altering Billy’s throw while holding Suzy’s fixed would not. Take an 
alteration in which Suzy’s rock is heavier, or she throws a little sooner, or she aims at 
the neck of the bottle instead of the side. The shattering changes correspondingly. 
Make just the same alterations to Billy’s preempted throw, and the shattering is (near 
enough) unchanged.” (Lewis 2004:92)  
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Since the time and manner of the shattering is much more sensitive to the time and manner of 

Suzy’s throw than it is to Billy’s throw, Suzy’s throw has much more influence. And more 

influence means more causal power. Accordingly, Suzy’s throw causally contributes much more 

to the shattering than Billy’s throw. Here then is another criterion for measuring degrees of 

causation: 

 (CC5): The degree of causal contribution is the degree of how sensitive the time and 
                         manner of the outcome is to an agent’s conduct. 
 

 Consider now the following case.36 Suppose Suzy and Billy, each pressing a button on a 

mechanism, will kill Victim7. Both buttons need to be pressed for Victim7 to die. The 

mechanism is such that the time and manner of Suzy’s button being pressed makes no 

difference to the time and manner of Victim7’s death if Billy’s button is pressed. The time and 

manner of Billy’s button being pressed makes significant difference to the time and manner of 

Victim7’s death if Suzy’s button is pressed. Suzy and Billy know all these facts and are 

indifferent to the potential variations in the time and manner of Victim7’s death—whether his 

head will explode, or he’ll be shot by a bullet, whether the mechanism will kick in in ten 

seconds or in a minute, and so on. They both push their buttons and Victim7 dies. 

 Among the criteria that are considered so far, only CC5 clearly accounts for a difference 

in degrees of causal contribution in this case—if there’s such a difference. We can safely 

assume that Suzy’s button and Billy’s button take the same amount of energy transfer. We can 

also safely assume that Suzy and Billy are equally talented at what they do—pushing their 

respective buttons. And, as I noted above, it’s not clear how the talk of portions of an outcome 

 
36 I adapt this case from Tadros (2018).  
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should apply in this case for it’s not clear how we could think of death in portions. CC5, 

however, clearly tells us that Billy’s causal contribution to Victim7’s death is much more than 

Suzy’s causal contribution to Victim7’s death for Billy has much more Lewis-style influence on 

Victim7’s death. CC5 then seems to be a distinct account of causal contribution. And 

Proportionality understood after CC5 gives us the result that Billy is much more morally 

responsible than Suzy. But this seems implausible. Billy’s having more Lewis-style influence on 

Victim7’s death than Suzy doesn’t seem to make Billy more morally responsible. After all, they 

were fine with the variations of the outcome that depended on the time and manner of 

pushing their respective buttons. Hence, Proportionality understood after CC5 is false.   

4. Probabilistic Theories of Causation 
 

 Consider the following scenario. Suzy had her six-monthly eye exam appointment 

yesterday, but missed it. She barely feels a problem with her glasses now, but they seem to 

work fine overall. And since her prescription didn’t change in the last two years, she’s not too 

worried about missing the appointment. She needs to drive thirty minutes to work but there’s 

also a heavy rainstorm outside. She’s a good driver, and she has driven in rainstorms before. 

Unfortunately, however, this time she gets into an accident on her way to work. It seems that 

the heavy rainstorm causally contributed more to the accident than Suzy’s eyesight. Here’s a 

plausible way to think why this is the case. All background conditions fixed, a heavy rainstorm 

alone brings things closer to an accident than a barely improper eyesight alone does. Granted, 

an improper eyesight tends bring about accidents. But a barely improper eyesight could tend to 

bring about accidents only to a minimal degree. Whereas heavy rainstorms have much bigger 

potential to bring about accidents. Plausibly while a barely improper eyesight seldom brings 
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about accidents, it’s all too frequent that a heavy rainstorm brings about accidents. An account 

of causal contribution that’s inspired by a probabilistic theory of causation can account for this 

thought. 

 According to probabilistic theories, causation is a matter of raising the probability of the 

occurrence of an event (Eells 1991). If c is a cause of e, then c raises the probability of the 

occurrence of e. A criterion for measuring degrees of causation that follows is this: 

 (CC6): The amount of causal contribution is the amount of increased probability, due to 
                         a given factor, of the occurrence of an outcome.37 
 

In Suzy’s case above, keeping all other background conditions fixed, the rainstorm alone made 

the crash more likely than her barely improper eyesight alone did. Accordingly, CC6 tells us that 

the rainstorm causally contributed more to the crash than Suzy’s eyesight.  

 Notice that increasing the probability of an outcome more doesn’t necessarily 

correspond to putting more effort into that outcome. One might work smart rather than hard 

and increase the probability of the outcome more by spending less effort. Neither a factor’s 

increasing the probability of an outcome more means that a bigger portion of the outcome 

depends on that factor. In Suzy and Billy’s defamation campaign case above, both their efforts 

increased the likelihood of the final video to an equal degree. Suzy had equally good material 

prepared that made the final video equally likely to be produced. Neither is it that increasing 

 
37 See, Kaiserman (2016) for a more complex and developed version of this idea. Proponents of probabilistic 
theories of causation typically have in mind objective, as opposed to subjective, probability understood in terms of 
either propensity or frequency (cf. Hitchcock 2018). Accordingly, I take the probability in CC6 to be objective 
probability. But I don’t take position on whether probability is best accounted for in terms of frequency or 
propensity. Notice that I described Suzy’s car accident case above both in terms of propensity and frequency. 
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the probability of an outcome more corresponds to being more irreplaceable at what one does. 

Suppose a traditional cobbler and an automated machine that produces shoes much faster are 

put to work for producing 1000 shoes. Suppose also that it’s a time where there are few 

traditional cobblers but a lot of easy to obtain automated machines. The cobbler is much more 

irreplaceable at what he does, but the machine alone makes the outcome more likely than the 

cobbler does. Finally, increasing the probability of an outcome more is different than 

influencing the outcome more. We can safely assume that in Lewis’s rock throwing case, Suzy 

and Billy are equally good at throwing rocks and that the rock each one throws is on a par with 

the other. Keeping all background conditions fixed, Suzy’s throw and Billy’s throw each alone 

will make the bottle’s shattering equally likely while they still have the difference in their 

respective Lewis-style influences on the outcome. CC6 then seems to be an independently 

motivated and distinct account of causal contribution.  

 Now, consider the following case. Billy is planning to kill two people by poisoning them. 

The probability that posion1 kills someone is .65. The probability that posion2 kills someone is 

.95. Billy adds poison1 to Victim8’s drink, and posion2 to Victim9’s drink. Both victims die soon 

after. CC6 tells us that Billy’s causal contribution to Victim9’s death is more than Billy’s causal 

contribution to Victim8’s death. And Proportionality understood after CC6 tells us that Billy is 

more morally responsible for killing Victim9 than for killing Victim8. This result seems 

implausible. It implies that murderers who use less potent poisons to kill their victims are less 

morally responsible than those who use more potent poisons. Also, consider for instance the 

fact that typical perpetrators’ actions would make the kidnapping of well-protected kids less 

likely than the kidnapping of under-protected kids. We’d get the result that typical perpetrators 
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are less morally responsible for kidnapping well-protected kids than for kidnapping under-

protected kids. This seems implausible. Hence, Proportionality understood after CC6 is false.  

5. On the Cases That Seem to Support Proportionality 
 

 None of the six criteria above for measuring degrees of causation vindicates 

Proportionality. If any of them is true, Proportionality must be false. This is considerable 

evidence to reject, or at least be suspicious of, Proportionality. However, one might worry that 

if we reject Proportionality, we might not properly account for cases that motivate 

Proportionality. Consider again the case where Suzy and Billy are making a big birthday cake for 

their friend. Billy only puts a couple of cherries on top, and everything else is made by Suzy. 

Suzy seems more praiseworthy, and it seems this is because Suzy contributed more to the 

outcome than Billy. 

 We seem to have two options. One, resist the argument above, and hope that 

Proportionality will come out true under another criterion for measuring degrees of causation. 

Two, look for other plausible ways of accounting for the cases in question. Let’s firstly talk 

about the first option. Note that a cogent argument in favor of Proportionality won’t only need 

to show that Proportionality is true under another criterion—if there is such a criterion. It will 

also need to show why all the criteria above are false. This would be a task of considerable 

weight. The prospects of success for such a task seems dim since I employed the already 

existing criteria and suggested new ones. Moreover, if we can account for the cases in question 

without Proportionality—to which I’ll turn shortly—one might even worry that the hope for the 

first option is misplaced. Hence, the first option doesn’t seem attractive.  
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 Let’s talk about the second option. There might be various ways of accounting for the 

cases in question. But what matters for my purposes is whether we can account for them after 

denying that causal responsibility is relevant for moral responsibility since I eventually want to 

argue that causal responsibility is irrelevant for moral responsibility. In the remainder of this 

section, I’ll suggest that we can.  

 To begin with, we might wonder whether we should take our intuitions about these 

cases at face value. Recall that Proportionality includes a ceteris paribus clause. We might then 

wonder whether in the cases that motivate Proportionality everything else is equal. Recall, for 

instance, that the epistemic status of agents is among the factors that are relevant for moral 

responsibility. To illustrate again, suppose Suzy and Billy turn on a switch together. While Suzy 

knows that turning on the switch will wrongfully electrocute the person in the next room, Billy 

justifiably believes that it will only turn on the lights in this room. It seems that while Suzy is 

blameworthy for electrocuting the person in the next room, Billy isn’t. Moreover, this 

difference seems sufficiently explained by the difference in their epistemic statuses. 

 So now we might wonder whether in the birthday cake case above Suzy and Billy are on 

a par regarding their epistemic statuses. Suppose the case is as follows concerning their 

epistemic statuses. Suzy believes that the birthday cake is for Jane, that Suzy and Jane are very 

close friends, that Suzy is good at making cakes, and that the birthday cake will make Jane very 

happy. So, Suzy (correctly) believes that she should make that birthday cake. And Billy believes 

that the birthday cake is for Jane, that Billy and Jane are merely acquaintances, and that Billy 

isn’t good at making cakes. So, Billy (correctly) believes that it’s nice of him if he helps Suzy with 

the cake but not wrong if he doesn’t. Intuitively, none of these details change how 
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praiseworthy they are—Suzy still seems more praiseworthy than Billy. It would certainly still be 

appropriate if Jane feels more grateful to Suzy than to Billy.  

 Notice, however, that the case now violates the ceteris paribus clause, and hence 

doesn’t support Proportionality. It's also now unclear how exactly the degree of their causal 

contributions should affect the degree of their praiseworthiness. Proportionality is no help with 

it. But it seems perfectly appropriate to explain why Suzy is more praiseworthy than Billy by 

appealing to the differences in their epistemic statuses and the further differences in their 

mental states that these epistemic differences indicate. While Suzy seems to ‘care’ strongly 

about making the cake and ‘motivated’ by the idea of making Jane happy, Billy is almost 

indifferent to making the cake and not as motivated by the idea of making Jane happy.  

 One might rightly wonder what happens if Suzy and Billy are on a par regarding their 

epistemic statuses and all other potentially relevant metal states, but differ regarding only the 

degree of their causal contributions. Suppose now, as Billy correctly believes, the birthday cake 

is for Jane, Billy and Jane are very close friends, Billy is good at making cakes, and the birthday 

cake will make Jane very happy. So, Billy and Suzy (correctly) believe that they should make that 

birthday cake together. It seems now that both Suzy and Billy ‘care’ equally about making the 

cake and are equally ‘motivated’ by the idea of making Jane happy. Still, all that Billy ends up 

contributing to the cake are a couple of cherries on top. Is Suzy now more praiseworthy than 

Billy? I’m not sure that she is.  

 My sense is that we either don’t have a consistent story here or that they are both 

equally praiseworthy. Suppose despite all that’s been said of him, Billy just sits there doing 

52



nothing, shows up at the end, and adds the cherries on top. But now we don’t have a consistent 

story because now it makes little sense to characterize him as caring equally about making the 

cake or equally motivated by the idea of making Jane happy. Suppose, on the other hand, Billy’s 

contribution ‘somehow’ ends up being those couple of cherries on top. In that case, I’d want to 

hear more about that ‘somehow.’ To avoid having an inconsistent story like the one above, we 

might think something like this. An evil demon keeps randomly undoing Billy’s contributions. If 

Billy stops working, the demon undoes Suzy’s contribution too. Suzy and Billy realize this, and 

both keep contributing to the cake. Right at the end when Billy is about to add those cherries 

on top, the evil demon stops her devilry. So, Billy’s contribution to the cake ends up being those 

cherries on top. And Billy and Suzy are on a par regarding all other potentially relevant factors. 

But now it seems hard to think of Suzy as more praiseworthy than Billy. They seem equally 

praiseworthy. And this is perfectly well explained by an appeal to their epistemic statuses and 

other relevant metal states. 

 To sum it up, when Suzy and Billy are not on a par regarding their epistemic statuses and 

other potentially relevant mental states, they seem differently praiseworthy. But, one, this 

doesn’t support Proportionality because it violates the ceteris paribus clause in 

Proportionality. And two, the difference in the degree of their praiseworthiness can sufficiently 

be explained without any appeal to the degree of their causal responsibility. When Suzy and 

Billy are on a par regarding their epistemic statuses and other potentially relevant mental 

states, they seem to be equally praiseworthy. This further confirms the other counterexamples 

to Proportionality presented in previous chapters.  
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 In chapters 4 and 5, I will say more on explaining moral responsibility without appealing 

to causal responsibility. But the discussion so far should suffice to show that plausibly we don’t 

need Proportionality in order to account for the kind of cases that seem to motivate 

Proportionality. If this is correct, then Proportionality isn’t as indispensable and attractive as it 

might initially seem. Considering also that Proportionality comes out false under all six criteria 

for measuring degrees of causation above, we have good reasons to reject Proportionality.  

6. Conclusion 
 

Proportionality suggests that there’s a straightforward relationship between degrees of 

causal responsibility and degrees of moral responsibility. The more/less you causally contribute 

the more/less morally responsible you are. In order to test whether this relationship obtains, I 

employed various plausible criteria for measuring degrees of causation—those that are 

suggested in the literature and some that I suggested above. I argued that such straightforward 

relationship between causal responsibility and moral responsibility doesn’t obtain under any of 

these criteria. I don’t assume that I exhausted all the possible ways of measuring degrees of 

causation. But if none of these criteria vindicates Proportionality, this is considerable reason to 

reject Proportionality. I also argued that plausibly we don’t need Proportionality in order to 

account for the kind of cases that motivate Proportionality. All this should amount to good 

evidence that Proportionality is false. 
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Chapter 3: Against Resultant Moral Luck 
 

 

Abstract:  
 
Does one’s causal responsibility increase the degree of one’s moral responsibility? The 
proponents of resultant moral luck hold that it does. Until quite recently, the causation 
literature has almost exclusively been interested in the binary question of whether one 
factor is a cause of an outcome. Naturally, the debate over resultant moral luck also 
revolved around this binary question. However, we’ve seen an increased interest in the 
question of degrees of causation in recent years. And some philosophers have already 
explored various implications of a graded notion of causation on resultant moral luck. In 
this chapter, I’ll do the same. But the implications that I’ll draw attention to are bad news 
for resultant moral luck. I’ll show that resultant moral luck entails some implausible 
results that leave resultant moral luck more indefensible than it was previously thought 
be. I’ll also show that what’s typically taken to be the positive argument in favor of 
resultant moral luck fails. I’ll conclude that we should reject resultant moral luck. 

 

 Does one’s causal responsibility increase the degree of one’s moral responsibility? 

The proponents of resultant moral luck (RML) hold that it does. Consider two reckless 

drivers, Lucky and Unlucky. Lucky gets into her car, drives home safe and sound. However, 

Unlucky isn’t as lucky. On her way home, a kid jumps into the road, and she kills the kid. 

The proponents of RML hold that both Lucky and Unlucky are blameworthy, but Unlucky is 

much more blameworthy than Lucky. This is despite the fact that what they end up being 

causally responsible for is not up to them. Whether someone jumps into the road or not is 

out of their control.38  

 
38 Resultant moral luck is one among the various kinds of moral luck. Cf. Nagel (1979) and Williams (1981) for the 
classic discussions on moral luck. The term “resultant luck” is due to Zimmerman (1987). For many, resultant moral 
luck is the most obviously problematic kind of moral luck (Sartorio 2012). Cf. Nelkin (2019) for the recent state of 
the debate over moral luck. 
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 The often-used positive argument in favor of RML is that our ordinary moral 

assessments support RML.39 For instance, it’s argued, we ordinarily find drunk drivers who 

end up killing someone much more morally blameworthy than those who don’t kill anyone. 

Similarly, we find murderers significantly more blameworthy than those who merely 

attempted murder—even if the lack of success in the murder attempt is due to the fact, 

say, that the victim tripped and fell right before the bullet arrived. 

 As I see it, RML is the idea that all else equal causal responsibility increases one’s moral 

responsibility. This characterization perfectly captures the commitment of the defenders of 

RML in the case of Lucky and Unlucky above and in other paradigm examples of RML cases. 

Some philosophers want to emphasize the role of “luck” in characterizing RML. Consider this: 

RML occurs when someone is more/less morally responsible for an action even if what she ends 

up bringing about is partly due to luck. But I find such characterizations unhelpful because they 

unnecessarily complicate the debate. In thinking about the case of Lucky and Unlucky, we want 

to know how morally responsible each of them is and the only difference between the two is 

that one is causally responsible for something that the other isn’t. And as the “even if” part in 

this second characterization of RML indicate, whether this difference is due to luck is irrelevant. 

Nothing too significant in my discussion depends on one characterization or the other. I can run 

my argument also by employing the second one. But as I mentioned, the first one keeps the 

 
39 Compare: “to reject the judgments and practices that seem unavoidably to lead to [moral luck] would require a 
radical […] revision of ordinary moral evaluation” Wolf (2001:5). Cf. also Moore (2009:29-30), Mumford (2013:109-
10), Kneer and Machery (2019), and Nelkin (2019). It might turn out that people’s ordinary assessments don’t 
support RML. In fact, Kneer and Machery (2019) study shows that they don’t. I’ll argue that these purported 
ordinary assessments lead to contradictory results and hence should be given up. So, if I’m right, even if it turns 
out that people’s ordinary assessments are as the proponents of RML claim they are, this still can’t support RML.  
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discussion much clearer. Moreover, if the first characterization is false, the second one is also 

false. Hence, in my discussion below, I’ll focus on the first one.40  

 Until quite recently, the causation literature has almost exclusively been interested in 

the binary question of whether a given factor is a cause of an outcome (Lagnado, Gerstenberg, 

Zultan 2014; Tadros 2018). Naturally, the debate over RML also revolved around this binary 

question. This is evident in paradigm examples of RML in the literature which involve 

comparing a case in which someone is killed or hurt to one in which no one is killed or hurt. In 

recent years, however, we’ve seen an increased interest in the question of degrees of 

causation—that is, roughly, in the relative causal significance of one causal factor over another 

in bringing about an outcome. A graded notion of causation opens new venues in the debate 

over RML to potentially advance the conversation. Some philosophers have already explored 

various implications of the idea that causation comes in degrees on RML.41 In this chapter, I’ll 

do the same. But the implications that I’ll draw attention to are bad news for RML. I’ll show 

that RML entails some implausible results that leave RML more indefensible than it was 

previously thought be. These implausible results will also reveal that the purported ordinary 

moral assessments that support RML lead to contradictory results, and hence can’t be used as 

evidence for RML. I’ll conclude that we should reject RML. 

 
40 Cf. Sverdlik (1988:79-80), and Moore (2009:22-23) for discussions on this. Moore says, before he sets out to 
defend RML, that “[t]he moral issue is thus better cast in terms other than ‘luck.’ The issue is better cast 
straightforwardly in terms of causation: does causation of harm increase moral blameworthiness…?” Cf. Anderson 
(2019) for an excellent further discussion regarding the role of the notion of “luck” in the moral luck debate.  
41 Cf. Sartorio (2015a), and Bernstein (2017). It should be noted that Sartorio discusses various implications of a 
graded notion of causation on RML without committing herself to the idea that causation comes in degrees. As I 
noted above, in later work, she argues against graded causation.     
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 Here’s one thing to notice before we begin. If, as per RML, causal responsibility 

increases one’s degree of moral responsibility, then it’s most plausible to hold that more(/less) 

causal responsibility increases one’s degree of moral responsibility more(/less). That is, RML is 

committed to Proportionality. One could deny that RML is committed to Proportionality by 

holding that causation doesn’t comes in degrees.42 But I already argued that causation comes in 

degrees. One could also deny that RML is committed to Proportionality by holding that while 

causal responsibility is relevant for moral responsibility, degrees of causal responsibility isn’t. 

But this would ad hoc. It’s hard to see why the morally relevant ingredient in causation for 

responsibility, if there’s one, is absent in its degrees.   

 Notice also that if it’s true that RML plus graded causation entail Proportionality, and 

since I argued in the previous chapter that Proportionality is false, it follows that either RML is 

false or that causation doesn’t come in degrees. But I also argued in the first chapter that 

causation comes in degrees. So now it follows that RML is false. Indeed, I’m happy with this 

result. But now one might worry whether the argument below in this chapter is redundant. 

Here is why it’s not. A proponent of RML might want to see my modus tollens as their modus 

ponens and argue that Proportionality is true. So, it’s preferable that I further argue against 

RML. And although the implausible results entailed by RML that I’ll draw attention to below 

follow also from Proportionality, they’re not mere quantitative additions to the list implausible 

results that follow from RML or Proportionality. Below, I’ll also discuss what’s new about them. 

 
42 More precisely, if causation doesn’t come in degrees, then RML and Proportionality are more or less the same 
thesis. 
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 In the discussion below, various reminders from earlier chapters will again be necessary. 

As mentioned above—ironically—I’ll write as if they occur for the first time since I’d rather not 

use phrases like “as mentioned in such and such chapter” more times than is necessary. 

1. Resultant Moral Luck and Degrees of Causation 
 

 Consider these two cases:  

(Bullet) Suzy is the only assassin aiming at Victim1. She shoots and Victim1 dies. 
(Hardy Victim) Two independently employed assassins, Billy and Lilly, each unaware 
of the other, are dispatched to eliminate Victim2. Unbeknownst to both assassins, 
Victim2 is particularly hardy, and requires two bullets for his demise. Each assassin 
shoots, both bullets arrive at exact same time, and Victim2 dies. 
 

It seems plausible to think that Suzy’s causal contribution to Victim1’s death is more than Billy’s 

or Lilly’s contribution to Victim2’s death. This is because while Suzy’s input on its own kills 

Victim1, Billy’s or Lilly’s input amount to only half of what’s needed to kill Victim2. That is, 

Suzy’s degree of causal responsibility for Victim2’s death is twice the degree of Billy’s or Lilly’s 

degree of causal responsibility for Victim2’s.  

 This is at least the result that we get if we employ a productive theory of causation 

according to one prominent version of which c causes e if there’s a transfer of conserved 

quantity (e.g., input, force, or energy) from c to e (Dowe 2000). For instance, if you hit a glass 

and it falls off the table, you brought about this outcome in virtue of transferring energy to the 

glass. Given this account of causation, plausibly, the degree of causation is about how much 

input a factor transfers to an outcome. Hence, a plausible criterion for measuring degrees of 

causation is this:  
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(CC1) The amount of causal contribution to an outcome is the ratio of the amount 
           of transferred input to the amount of input needed for the outcome.  
 
 

Since it took two bullets for Victim2 to die and Billy and Lilly each shot one bullet, CC1 tells us 

that Billy’s or Lilly’s degree of causal responsibility for Victim2’s death is 1/2. And since it took 

one bullet for Victim1 to die and Suzy’s bullet was the only bullet, CC1 tells us that Suzy’s 

degree of causal responsibility is 1/1. All this is in line with the intuitive idea above that Suzy’s 

causal responsibility is twice the causal responsibility of Billy or Lilly.  

 Now, recall that resultant moral luck (RML) is the idea that all else equal causal 

responsibility increases one’s moral responsibility. And if causal responsibility increases one’s 

moral responsibility, it’s most plausible to hold that more(/less) causal responsibility increases 

morally responsibility more(/less). We then get the conclusion that Billy and Lilly are much less 

morally responsible than Suzy since their degree of causal responsibility is much less than that 

of Suzy’s.43 Consider now a further case: 

(Protection) A great many assassins, unaware of each other, are set out to kill 
Victim3. Unbeknownst to them, Victim3 is protected by an electromagnetic field of 
some sorts. It’ll take a great many bullets to kill her. And for all each of them knows, 
they can kill her with one bullet. They all shoot, and she dies. 
 

In this case, CC1 tells us that each of these assassins only negligibly contributes to Victim3’s 

death. This is because a great many bullets are needed for her death, and each assassin’s input 

is only one bullet. And RML now entails that each of these assassins are only ‘negligibly’ morally 

responsible. This should seem worrisome for RML. In the next section, I’ll discuss in detail what 

 
43 This is what Bernstein (2017) calls ‘Proportionality Luck’ as a kind of RML. I also adapt (Hardy Victim) from 
Bernstein (2017). And for those who prefer a characterization of RML that emphasizes ‘luck,’ notice that whether a 
victim turns out to be hardy or not is out of the assassins’ control. Hence, the difference in degrees of causal 
responsibility between Suzy and, Billy or Lilly, is partly due to ‘luck.’ 
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this ‘negligible’ moral responsibility means. But for now, let’s make sure that this result isn’t 

just a quirk of CC1. 

 Consider probabilistic theories of causation according to which causation is a matter of 

raising the probability of the occurrence of an event (Eells 1991). Hence, a criterion for 

measuring degrees of causation that follows is this: 

 (CC2): The amount of causal contribution is the amount of increased probability, due to 
                         a given factor, of the occurrence of an outcome.44 
 

Notice that in (Protection) each assassin’s bullet increases the probability of Victim3’s death 

only negligibly. Hence, we again get the result from RML that each of these assassins are only 

‘negligibly’ morally responsible. 

 I don’t want to give the impression that the same result follows no matter what 

criterion for measuring degrees of causation we apply to (Protection). My contention rather is 

that even if a criterion doesn’t give us the result that each assassin in (Protection) only 

negligibly contributes to the victim’s death, we can come up with a different case for that 

criterion to give us the same result. Consider the following criterion that’s based on dependent, 

or counterfactual, theories of causation: 

(CC3) How much a cause contributes to an effect is a matter of how close it comes 
           to providing a necessary condition for an effect.45 

 

To illustrate this criterion, consider these two cases:  

(Bullet) Suzy is the only assassin aiming at Victim1. She shoots and Victim1 dies. 
(Victim) Two independently employed assassins, Timmy and Rosey, unaware of 

 
44 Cf. Kaiserman (2016) for a more developed version of this criterion. 
45 This is Sartorio’s (2020) formulation of the criterion. The same idea can be found also in Bernstein (2017).  
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each other, are dispatched to eliminate Victim4. Being struck by one bullet is 
sufficient to kill Victim4. Each assassin shoots, both bullets arrive at exact same 
time, and Victim4 dies. 
 

Notice that whether Victim1 lives or dies depends on Suzy’s bullet. But Timmy’s bullet on 

its own is far from being a necessary condition for Victim4’s death. The same is true of 

Rosey’s bullet. If not for Timmy’s bullet, Rosey’s bullet would still have killed Victim4, and 

if not for Rosey’s bullet, Timmy’s bullet would have killed Victim4. So, CC3 tells us that the 

further a factor is from being a necessary condition for an outcome, the less that factor 

contributes to that outcome. A lot depends here on further details of what it means for a 

cause to be further from a necessary condition for an outcome. And it may turn out that 

CC3 applied to (Protection) won’t give us the result that each assassin in (Protection) only 

negligibly causally contributes to the victim’s death. What’s clear, however, is that if there 

were three assassins in (Victim), CC3 would tell us that each of those assassins causally 

contributed to the victim’s death even less than how much Timmy or Rosey initially 

contributed. So, consider now this case:  

 
(No Protection) A great many assassins, unaware of each other, are set out to kill 
Victim5. It takes only one bullet for him to die. They all shoot, and he dies. 
 
 

CC3 tells us now that each assassin in (No Protection) only negligibly causally contributes 

to Victim5’s death. This is because each of these assassins are extremely far from being a 

necessary condition for Victim5’s death.  

 I conclude then that the result, in (Protection) or (No Protection), that each 

assassin is only negligibly causally responsible, and hence only negligibly morally 
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responsible, isn’t a quirk of a specific criterion for measuring degrees of causation. 

Assuming RML and graded causation, similar results follow.  

2. ‘Negligible’ Moral Responsibility? 
 

 Now, what does it mean for an assassin to be negligibly morally responsible? How 

morally responsible is it exactly?  

 One might object that what I called negligible moral responsibility isn’t so 

“negligible.” After all, it’s morally responsibility for murder. However small degree of 

moral responsibility for murder it might be, it’s still much worse than, say, moral 

responsibility for breaking a promise, or for lying. So, the assassins may be morally 

responsible for murder to a least degree. But this is still high degree of moral 

responsibility. 

 I think the objection is largely on the right track. But there’s still an unanswered 

question: How high exactly is it to be morally responsible for murder to a least degree? In 

comparing the moral blameworthiness of someone who merely attempts murder to that 

of a murderer, Moore—a proponent of RML—argues that the former is half as 

blameworthy as the latter (Moore, 2009:21ff, 2011:505). For instance, if someone who on 

her own fully contributed to a death is 100 percent blameworthy, someone who merely 

attempted murder is 50 percent blameworthy. I don’t need to commit myself to these 

exact figures. But the difference must be significant, and not, say, 5 or 10 percent. This 

suffices for my purposes. If all that follows from RML were such small degrees of 

difference in blameworthiness, RML would hardly generate the vast literature that it has 

so far generated. Moreover, if the difference were so small, intuitive judgements could 
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hardly play the significant role that it does in the debate over RML for it is dubious that 

our intuitions can track such small differences.  

 Now if merely attempting and not contributing to a death at all makes one 50 

percent blameworthy, then plausibly attempting and contributing to a death negligibly 

makes one negligibly more than 50 percent blameworthy. The objector might then hold 

that to be morally responsible for murder to a least degree is negligibly higher than 50 

percent moral responsibility.  

 Yet, this isn’t exactly good news for RML. To see why, recall (Bullet) in which Suzy 

was the only assassin, and compare her to assassins in, say, (No Protection). Given the 

objector’s commitments in the previous paragraph, RML now entails that while Suzy is 

100 percent morally responsible, assassins in (No Protection) are barely over 50 percent 

morally responsible. But this seems unacceptable. The assassins in (No Protection) do kill 

someone just like Suzy. They went out there and killed someone intentionally and with no 

excuse. I highly doubt that we’d treat the two sets of assassins differently to such a 

significant extent. I doubt, for instance, that we’d think that Suzy should receive death 

penalty or life without parole, while the assassins in (No Protection) should receive some 

years in prison with the possibility of parole. Or I doubt that we’d think that the “report-

card of life” (Zimmerman 1985:115) of each assassin in (No Protection) receives 

considerably less demerit than that of Suzy’s. It would be unacceptable, to paraphrase 

Thomson (1993:215), to have God throw assassins in (No Protection) into a relatively 

shallow circle of hell compared to Suzy who would go into a much deeper circle of hell. 

3. What’s New? 
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 So, RML entails some unacceptable results. But the opponents of RML think that 

it’s unacceptable to judge, say, reckless or drunk drivers who end up killing someone and 

reckless or drunk drivers who kill no one. And the proponents of RML came to terms with 

differential moral judgements in these cases. One might then wonder what’s new about 

the unacceptable results above.46 

In response, first, notice that in paradigm examples of RML the comparison is between a 

case in which someone is killed (or hurt) and one in which no one is killed (or hurt). If those who 

merely attempt murder (or reckless or drunk drivers who don’t kill anyone) are morally lucky, 

this is because they don’t end up killing anyone.47 The proponents of RML might then retort 

that we shouldn’t think of those who merely attempted murder as if they killed someone. After 

all, well, they didn’t kill anyone. There is no causal link that ties them to anyone’s death. This 

might seem like a reasonable protest.  

As opposed to this, consider comparing, say, (Protection) and (Bullet). Notice that (a) 

we’re not comparing a case in which someone is killed and one in which no one is killed, and (b) 

RML nonetheless discounts significantly from the moral responsibility of murderers in 

(Protection). That is, RML discriminates among murderers who freely and knowingly kill 

innocent people. 48 The assassins in (Protection) do kill someone just like Suzy in (Bullet). Each 

 
46 Thanks to Ben Bradley and Jessica Isserow for pressing me on this. 
47 Compare: “[T]he fortunate reckless driver is morally lucky because he doesn't cause any harm; the unfortunate 
reckless driver is morally unlucky because he causes harm” (Sartorio 2012:65). 
48 Sverdlik (1988:80-81) discusses the following case. Consider that A shoots, and kills B. Consider also that A wants 
to kill B, shoots but kills C instead. Notice that, unlike in paradigm example cases of RML, this case also involves 
comparing two scenarios in both of which someone dies. Although Sverdlik thinks that it would commit RML to 
absurd conclusions, he agrees that the more plausible option for RML defenders is to say that A is equally 
blameworthy in both cases, which also straightforwardly follows from my favored characterization of RML. So, 
while Sverdlik’s case involves the feature (a) of my cases, it doesn’t involve the feature (b). That is, Sverdlik’s case 
is not a case where RML discriminates among the murderers. 
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of these assassins in both cases is causally linked to someone’s death—unlike those who merely 

attempt murder who are not linked to anyone’s death. So, the above reasonable protest now is 

not available to the proponents of RML. Hence, discounting from the moral responsibility of 

assassins in (Protection) is more indefensible than discounting from the moral responsibility of 

those who merely attempt murder, or reckless or drunk drivers who don’t kill anyone. It is one 

thing to hold that unsuccessful attempts to murder is less blameworthy and quite another to 

hold, in addition, that some murderers are also about as little blameworthy. 

One might object that each assassin in (Protection) is not really a murderer. This is 

because, although all of them together kill the victim, each assassin merely non-lethally 

contributes to the killing. That is, each assassin’s contribution on its own wouldn’t have killed 

the victim. In response, first, notice that this objection doesn’t apply to (No Protection) in 

which each assassin’s contribution is lethal. But I’ll ignore this. Second, consider this. Billy wants 

to push Suzy down the cliff yet can’t do this on his own. But a large bird flies right into Suzy’s 

head causing her to almost fall down the cliff. Billy seizes this opportunity and, at the same time 

as the bird hits Suzy, gives her a slight push down the cliff resulting in Suzy’s death. Notice that 

Billy doesn’t do the whole work on his own. His slight push is a merely non-lethal contribution—

i.e., it wouldn’t have killed Suzy on its own. In fact, most of the work is done by the bird. But it’s 

perfectly appropriate to think that Billy is a murderer. Third, consider two people together 

killing an innocent person by beating the victim. Suppose also that neither of the perpetrators 

on their own could have killed the victim. Still, it seems perfectly appropriate to think that 

they’re both murderers. Moreover, I doubt that we’d think differently if it were three 

perpetrators instead. And it seems arbitrary to draw a line somewhere between two people 
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together killing someone and a great many people together killing someone. Hence, the 

objection fails. Each assassin in (Protection) is a murderer. 

Second—going back to the “what’s new?” question—as mentioned above, the often-

used positive argument in favor of RML is that our ordinary moral assessments support RML. 

We ordinarily hold, it’s argued, that murderers are significantly more morally responsible than 

those who merely attempt murder. Similarly, we hold that reckless or drunk drivers who kill 

someone are much more morally responsible than reckless or drunk drivers who don’t kill 

anyone. Now suppose these alleged moral assessments are on the right track. Hence, assume 

for reductio that, say, murderers are significantly more morally responsible than those who 

merely attempt murder. If this is correct, then we’re committed to RML. As argued above, RML 

entails the following implausible result: assassins in (Protection) or (No Protection) are 

negligibly more than 50 percent morally responsible. And assuming RML, this also means 

assassins in (Protection) or (No Protection) are negligibly more morally responsible than those 

who merely attempt murder. Equivalently, it means, some murderers are negligibly more 

morally responsible than those who attempt murder. That is, it’s false that murderers are 

significantly more morally responsible than those who attempt murder, which contradicts the 

initial assumption. Hence, we must reject the initial assumption, and along with it the veracity 

of our alleged ordinary moral assessments. Thus, the implausible results that I reveal in this 

paper also show that what’s typically taken to be the positive argument for RML should be 

rejected.   

Here's another implication of the argument in the foregoing paragraph. If sound, it 

implies that we don’t need to wait for empirical studies to settle the question as to whether 
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people’s ordinary moral assessments in question do or don’t support RML.49 Even if it turns out 

that they do, the argument above shows that they can’t be used as evidence for RML. 

4. Conclusion 
 

 I revealed some implausible results entailed by resultant moral luck (RML). I argued that 

(i) these results make RML more indefensible than it was thought to be. I also argued that (ii) 

our alleged ordinary moral assessments that are typically taken to be the evidence for RML 

should be rejected because they lead to contradictory results. I conclude that we should reject 

RML.  

 Of course, the proponents of RML don’t employ only the positive argument in question 

to defend their view. They also employ negative arguments that undermine theories of moral 

responsibility free of RML (Moore 2009:ch.2, Hartman 2016). If these theories are more 

implausible than accepting RML, then maybe all-things-considered we should embrace RML. 

Surely, engaging with these negative arguments in detail would take a longer work. But (i) and 

(ii) above leave these arguments dubious. This is because such all-things-considered arguments 

must now take (i) into account, and cannot—as per (ii)—derive any weight from the alleged 

ordinary moral assessments. 

 

 

 
49 As I noted above, at least one study (Kneer and Machery, 2019) shows that they don’t. 
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Chapter 4: Causal Responsibility is Metaphysically Irrelevant for Moral 

Responsibility 
 

 

Abstract: 

In this chapter, I’ll argue that causal responsibility is metaphysically irrelevant for moral 
responsibility. This is because causal responsibility figures neither in what explains that 
which one is morally responsible for nor in what explains one’s degree of moral 
responsibility. And what one is morally responsible for and the degree of moral 
responsibility are all that needs to be explained about moral responsibility. I will also 
discuss various theoretical advantages of rejecting causal responsibility as relevant to 
moral responsibility. 

 

 In this chapter I will argue that causal responsibility is metaphysically irrelevant for 

moral responsibility. This is because causal responsibility does not figure in all that we want to 

explain about moral responsibility.  

 When one is apt for praise or blame, it’s due to something that she is apt for praise or 

blame. That thing is (part of) what one is morally responsible for. Without that thing (or those 

things) in place, one is not morally responsible to begin with.  And of course, we want to know 

what it is. But that one is apt for blame or praise is not all that we want to know. We also want 

to know to what extent one is apt for blame or praise. Put differently, if one is to receive a 

positive or negative mark in one’s “report-card of life” (Zimmerman 1985:115), we want to 

know its size. That is, we want to know about the degree of one’s moral responsibility.  

 To my mind, what one is morally responsible for and the degree of one’s moral 

responsibility are all that we want to explain about moral responsibility. Of course, I don’t mean 

to suggest that there’s nothing else to talk about that’s relevant to moral responsibility. For 
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instance, aside from the question of whether one is worthy of praise or blame, there are 

questions are like whether one actually should all things considered be blamed or praised, or 

whether there is anyone around for whom it is fitting that they do the blaming or praising. But 

the relevant considerations for these questions involve much more than the considerations for 

the worthiness of praise and blame. And my thesis in this chapter (or responsibility internalism 

itself) is about the aptness or one’s worthiness of praise or blame. Hence, I leave these 

questions aside.   

 Below in §1 through §2, I will argue that causal responsibility is metaphysically irrelevant 

respectively to the degree of moral responsibility and to what one is morally responsible for. I 

will conclude that causal responsibility is metaphysically irrelevant for moral responsibility. In 

§3, I will discuss various theoretical advantages of this conclusion.  

1. The Degree of Moral Responsibility 
 

 In previous two chapters, I argued that causal responsibility neither increases nor is 

proportionate to moral responsibility. To my knowledge, no one in the literature holds any 

other view regarding the relationship between causal responsibility and the degree of moral 

responsibility. Nonetheless, the logical space allows roughly two more options. In this section, I 

will argue that none of them are viable options and conclude that causal responsibility is 

metaphysically irrelevant for the degree of moral responsibility.  

 First, rather than thinking that causal responsibility in some specific way increases the 

degree of moral responsibility, one might hold that it somehow decreases the degree of moral 
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responsibility. But unless such an option has some initial plausibility, it’s safe to ignore it. And 

it’s hard to see how such an option can even be motivated. 

 Second, rather than thinking that causal responsibility increases the degree of moral 

responsibility full stop, one might hold that causal responsibility sometimes, but not always, 

increases the degree of moral responsibility. This thesis could be understood as either involving 

a ceteris paribus clause or not involving it.  

 The former thesis tells us that holding fixed the exercise of control, epistemic status, 

intentions, motivations, cares, and choices, causal responsibility only sometimes increases the 

degree of moral responsibility. But it’s unclear why causal responsibility only sometimes has 

such an effect on moral responsibility. That is, despite the fact that nothing else that’s relevant 

for moral responsibility changes, causal responsibility sometimes becomes morally relevant and 

sometimes not. This is no different than saying that the moral value of causal responsibility 

randomly goes in and out of existence. But this seems implausible.  

 The latter thesis tells us that causal responsibility can increase the degree of moral 

responsibility when all else is not equal. For instance, one might think that when one exercises 

a stronger degree of control over, or ‘knows’ or cares more about, one’s choice of action, one’s 

causal responsibility increases one’s degree of moral responsibility. But this is dubious. If 

there’s an increase in one’s degree of moral responsibility when one exercises a stronger 

degree of control over, or ‘knows’ or cares more about, one’s choice of action, it’s unclear why 

we need to appeal to one’s causal responsibility in addition to one’s degree of control, 

awareness, or care in order to explain one’s degrees of moral responsibility. It gets even more 
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unclear why we need to do so once we consider, as shown in the previous paragraph, that 

causal responsibility on its own doesn’t affect the degree of one’s moral responsibility. The 

thesis would be telling us that while causal responsibility lacks inherent relevance to degrees of 

moral responsibility, it gains such relevance when it’s combined with factors that are inherently 

relevant to one’s degree of moral responsibility. I suspect there’s nothing obviously inconsistent 

with this suggestion, but it’s unclear why it’s needed or how it could be motivated.  

 To illustrate, consider the following cases:  

(Punch-to-Kill) Suzy wants to kill Sally. She knows that if she punches Sally in the face, 
Sally will die. Suzy punches Sally in the face and Sally dies.  
 
(Punch-to-Wound) Timmy wants to wound Terry by punching him in the face—a 
punch that’s on a par to Suzy’s punch to Sally. For all he knows, the punch will only 
wound Terry. He punches Terry, and Terry gets wounded. 
 
(Punch-to-Wound*) Billy wants to wound Barry by punching him in the face—a punch 
that’s on a par to Suzy’s punch to Sally. For all he knows, the punch will only wound 
Barry—just like for all Timmy knew, his punch would only wound Terry. Unbeknownst 
Billy, however, the punch will kill Barry. Billy punches Barry, and Barry dies. In all other 
relevant respects, Billy and Barry are on a par.  
 

It seems that Billy is less blameworthy than Suzy. In fact, I think, while Suzy is as blameworthy 

as a murderer, Billy is as blameworthy as Timmy who is much less blameworthy than Suzy. One 

might think that Billy must be more blameworthy than Timmy—though he plausibly is less 

blameworthy than Suzy. But this amounts to holding that all else equal causal responsibility 

increases one’s degree of moral responsibility, and I argued that this is false. And to explain why 

Suzy is as blameworthy as a murderer and Billy is as blameworthy as Timmy, we need only to 

appeal to the differences between what Suzy or Billy is aware of, their motivations or what they 
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intended to do. It’s unclear what appealing to their causal responsibilities could add to the 

explanation.50 

 To sum it up, causal responsibility neither increases, nor is proportionate to, nor 

decreases, the degree of moral responsibility. It’s also false that causal responsibility 

sometimes, but not always, increases the degree of moral responsibility. Hence, I conclude that 

causal responsibility is metaphysically irrelevant to the degree of moral responsibility.  

2. Moral Responsibility For 
 

 We might mean two things by “S is morally responsible for Φ.” One, “S is morally 

responsible (partly) because of, or in virtue of, Φ”  or “Φ is (partly) what makes S morally 

responsible.” Two, “S is morally responsible to Φ,” “S has a responsibility regarding Φ,” or “S is 

to take responsibility for Φ.” In this section, I’ll argue that causal responsibility is metaphysically 

irrelevant for the former, and although it might be relevant for the latter, this is benign for my 

purposes.  

 Here are my two reasons why causal responsibility is metaphysically irrelevant for the 

former. One, a satisfactory account of that which makes one morally responsible can be given 

without an appeal to causal responsibility. Hence, causal responsibility is redundant in 

explaining what makes one morally responsible. Two, it’s implausible to think that while causal 

responsibility is irrelevant for the degree of moral responsibility, it is (part of) that which makes 

 
50 Notice that in this paragraph I merely illustrate my argument in the previous paragraph. So, my contention isn’t 
that the degree of moral responsibility can be explained solely by what one is aware of or what one’s intentions or 
motivations are, or that the explanation always involves these factors. For instance, some might think that not only 
what one is aware of, or not only one’s intentions or motivations, but the lack thereof might be relevant to the 
explanation (e.g., in cases of negligence). This is consistent with my view. My contention ultimately is that causal 
responsibility isn’t needed to explain the degree of moral responsibility.  
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one morally responsible. This is because it commits one to hold that the degree to which one is 

responsible can be determined before (part of) what makes one morally responsible is fixed.  

 To illustrate, consider the following cases: 

(Throw-and-Hit) Suzy wants to wound Sally by throwing a rock at her. She throws a 
rock, the rock hits Sally, and Sally gets wounded. 
 
(Throw-and-Miss) Billy wants to wound Barry by throwing a rock at him. He throws a 
rock at him but misses the target due to a strong gust of wind changing the trajectory 
of the rock. 
 
(Throw-Attempt) Timmy wants to wound Terry by throwing a rock at him. He decides 
to throw a rock at him, sets out sets out to move his arm to throw the rock, but a 
strong gust of wind pushes his arm back rendering him unable to throw the rock. 

Suzy, Billy, and Terry are all morally blameworthy. They are also blameworthy to the same 

degree because they differ only in their causal responsibilities and causal responsibility is 

irrelevant to the degree of moral responsibility. But what makes them morally blameworthy? It 

is clear that Terry is not morally blameworthy in virtue of his causal responsibility because he is 

not causally responsible for anything. He wills, tries, or sets out to cause something, but he fails. 

So, a satisfactory account of what makes him blameworthy might include factors such as his 

exercise of control over his decision and setting out to hurt Terry, his awareness of various 

relevant factors or lack thereof, and his motivations, intentions, cares or lack thereof, but it 

excludes his causal responsibility. If this is correct for Timmy, it’s unclear why it should be any 

different for Billy or Suzy.  

 Suppose we want to say that there is more involved in making Billy or Suzy morally 

blameworthy. So, what makes Billy morally blameworthy, in addition to what makes Timmy 

blameworthy, is that he is causally responsible for throwing a rock. What makes Suzy morally 
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blameworthy, in addition to what makes Timmy blameworthy, is that she is causally responsible 

for throwing a rock and for wounding Sally. Notice that we could come up with more elaborate 

stories in which one is causally responsible for, and hence purportedly morally responsible in 

virtue of, even further things—numerous further things. But it’s unclear why we should thus 

keep overpopulating the ground on which one is morally blameworthy. It is especially unclear 

once we consider that all these things that we keep adding to the ground that makes one 

blameworthy leave the degree to which one is blameworthy untouched. Hence, it seems, 

causal responsibility is redundant in explaining what makes one morally responsible. 

 Moreover, notice that once they set out to throw a rock, the degree of their 

blameworthiness is fixed and Suzy, Billy, and Timmy are blameworthy to the same extent. This 

is because the rest of what happens belongs to their causal responsibilities (or lack thereof) and 

I argued that causal responsibility is irrelevant for the degree of moral responsibility. So now if 

one wants to hold that, say, what makes Suzy morally responsible is also her causal 

responsibility for hurting Sally, one is committed to thinking that Suzy’s degree of moral 

responsibility is fixed even before what makes Sally morally responsible is fully in place. But this 

seems odd. It seems implausible to think that that one is morally responsible comes temporally 

after one’s degree of moral responsibility is fixed. By analogy consider the idea that the 

strength of a friendship can be fixed and in place even before what grounds that friendship, and 

hence that friendship itself, is in place, which seems quite odd. Hence, again, it seems 

implausible to hold that causal responsibility is (part of) what makes one morally responsible.     

  One might worry that in some cases where one seems to be blameworthy there isn’t 

any factor other than one’s causal responsibility that’s readily available to make one 
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blameworthy. Consider a drunk driver who gets into an accident. At the time of the accident, 

she’s not in control of what she’s doing and it’s hard to attribute her any relevant awareness, 

intention, or care. But nonetheless she seems blameworthy. In response, it is true that at the 

time of the accident the drunk driver lacks control, awareness, intention, or care. Notice, 

however, that it might be true also of Suzy at the time of rock’s hitting Sally that Suzy lacks all 

these features. Consider this:  

 (Throw-and-Hit*) Right after Suzy throws the rock and before the rock hits Sally, 
      Suzy is rendered unconscious by someone punching her in the head. Everything 
      else is the same as (Throw-and-Hit).  
 

Surely, Suzy is blameworthy. And we have no reason to think that what makes her blameworthy 

is any different than that which made her blameworthy in (Throw-and-Hit). So, in (Throw-and-

Hit) whether Suzy lacks control, awareness, intentions, and care at the time of the rock’s hitting 

Sally is irrelevant to whether Suzy is blameworthy or what makes her blameworthy. Similarly, 

whether the drunk driver lacks all these features at the time of the accident is irrelevant to 

whether she’s blameworthy or what makes her blameworthy. All we need to do to determine 

whether she’s blameworthy or what makes her blameworthy is to trace things back to where 

she has all these features just like we do for Suzy in (Throw-and-Hit*). 

  One might worry that there is a remaining moral difference between (Throw-and-Hit) 

on one hand, and (Throw-and-Miss) and (Throw-Attempt) on the other. After all, Suzy did 

wound someone whereas Billy or Timmy didn’t. And it seems appropriate that Suzy now has a 

duty of reparation or should somehow make amends with Sally whereas no further action is 

required of Billy or Timmy because they didn’t wound anyone. 
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 This brings us to the second sense of “S is morally responsible for Φ” which again is that 

“S is morally responsible to Φ,” “S has a responsibility regarding Φ,” or “S is to take 

responsibility for Φ.” The above concern is that while Suzy should take responsibility for 

wounding someone, Billy or Timmy need not take responsibility for anything. So, in this sense of 

being morally responsible for, Suzy is morally responsible for more things Billy or Timmy. In 

response, notice that now we are not talking about moral responsibility in the basic desert 

sense—in the sense of being apt for praise or blame. We’re talking about moral responsibility in 

the duty sense: what is it that Suzy, Billy, or Timmy should do? And my main thesis in this 

chapter—that causal responsibility is metaphysically irrelevant for moral responsibility—is 

about the former. So, even if the above concern is on the right track, it’s consistent with my 

view that Suzy is morally responsible for more things, i.e., she has more moral duties, compared 

to Billy and Timmy. 

 Indeed, that two views are consistent with another doesn’t mean that the combination 

of those views add up to a plausible view. So, one might worry whether I’m committed to an 

implausible view now. And here are two major reasons why one might have such a worry. One, 

I argued that Suzy’s causal responsibility, which also involves wounding Sally, isn’t part of what 

makes Suzy blameworthy. So, one might now worry whether it’s plausible to hold that Suzy has 

a duty to make amends with Sally for wounding her despite the fact that wounding her isn’t 

part of what makes Suzy blameworthy. Two, if Suzy has an extra duty while Billy or Timmy 

doesn’t, despite the fact that they are all blameworthy on the same grounds, one might worry 

that this is unfair to Suzy. 
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 Let’s begin by noting that being blameworthy for something is not necessary for a moral 

duty to incur regarding that thing. First, consider moral duties like telling the truth, keeping 

one’s promises, being non-maleficent, or helping those in need. None of them requires being 

blameworthy for anything. Second, consider that mere causal responsibility is often sufficient to 

generate a duty. Suppose while walking home, you get caught up in a heavy rainstorm which 

causes very low visibility. You want to avoid getting wet and sick. So, you start walking fast. 

Shortly after, you run into someone—who’s also walking fast to avoid getting wet—and knock 

him down. You’re causally responsible for what happened to him, but you’re not blameworthy 

for it given the circumstances. What happened is an accident. But surely you have a duty now—

you should help him up and get cleaned. Or suppose you take someone else’s property not 

knowing that it belongs to someone else. When it turns out later that it does belong to 

someone else, you have a duty to give it back, which doesn’t require you to be blameworthy for 

taking it in the first place. Third, consider cases where, through no fault of your own, your 

teenage kid, pet, or farm animal causes harm to others. You’re not blameworthy for the harm, 

but it’s perfectly plausible that it’s your duty to compensate for it. So, being blameworthy for 

something is not necessary for having a duty concerning that thing. Indeed, holding otherwise 

commits one to implausible claims.  

 Sure, it doesn’t follow that Suzy doesn’t have a duty to make amends with Sally. But it 

does follow that if Suzy has a duty, it’s dubious that this is because she’s blameworthy for 

hurting Sally. It’s entirely open to hold that Suzy’s duty arises from her being morally 

blameworthy for deciding, and setting out, or willing, to harm Sally plus her being causally 

responsible for hurting Sally (Khoury 2018). Or it could be that Suzy’s duty arises from what 
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Susan Wolf (2001) calls the nameless virtue—the virtue of taking responsibility for the 

consequences of one’s actions even if those consequences are unforeseen, unintended, or 

somehow out of one’s control. One might still worry that the foregoing two suggestions are a 

little ‘forced.’ But, contrary to appearances and as the above discussion shows, there isn’t a 

simple, straightforward connection between the two senses of responsibility—i.e., being 

blameworthy or praiseworthy versus having duties.51 

 Let’s now turn to the second worry above which was this: if Suzy has an extra duty while 

Billy or Timmy doesn’t, despite the fact that they are all blameworthy on the same grounds, 

one might worry that this is unfair to Suzy. First thing to note is that I’m not committed to 

holding that no new duties arise for Billy or Timmy. I suspect most blameworthiness might 

entail at least one specific duty—roughly, a duty to revise oneself, to try and be better. It’s 

plausible to think then that a new moral duty incurs also for Billy or Timmy. Of course, this duty 

would apply also to Suzy besides her duty to make amends with Sally. So, one might push the 

point that maybe it’s unfair that Suzy has this additional duty while Billy or Timmy doesn’t. 

After all, it is merely a random gust of wind that generates this difference. However, notice that 

this isn’t problematic for duty sense of moral responsibility. A random gust of wind can make a 

difference to incurring of a moral duty. If a gust of wind pushes a little kid into a pond, and 

 
51 In this regard, it's worth noting that blameworthiness for something may also not be sufficient to generate a 
duty concerning that thing. If you’re blameworthy for hurting someone, but another person nearby is much more 
in need of a help, you may have a duty to help that other person instead. And even if being blameworthy for 
something does generate a duty regarding that thing, the exact content of that duty is still a further question. 
Suppose you’re the blameworthy driver in a car crash where your car and another car are wrecked. It doesn’t yet 
follow that your duty is to compensate for the other car’s cost. Suppose the owner of the other car is extremely 
rich while you barely make the ends meet. It seems (morally) pointless to assign you the duty for compensation. 
Surely you should at least apologize to the other driver. But that’s precisely the point—the exact content of your 
duty, or what your duty is, isn’t determined only by that which you’re blameworthy for.  
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you’re the only one there to help, a new duty arises for you to save her life. Indeed, incurring of 

most of our moral duties are at least partly due to factors we cannot control if not in fact all of 

them. If someone happens to ask you a question, you have a (prima facie) duty to tell the truth. 

If someone happens to be around you, you have a (prima facie) duty to be non-maleficent 

towards them. The point is that unless one is prepared to call all these duties unfair or 

implausible, one shouldn’t think of Suzy’s duty to make amends with Sally unfair or implausible.   

 I conclude that causal responsibility is metaphysically irrelevant to what one is morally 

responsible for—responsibility understood in the basic desert sense. It might be relevant to 

what one is responsible for—responsibility understood in the duty sense. But this is neither 

inconsistent with my view nor makes my view an implausible one. I also argued in the previous 

section that causal responsibility is metaphysically irrelevant to the degree of basic desert 

responsibility. Hence, I conclude, causal responsibility is metaphysically irrelevant for basic 

desert responsibility.  

3. Various Advantages of My View 
 

  Needless to say, I think my argument above is sound. But the thesis that causal 

responsibility is metaphysically irrelevant for moral responsibility is also theoretically very 

advantageous. In this section, I will discuss three main advantages of this thesis.  

 One, consider Principle of Alternate Possibilities (PAP) according to which availability of 

alternate courses of action is a necessary condition for moral responsibility. To illustrate, 

suppose an assassin kills a victim. The principle tells us that the assassin is blameworthy only if 

she could have done otherwise—that is, roughly, only if she could have refrained from killing 
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the victim. PAP played, and continues to play, a central role in the debate over the control 

condition for moral responsibility—i.e., for free will. Compatibilists about free will typically hold 

that PAP is false. In fact, plausibly, compatibilists are committed to thinking that PAP is false. 

But many libertarians—i.e., incompatibilist defenders of free will—also think that PAP is false.52 

So, plausibly, it’s widely accepted that PAP is false.  

 Notice that if causal responsibility is irrelevant for moral responsibility, then whether 

one ends up bringing about one thing or another is irrelevant for moral responsibility. That is, 

whether one follows one course of action or another among the ones that are available to him 

in future is irrelevant for moral responsibility. It follows that PAP is false because the availability 

of alternate courses of action in future is irrelevant for moral responsibility. Hence, the thesis 

that causal responsibility is irrelevant for moral responsibility gives us a good explanation for a 

widely held view—that PAP is false.53 

 Two, if causal responsibility is relevant for moral responsibility, then the correct moral 

diagnosis of a given case is hostage to the correct causal diagnosis of that case. And the 

question regarding the correct causal diagnosis can get very messy. To illustrate, consider the 

perennial puzzle of thirsty traveler.54 Here’s a basic version of the thought experiment that 

gives rise to the puzzle:  

(Thirsty Traveler) Billy and Suzy, unbeknownst to one another, want Sally dead. Sally, 
the traveler, has a canteen full of water that she will need to drink to survive. To kill 

 
52 See, e.g., Stump (1999), Hunt (2000), Zagzebski (2000), and Shabo (2010). Some non-libertarian 
incompatibilists—i.e., responsibility skeptics—also reject PAP (Pereboom 2014). 
53 Zimmerman (2006:601-3) makes a similar point.  
54 The original thirsty traveler case is from MacLaughlin (1925). Cf. Kvart (2002), Sartorio (2007, 2015b), Moore 
(2009:466-7), Bernstein (2019) for further discussion on various causal and moral diagnoses for this case. Cf. 
Alexander (2021, pp.365-7) for further examples of the kinds of cases where causal diagnosis might get messy.  
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Sally, Billy fills the canteen with a poison that kills by dehydration. Afterwards, 
unaware of what Billy did, Suzy steals Sally’s canteen to kill her. When Sally gets 
thirsty, she reaches out for her canteen but can’t find it. Soon after, she dies of 
dehydration.  
 

It’s difficult to give a satisfactory causal diagnosis for this case. It’s hard to think that Billy killed 

Sally because it’s not Billy’s poison that killed her. It’s also hard to think that Suzy killed her 

because preventing someone from drinking poisoned water doesn’t kill them. And it’s equally 

hard to think that they didn’t kill her because if not for what they did she wouldn’t have died. 

But if neither Suzy nor Billy is causally responsible for her death, it’s difficult to see how Suzy 

and Billy conjunctively or disjunctively could be causally responsible for her death. Out of 

nothing, comes nothing.  

 If one holds that causal responsibility is relevant for moral responsibility, one needs to 

solve this puzzle before one can offer a moral diagnosis for the case. And that’s one good thing 

about the thesis that causal responsibility is not relevant for moral responsibility. We don’t 

need to wait for the correct theory of causation to arrive before we can morally assess this 

case. Moreover, I think, this thesis gives us the intuitively correct result which is not guaranteed 

on the assumption that causal responsibility is relevant: Billy and Suzy both are morally 

blameworthy, and they each are as blameworthy as a murderer. It's difficult to think that 

they’re not blameworthy or somehow (much) less blameworthy than a murderer.  

 Three, some philosophers think that we need an account of luck to determine (whether 

there is moral luck, and by extension) whether there is resultant moral luck. This is because 

they prefer to define resultant moral luck as follows: resultant moral luck occurs only when luck 
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in the results of an action increases one’s degree of morally responsibility. Hence, if we don’t 

know what result is or isn’t lucky, we can’t determine whether there is resultant moral luck. 

 What counts as lucky ranges from ‘all results’ all the way to ‘no results,’ and in the 

literature we find proponents of both ends of the spectrum as well as proponents of various 

middle ground positions.55 It is unlikely that the debate will settle anytime soon if at all. It is 

telling to recall the fate of the search for a non-accidentality—i.e., anti-luck—condition for 

accounts of knowledge in the post-Gettier literature. Hence, we shouldn’t want the correct 

assessment of moral responsibility to be hostage to the correct account of luck—if there is such 

an account.56 And the thesis that causal responsibility is irrelevant for moral responsibility 

grants us just what we should want. If true, the thesis entails that whether a result of an action 

is lucky or unlucky is irrelevant for moral responsibility.   

4. Conclusion 
 

 I argued that causal responsibility is metaphysically irrelevant to (a) what one is morally 

responsible for and to (b) the degree of moral responsibility. And since (a) and (b) are all that 

needs to be explained about moral responsibility, I concluded that causal responsibility is 

metaphysically irrelevant for moral responsibility. I also showed that this conclusion comes with 

significant theoretical advantages. It provides an explanation for a widely held view—that the 

 
55 Alexander (2021:364) says “[o]nce one acts, the results… are a matter of luck.” Hales (2015) is skeptical about all 
accounts of luck, and hence suggests that there’s no problem of moral luck to begin with. Cf. Levy (2011), 
Whittington (2014), and Peels (2015) for various other accounts of luck and ensuing discussions over moral luck. 
56 As I mentioned in the previous chapter, it’s also dubious that emphasizing the role of luck in defining (resultant) 
moral luck or in the debate over (resultant) moral luck is any fruitful. Cf. Hartman (2017:23-31) and Anderson 
(2019) for further discussion on this. 
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Principle of Alternate Possibilities is false—and allows us to ignore various philosophically 

messy debates in assessing moral responsibility.  
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Chapter 5: The Epistemic Condition and The Control Condition for 

Moral Responsibility 
 

 

Abstract:  

In this chapter, I will discuss two of the conditions for moral responsibility: the epistemic 

condition and the control condition. I will argue that moral responsibility does not require 

any form of true belief. Hence, the epistemic condition does not require anything external 

to agents. I will also argue that the leading theories of responsibility relevant control, in 

their most plausible forms, don’t require anything external to agents. Hence, the control 

condition doesn’t require anything external to agents. I will conclude that the control 

condition and the epistemic condition for moral responsibility depend only on factors 

internal to agents.  

 

  

 Here is where we are at in my argument for responsibility internalism. I said that there 

are three potential conditions for moral responsibility: the control (or freedom) condition, the 

epistemic (or awareness) condition, and the causal responsibility condition (or consequences). 

And so far, I argued that causal responsibility is metaphysically irrelevant for moral 

responsibility. In this chapter, I will argue that the other two conditions—the epistemic 

condition and the control condition—depend only on factors internal to agents.  

 Let me begin again by briefly illustrating these two conditions for moral responsibility. 

Suppose you push a button thinking that it will only turn on the light in your room. 

Unbeknownst to you the button is connected to a mechanism in the next room to torture an 

innocent person. So, you end up torturing an innocent person which plausibly is morally wrong. 

But intuitively it doesn’t seem like you’re blameworthy—assuming, of course, that you’re not 

culpable for your unawareness of the person in the next room. Moreover, if you didn’t push the 
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button freely, you’re again not morally responsible for what you did. For instance, if you were 

under hypnosis when you pushed the button, intuitively you’re not blameworthy.     

1. The Epistemic Condition Doesn’t Depend on Factors External to Agents 
 

 As illustrated above, moral responsibility requires an awareness of certain relevant 

factors. Two questions arise now. One, what are these relevant factors? Two, what kind of 

awareness is required? Potentially relevant factors involve awareness of one’s action, the 

consequences of one’s action, alternative courses of action, and perhaps the moral significance 

of these factors. And the awareness in question could be knowledge, justified belief, true belief, 

or belief.   

 So, the potentially relevant factors involve elements external to agents—such as the 

consequences of an action, or the moral significance of those consequences. Coupled with 

certain kinds of awareness, this will threaten internalism. For instance, if responsibility requires 

knowledge of the consequences of one’s action, then internalism is false. This is because 

knowledge requires truth and truth of elements external to agents requires something external 

to agents. Consider, for example, the correspondence between the belief and the extramental 

element.  

 However, as many philosophers believe, knowledge is too strict a requirement and 

hence isn’t necessary for moral responsibility (Baron 2017: 58-9, Haji 2008:90, Peels 2014:493-

4, Rosen 2008:596, Zimmerman 1997:412). Consider the following case discussed by Rosen 

(2008:596):  

86



Dorfman poisons Mrs. Dorfman by putting what he takes to be arsenic in her tea. The 
stuff is indeed arsenic and Mrs. Dorfman dies as planned. But Dorfman does not know 
that the stuff is arsenic (or that his act subjects his victim to an unjustifiable risk of 
death) because: The chemist who sold Dorfman the arsenic is a famous liar … [G]iven 
the chemist’s well-known track record of selling sugar as arsenic to would-be 
poisoners, Dorfman had no business believing him. Dorfman’s pertinent beliefs are 
true, but they do not amount to knowledge because they are based on insufficient 
evidence. 
 

Intuitively Dorfman is blameworthy for what he did. It’s implausible to think that he’s not 

blameworthy because he didn’t know that he was poisoning his wife or that his wife would 

consequently die. Hence, the kind of awareness required for moral responsibility isn’t 

knowledge. Notice also that Dorfman doesn’t have a justified belief. His belief that he has 

arsenic is based on insufficient evidence, and on an unreliable belief forming process—the 

chemist is a liar. This suggests that the kind of awareness required for responsibility isn’t 

justified belief either.57   

 But Dorfman does have a true belief. This might suggest that true belief is necessary for 

moral responsibility. And again, coupled with certain potentially relevant factors for moral 

responsibility, this will threaten internalism. For instance, if Dorfman must have a true belief 

about the consequences of his action for him to be morally responsible, then internalism is 

false. This is because the truth of this belief requires an element external to Dorfman—i.e., his 

wife’s death. 

 
57 It’s clear that if reliabilism about epistemic justification is true, Dorfman’s belief is not justified. (See Goldman 
and Beddor (2021) for a discussion on reliabilism.) Similar cases could be created to satisfy other externalist 
theories of epistemic justification. But if internalism about epistemic justification is true, Dorfman’s belief may or 
may not be justified. However, this is benign for my purposes because internalism about epistemic justification 
isn’t a threat to responsibility internalism. (See Pappas (2017) for a discussion on externalist and internalist 
theories of justification.)  
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  However, true belief about the potentially relevant factors external to agents is not 

necessary for moral responsibility. Here’s an argument for this. I will call it the Argument from 

Moral Encouragement. Consider a significant aspect of our moral practices—namely, moral 

encouragement. We typically encourage people—ourselves included—to live a moral life which 

involves encouraging people to seek the morally right courses of action and act accordingly with 

one’s findings.  Of course, it’s undesirable that we go around pestering people to live a moral 

life. But encouraging people for a moral life is typically our default position, and we do 

encourage people for a moral life if the right opportunity arises. It’s largely because we so 

encourage people that we also promote thinking and theorizing about the correct moral 

principles. We want to find out what’s morally right or wrong and act accordingly with our best 

findings. It would certainly be strange, moreover, to think that we have no moral reasons for 

moral encouragement. So, not only moral encouragement is a significant aspect of our moral 

practices, but we also have good moral reasons for it.  

 Yet, despite our earnest search for the right courses of action, our findings could be 

mistaken in all potentially morally relevant respects. We could be mistaken about the moral 

significance of our actions, their consequences, or alternative courses of action. Suppose, for 

instance, Suzy is facing a moral dilemma. She earnestly searches what she should do and even 

consults our best moral theories. Finally, she forms her beliefs and performs the action that she 

thought was right. As it turns out, however, her beliefs are false, and she performed a morally 

wrong action. We could hardly find her blameworthy. In fact, we should find her praiseworthy 

because we do, as we should, encourage her to do exactly as she did. And if we encourage 

someone to do something, and they do exactly as we encourage them to do, we should only 
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praise them for it. This suggests that one can be praiseworthy for an action even if one’s beliefs 

regarding the potentially morally relevant factors external to one are all false.  

 We can also run a parallel argument for blameworthiness. Suppose that Suzy performs a 

morally right action which, after all her pondering and research as above, she believed was 

wrong. We should find her blameworthy because she did the exact opposite of what we 

encourage her to do. She did what we discourage, or seek to prevent, her from doing. And if we 

discourage someone from performing an action and they perform it anyway, we should only 

blame them for it. This suggests that one can be blameworthy even if one’s beliefs regarding 

the potentially morally relevant factors external to one are all false.  

 One might object that just because we should praise Suzy doesn’t mean she’s in fact 

praiseworthy or that just because we should blame her doesn’t mean that she’s blameworthy. 

This is because there might be other reasons (e.g., instrumentalist reasons, or reasons due to a 

threat) to praise or blame someone even when they don’t deserve praise or blame. In response, 

it would be odd to think that moral encouragement—a significant aspect of our moral practices 

for which we seem to have good moral reasons—leads us to praise people while they’re in fact 

not praiseworthy and to blame them while they’re in fact not blameworthy. We would have to 

hold that moral encouragement leads us to pretentious moral practices—that we should 

behave as if they are praiseworthy while believing that they are not and that we should behave 

as if they are blameworthy while believing that they are not. We would also have to hold that 

we sometimes should encourage people to act in unpraiseworthy ways, and discourage people 

from acting in unblameworthy ways.  
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 Alternatively, an objector might think that our practice of moral encouragement is 

flawed and hence should be given up. But it would be too costly to give up encouraging people 

to strive for a moral life. Not only would we have to stop encouraging people—including 

ourselves—to seek what’s morally right or wrong and act accordingly with the best findings, but 

we’d also lose a significant motivation in our collective endeavor for theorizing about the 

correct moral principles. Imagine telling people that our best moral theories tell them to 

perform a certain act, but nonetheless they may not be praiseworthy for it.  

 An objector might point out that we encourage people to do the right thing, and not 

merely to seek what’s right and act accordingly with the best moral findings.58 In response, 

encouraging people to do the right thing, in practice, hardly amounts to more than encouraging 

them to seek what’s right and act accordingly with the best moral findings. To illustrate, 

imagine that someone who’s lost about what they should do asks you for advice and your 

response to them is “You should do the right thing.” This is hardly helpful because it adds 

virtually nothing to the conversation.59 The sensible thing to do to further the conversation is to 

tell them what that right thing is as you believe if you’re already prepared to do so. If not, you 

should encourage them to seek what’s morally right, maybe also suggest that you do this 

together. Either way, you end up encouraging them to act accordingly with the best moral 

findings.  

 
58 Thanks to Stephen Kershnar for raising this concern.  
59 Notice that “You should do the right thing” is akin to a tautology. This is because “You should do X” entails that 
“X is the right thing to do.” 
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 So, the Argument from Moral Encouragement suggests that beliefs that one has need 

not be true for one to be morally responsible. For the purposes of moral responsibility and 

regarding the beliefs that one has, what matters is what one takes to be the case and not what 

is in fact the case. However, some philosophers argue that not only beliefs that one has but also 

some beliefs that one should have are relevant for moral responsibility. For instance, 

sometimes when people perform unwitting acts, we still find them blameworthy because ‘they 

should have known better.’ Consider the following case discussed by Sher (2009:24):  

(Hot Dog) Alessandra, a soccer mom, has gone to pick up her children at their 
elementary school. As usual, Alessandra is accompanied by the family’s border collie, 
Bathsheba, who rides in the back of the van. Although it is very hot, the pick-up has 
never taken long, so Alessandra leaves Sheba in the van while she goes to gather her 
children. This time, however, Alessandra is greeted by a tangled tale of misbehavior, 
ill-considered punishment, and administrative bungling which requires several hours of 
indignant sorting out. During that time, Sheba languishes, forgotten, in the locked car. 
When Alessandra and her children finally make it to the parking lot, they find Sheba 
unconscious from heat prostration. 

Notice that Alessandra is unaware that she left Sheba in the car, and hence unaware that she’s 

failing to do something she should do. Despite this fact, some philosophers hold that 

Alessandra is blameworthy because she could and should have been aware of the relevant 

factors.60 This seems to suggest that she is blameworthy because of certain possible beliefs that 

are true—e.g., that she in fact left Sheba in the car. If this is right, then a true belief can be 

relevant to moral responsibility. Hence, the awareness requirement for moral responsibility 

doesn’t depend solely on factors internal to agents.  

 
60 See, e.g., Clarke (2017), Fitzpatrick (2017), Rudy-Hiler (2017), and Sher (2009). However, some philosophers hold 
that one cannot be directly morally responsible for such unwitting or negligent acts or omissions, or that one can’t 
be responsible for such acts or omissions at all. See, e.g., Kershnar (2018:ch.7), Levy (2017), Rosen (2004), and 
Zimmerman (1997).   
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 In response, first, even if one could be morally responsible because of what one could 

and should have been aware of, it doesn’t yet follow that the awareness in question is of what 

is in fact the case. It is consistent to hold that one can be morally responsible because of what 

should have been aware of, but that the awareness in question is of what one should have 

taken to be the case. And what one should have taken to be the case doesn’t presuppose what 

is in fact the case—i.e., truth. Second, if one insists that the awareness in question is of what is 

in fact the case, one has to explain the following asymmetry. As I argued above, the relevant 

beliefs that one has don’t have to be true for one to be morally responsible. But the objector 

now asserts that the beliefs that one should have requires an extra element—i.e., truth. Third, 

and to also bolster the previous two points, consider a variant of the Hot Dog case:  

(Hot-Dog-False-Belief) Everything is the same as the Hot Dog case except that 
Alessandra had a false belief that she left Sheba in the van. As she’s leaving the van, 
for all she knows she just left Sheba in the van. But Sheba is actually not in the van.   
 

Intuitively, if Alessandra is blameworthy in (Hot Dog), she’s blameworthy in (Hot-Dog-False-

Belief) just the same. One might object that she is not blameworthy in the latter case because, 

unlike in the former, Sheba didn’t in fact suffer. But if, as I argued, causal responsibility or 

consequences are irrelevant for moral responsibility, this objection fails.61 And if Alessandra is 

blameworthy in the latter case, this could only be due to the false belief that she left Sheba in 

the car. This is  because this false belief that she had but forgotten is the only other difference 

 
61 Notice also that thinking that Alessandra is not blameworthy in (Hot-Dog-False-Belief) would commit one to 
holding that one cannot be blameworthy unless some unwanted results follow from one’s actions. But even those 
who think that causal responsibility is relevant to moral responsibility, or the proponents of resultant moral luck, 
wouldn’t accept this. Recall, for instance, that in comparing murder and attempted murder, they wouldn’t claim 
that merely attempting to murder doesn’t make one blameworthy at all. All they hold is that murderers are more 
blameworthy than those who merely attempt murder. So, one doesn’t have to hold that causal responsibility is 
irrelevant for moral responsibility to hold that Alessandra is blameworthy in (Hot-Dog-False-Belief).  

92



between the two cases. This suggests that if Alessandra is morally responsible, it’s because of 

what she should have taken to be the case, and not because she should have been aware of 

what is in fact the case. And if this is the correct explanation of why Alessandra is blameworthy 

in the latter case, it should also be the correct explanation of why she is blameworthy in the 

former case. Hence, even if one can be morally responsible because of what one should have 

been aware of, the awareness in question is not of what is in fact the case but of what one 

should have taken to be the case.  

 To sum it up, the awareness requirement for moral responsibility could be knowledge, 

justified belief, true belief, or belief concerning potentially responsibility relevant factors. I 

argued that this awareness can’t be knowledge, justified belief, or true belief. The awareness in 

question is not of what’s actually the case but of what the agent takes (or should have taken) to 

be the case. And what one takes to be the case doesn’t presuppose any elements external to 

agents. Hence, the awareness requirement for moral responsibility depends only on factors 

internal to agents. 

2. The Control Condition Doesn’t Depend on Factors External to Agents  
 

 In this section, I’ll present the leading theories of responsibility relevant control and 

argue that none of them, in their most plausible forms at least, requires external elements.  

 As mentioned above, the control in question is the subject matter of the classic free will 

debate. Broadly speaking, there are two kinds of theories of control: compatibilist theories and 

incompatibilist theories. The two leading compatibilist theories are the deep-self view and the 
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guidance control theory.62 According to the deep-self view, one has responsibility relevant 

control just in case one’s behavior is controlled by one’s deep self. One’s deep self, in turn, is 

defined in terms of one’s second-order volitions, cares, commitments, values, perceptions, or 

judgements of the good.63 For instance, on Frankfurt’s (1971) account, one has responsibility 

relevant control just in case one’s act is governed by one’s will and one’s will is governed by his 

second-order volitions. A second-order volition is a second-order desire that a first-order desire 

be a will (that is, a desire that brings about an act). On Watson’s (1975) view, one has 

responsibility relevant control just in case one’s action is governed by a value, where a value 

functions similar to a second-order volition.  

 According to the guidance control theory, one has responsibility relevant control just in 

case one’s action issues from one’s own moderately reasons-responsive mechanism (Fischer 

1994, 2007; Fischer and Ravizza 1998). A mechanism is moderately reasons-responsive just in 

case it is regularly receptive, and overall reactive, to reasons for action. To illustrate, suppose 

Suzy wants to go to swim in the ocean and sets out to leave her house. As she’s walking by the 

window, she realizes that a storm is coming. So, she changes her mind and stays at home. This 

suggests that Suzy’s deliberative process—i.e., the ‘mechanism’ that issues her behavior—is 

receptive and reactive to reasons for action. When she has a desire to go to swim, absent any 

outweighing reasons, it recognizes this reason and issues a behavior accordingly with that 

 
62 Another leading compatibilist view is the sanity theory (Wolf 1987, 1990), which involves, in addition to the 
requirements of the deep self-view, an epistemic condition. Since I discussed the epistemic condition for 
responsibility in the previous section, I won’t further discuss the sanity theory.  
63 See Frankfurt (1971), Mitchell-Yellin (2015), Shoemaker (2003), and Watson (1975) for various versions of the 
deep-self (or the hierarchical mesh) view.  
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reason. But upon realizing that there is an outweighing reason, it issues a different behavior 

accordingly with the outweighing reason.  

 Incompatibilist—i.e., libertarian—theories of control can be divided into three 

categories: event-causal theories, agent-causal theories, and noncausal theories.64 According to 

event-causal theories, the control in question requires nondeterministic causation by apt 

mental states. That is, an agent controls her act just in case mental events that involve her 

reasons—i.e., her beliefs, desires, and intentions—nondeterministically cause her act. 

According to agent-causal theories, an agent controls her act just in case she  

nondeterministically causes her act. The agent is said to be an object rather than an event. 

Hence, although the causing of her act might involve antecedent mental events involving her 

reasons, the agent must be the ultimate cause of her own choice of action. According to 

noncausal theories, control doesn’t (or need not) involve causation. It’s argued that every 

action either is or begins with a mental action—i.e., choice. Making the choice doesn’t involve 

exerting any causal power, and we make the choice ours simply by performing it, or by being 

the subject of the choice. And as long as this choice is undetermined by previous events, it’s a 

freely made choice.   

 There’s much more to be said about these theories but this suffices for our purposes. 

Notice that these theories flesh out responsibility relevant control ultimately in terms of factors 

internal to agents—beliefs, desires, cares, judgements, intentions, a specific relationship among 

 
64 For event-causal theories, see Balaguer (2004), Ekstrom (2019), and Kane (2016). For agent-causal theories, see 
Chisholm (1966), Clarke (1993), Griffith (2010). For noncausal theories, see Ginet (1997), Palmer (2016), Widerker 
(2018).  

95



them or their causing one’s choice of action in a certain way, one’s capacity to be responsive to 

reasons, or one’s causing one’s choice of action or one’s simply choosing in a certain way. But I 

need to address various potential objections before I can more firmly conclude that these 

theories don’t require factors external to agents. Below I will discuss three objections.  

 The first objection concerns the guidance control theory. One might worry that reasons-

responsiveness depends on one’s response to moral reasons, and at least some moral reasons 

(e.g., special obligations, reasons to help others, reasons not to hurt others) are at least partly 

external to agents.65 If this is correct, then the guidance control theory requires factors external 

to agents. However, a response to external moral reasons, or more broadly to what the 

external world is actually like, isn’t necessary for moral responsibility. Consider an assassin 

firing her weapon to kill a victim. Unbeknownst to her, she was drugged half an hour ago. The 

only effect of the drug is that it made it seem to her falsely that the victim was standing right 

there as she fired her weapon. Intuitively, she is blameworthy despite the fact that her attempt 

to kill the victim was unsuccessful. But notice that she is not exactly responding to what the 

world is like, nor for that matter to moral reasons external to her. Consider also someone 

plugged to an experience machine. Imagine that for all he knows, he lives in a real world and 

everyone he interacts with are real people. In that simulated world, he is an assassin. He goes 

around ‘killing’ innocent people for money. Intuitively, he is blameworthy. We would hardly 

treat him any differently than any other real-world assassin if we unplugged him from the 

 
65 Cf. Fischer and Ravizza (1998:252-3). One might also object that the requirement for the reasons-responsive 
mechanism to be one’s own also involves elements external to agents (cf. Fischer and Ravizza 1998:241-3). I’ll 
discuss the so-called mechanism ownership condition below. 
 

96



experience machine. But notice again that he is not responding to what the world is like. In fact, 

his perception is radically and systematically mistaken. He is never responding to what the 

external world is like. It follows that reasons-responsiveness cannot depend on responding to 

what the external world is like. Similarly with the conclusion in the previous section, what 

seems to matter ultimately is one’s response to what one takes (or should have taken) the 

world to be like. 

 The second objection concerns an especially suspicious element above—i.e., 

(in)determinism. Compatibilists hold that the responsibility relevant control is compatible with 

determinism while incompatibilist hold that it’s not. As it’s typically understood in this debate, 

determinism is the idea that at any moment the state of world and the laws of nature entail a 

unique future, and indeterminism is the idea that determinism is false. Hence, (in)determinism 

is a feature not only of agents but of the world. It would then appear that something external 

to agents is a crucial factor for responsibility relevant control. However, this is mistaken—or so I 

will argue.  

 Let me first introduce some terminology. By “global (in)determinism,” I will mean 

(in)determinism that obtains only outside an agent. By “agential (in)determinism” I will mean 

(in)determinism that obtains only within an agent. I will argue that global (in)determinism is 

irrelevant for responsibility relevant control. What matters is only agential (in)determinism, and 

hence the concern regarding (in)determinism in the debate over the control condition doesn’t 

threaten responsibility internalism.  
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 As it is typically understood in the contemporary literature, compatibilism is the idea 

that agents can be free and morally responsible even if determinism is true. That is, regardless 

of whether determinism obtains, we can still have the responsibility relevant control.66 This 

suggests that (in)determinism is irrelevant to the compatibilist theories of control. Indeed, 

compatibilists sometimes mention this feature of their theories as an advantage over 

libertarian theories (Fischer 2007:47). It’s also worth noting that a significant number of 

libertarian theorists hold that one or the other compatibilist theory mentioned above identify a 

necessary condition for responsibility relevant control.67 But this is viable only if compatibilism 

is consistent with indeterminism. Hence, the compatibilist theories above are consistent with 

(in)determinism. 

 Moreover, even if determinism is not just consistent with but necessary for control, it’s 

unclear why the required determinism should be global determinism. Even if determinism is 

necessary for control, it is hard to think that some undetermined particles somewhere far in the 

universe could undermine this control.68 If this is correct, then it is also hard to think that some 

undetermined particles right outside the agent and about to move into the agent could 

 
66 Some classical compatibilists thought that determinism is not only compatible but also necessary for free will. 
Starting from around 1960s, more and more compatibilists gave up the idea that determinism is necessary. An 
influential factor in this turn of events has been quantum mechanics and indeterministic interpretations of physics 
becoming more and more popular. However, even for those who in the past defended that determinism is 
necessary for free will, at least for some of them, it’s unclear whether they required global determinism or agential 
determinism. For instance, it’s often taken that Hobart (1934) argues that determinism is necessary for free will. 
But, as Cyr (forthcoming)—himself a compatibilist—argues, it’s best to interpret Hobart as requiring not (what I 
called) global determinism, but agential determinism. The idea that freedom is compatible with both determinism 
and indeterminism is sometimes called ‘supercompatibilism’ (Vargas, 2012, p.420 and fn.4.) which is the majority 
position among contemporary compatibilists.    
67 See O’Connor and Franklin (2021), section 2.5, for a discussion on this and a survey of libertarian theorists who 
build their views on one or another compatibilist theory. 
68 van Inwagen (1983:126) makes a similar point for the relevance of determinism for incompatibilist theories. He 
says, “if determinism is incompatible with free will, so is the thesis that everything except one distant particle of 
matter is determined.” 
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undermine her control. Mere distance (spatial or temporal) of these particles, as long as they’re 

outside the agent, doesn’t seem to be relevant to agential control. Whether these particles are 

determined or undetermined, they’re completely outside the agent’s control, and as such, their 

moving into the agent one way or the other couldn’t make a difference to the control she 

exercises afterwards.   

 To illustrate, and to bolster the point here, consider a case of instant creation. Imagine 

that an agent is instantly created and, immediately after creation, she finds herself in an 

environment where she must make a choice. The particles in the environment could be 

determined or undetermined. The only difference between these two possibilities is that while 

the deterministic scenario ensures that there’s a single way for particles to move into the 

agent, in the indeterministic scenario there are multiple options. But this doesn’t seem to be 

relevant to the control she will exercise afterwards. Notice that we’re not imagining a unique 

environment in which she finds herself. We could have easily imagined a totally different 

environment. In this new environment, if determinism obtains, there’s again a single way for 

the particles to move into the agent. But the way they move in this new scenario is different 

than the way the move in the previous deterministic scenario. It’s hard to think that the agent 

exercises control over her choice in one of these deterministic scenarios but not the other. 

Hence, the exact way the particles move into the agent is irrelevant to the control she 

exercises. They could move one way or the other. And this is just what happens when the 

particles in the environment are undetermined—they could move one way or the other. It 

follows that even if some form of determinism is necessary for control, it’s not the global 

determinism that’s necessary. 
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 Turning now to incompatibilist theories of control—i.e., libertarians—, they require 

indeterminism for responsibility relevant control. However, global determinism is consistent 

with all the libertarian theories above. While some event-causal theories require that 

determinism take place in one’s deliberation, others require that indeterminism take place after 

deliberation and before the choice of action is caused. It is sufficient for agent-causal theories 

that an agent’s causing of her choice of action be uncaused or not be deterministically caused 

by prior mental events. It is sufficient for noncausal theories that an agent’s simply choosing—

instead of causing her choice—be undetermined by prior mental events.  

 Moreover, similarly as above, even if indeterminism is necessary for control, it’s unclear 

why the required indeterminism should be global indeterminism. One major libertarian concern 

about determinism is that an entirely deterministic world doesn’t leave room for agents 

genuinely contributing to their own choices of action. This is because, it’s argued, such a 

universe dictates choices of action before agents even begin their deliberation. But even if 

global determinism obtains, as long as agential determinism doesn’t, what comes before one’s 

choice or deliberation doesn’t determine—i.e., doesn’t ‘dictate’—how one deliberates or 

chooses. This suggests that even if indeterminism is necessary for responsibility relevant 

control, it’s not the global indeterminism that’s necessary.  

 An objector might rightly point out that the libertarian worry about determinism isn’t 

only a backward-looking one—i.e., prior to and including deliberation or choice. The other 

concern they have about determinism is a forward-looking one—i.e., that determinism doesn’t 

leave room for alternate possibilities. And according to the Principle of Alternate Possibilities 

(PAP), availability of alternate courses of action is a necessary condition for moral 
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responsibility. This seems to imply morally responsibility requires some elements external to 

agents—i.e., multiple courses of future. However, recall that many libertarians deny PAP. This 

suggests that rejecting PAP is consistent with libertarian theories of control. Moreover, as I 

argued in the previous chapter, since extramental elements in one’s causal responsibility are 

irrelevant for moral responsibility, alternate courses of future are also irrelevant for moral 

responsibility. Hence, PAP is false. 

 It seems then that global (in)determinism is irrelevant for both compatibilism and  

incompatibilism about responsibility relevant control.  

 The third objection stems from one among the most pressing arguments against various 

(especially the compatibilist) accounts of control—i.e., the ones based on manipulation cases. 

The relevance of this for our purposes is that, in response, some philosophers suggest that an 

appropriate account of control must involve some historical elements, or elements external to 

agents. The so-called manipulation argument comes in different forms. I’ll discuss one that’s 

due to Mele.69 Consider the following case.  

(Brainwashed Beth) Beth has an exceptionally good moral character. She leads a 
morally good life—she never means harm to anyone, she’s very kind and always 
extends herself to help others. One night while she’s asleep, a team of psychologists 
implant new beliefs, desires, and values in Beth after erasing hers—i.e., they 
brainwash her. They leave Beth’s memory intact, and we can assume that Beth 
remains moderately reasons-responsive as before. Next morning, Beth wakes up with 
a strong desire to kill her neighbor George. Killing George is also what she wants deep 
down and is consistent with her new set of beliefs and values. So, she goes ahead and 
kills George. The following night the psychologists reverse the brainwashing. Beth 
wakes up in the morning having the good moral character that she had before. 

 

 
69 See Mele (2009, 2016, 2019:ch. 4). Another well-known manipulation argument is Pereboom’s Four-Case 
Argument (Pereboom 1995, 2014:ch.4). 
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Notice that when she killed George, Beth satisfied the conditions for the compatibilist theories 

of control mentioned above. But intuitively, it’s argued, she’s not morally responsible for killing 

George. Compatibilist replies to this worry fall into two categories—the hard-line reply and the 

soft-line reply.70 While the hard-liners hold that Beth did have the responsibility relevant 

control when she killed George and she is blameworthy, soft-liners disagree.  

 But if Beth doesn’t have the responsibility relevant control despite the fact that she 

meets all compatibilist conditions internal to agents, there must be some further—i.e., 

external—condition(s) for compatibilist theories of control, or so the soft-liners reply. For 

instance, driven mainly by this concern, some soft-liners argue that the guidance control theory 

involves a mechanism ownership condition. That is, responsibility relevant control requires not 

only that the mechanism that issues one’s behavior be moderately reasons-responsive but also 

that the mechanism be one’s own. It’s argued that one makes a mechanism their own by taking 

responsibility for the behavior that the mechanism issues. One can achieve this over time, and 

without reflection (e.g., as a result of one’s upbringing and moral education) or via reflection 

(on one’s choices and actions, and others’ attitudes towards one’s choices and actions). And 

 
70 This terminology is due to McKenna (2008) who takes the hard-line approach. Among the other hard-liners are 
Cyr (2019), Frankfurt (2002), Khoury (2014), Tierney (2013), and Watson (1999). Among the soft-liners are 
Demetriou (2010), Fischer and Ravizza (1998), and Mele (2019) (though Mele is agnostic about compatibilism (cf. 
Mele 2019:3)). The debate between hard-liners and soft-liners is basically a debate between externalists and 
internalists. In the literature, externalists are sometimes called “historicists” because they argue that certain 
historical conditions affect the control condition (or moral responsibility). Internalists are sometimes called 
“snapshot theorists” or “time-slice theorists” because they argue that all that’s relevant to the control condition 
(or moral responsibility) is an agent’s snapshot or time-slice properties. I think this a bit misleading. One can have 
external properties at a given time-slice. One can also have historical but internal properties. For instance, given a 
four-dimensionalist space-time worm picture of an agent, one’s past mental states can be both historical and 
internal to the agent. So, I suspect some so-called historicists might properly be called internalists, or that there 
might be internalist theories that involve historical elements. But it’s rather clear in the literature that many so-
called historicists require elements that are genuinely external to agents. One last note: the debate between the 
historicists and snapshot theorists is not a debate merely among compatibilists, and is independent of the debate 
between compatibilists and incompatibilists. But for simplicity, I write as if it’s a debate among compatibilists. 
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since the mechanism that issued Beth’s behavior—i.e., killing George—is not one that Beth 

takes responsibility for, Beth lacked responsibility relevant control when she killed George and 

hence isn’t blameworthy. 

 However, this reply doesn’t adequately address the worry raised by manipulation cases 

but merely pushes the problem back. Here is why. The underlying worry in (Brainwashed Beth) 

is that agents other than Beth are in charge of what she does. And notice that the temporal 

distance of these other agents—i.e., the manipulators—to the manipulatee is irrelevant. If the 

manipulators set up a system a few days before that fateful night and ensured that it would 

kick in to do the brainwashing the night that the original brainwashing occurred, the worry 

would remain that Beth isn’t morally responsible for killing George—if she’s in fact not morally 

responsible. In that case, consider this:   

(Seth-to-Kill) Seth was created by a super-powerful being in a deterministic world such 
that when Seth turns thirty, he will kill Jerry. It is also determined by this super-
powerful being that the mechanism that issues Seth’s behavior is moderately reasons-
responsive, and that earlier in his life Seth will go through a process after which he will 
take responsibility for this mechanism. Years later, Seth turns thirty and kills Jerry.  
 

Notice that just like in (Brainwashed Beth), an agent other than Seth is in charge of what he 

does. And if the temporal distance between the manipulator and the manipulatee is irrelevant, 

(Seth-to-Kill) is the same as (Brainwashed Beth) in all relevant respects. It follows that if Seth is 

blameworthy, then Beth is blameworthy all the same, and if Seth is not blameworthy, neither is 

Beth.71 But then it is unclear what the externalist requirement in question brings to the table in 

the face of the underlying worry in manipulation cases. This is because while (Brainwashed 

 
71 This is similar to the worry sometimes raised by the so-called “zygote argument.” See Mele (2016:71–2, 2019: 
83–4). 
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Beth) and (Seth-to-Kill) are relevantly similar in all respects (i.e., if the former is a manipulation 

case, so is the latter), and Beth doesn’t meet the above externalist requirement and Seth does, 

Beth and Seth are on a par regarding their moral responsibility.72  

 Notice also that this is not a problem only for the above suggested externalist 

requirement but generalizes over all potential externalist requirements. As Watson (1999:360-

1) puts:  

[C]onsider any compatibilist account of the conditions of free agency, C. It is possible 
for C to obtain in a causally deterministic world. If that is possible, then it is possible 
that a super-powerful being intentionally creates a C-world, by bringing about the 
relevant antecedent conditions in accordance with the relevant laws. 

 

So, for any potential compatibilist control condition—even those that are external to agents—

that condition can be brought about by someone other than the agent herself. It follows that 

externalist requirements can hardly add anything to the compatibilist reply against the 

underlying worry in manipulation cases—which is basically what motivates such requirements. 

If this is correct, compatibilists should reject externalist requirements. 

 Moreover, internalist compatibilists still have much to say about manipulation cases. For 

instance, consider (Brainwashed Beth) again. Let’s call Beth pre- and after-manipulation 

“Beth1,” and the manipulated Beth “Beth2.” As Khoury (2013:745-51) points out, much of the 

intuitiveness of the idea that Beth isn’t morally responsible for killing George comes from the 

fact that Beth1 is a morally decent person. Even if Beth1 and Beth2 are the same person, the two 

are total opposites of one another concerning their moral characters. Beth1 is the furthest thing 

 
72 Notice that I don’t necessarily deny the mechanism ownership condition. I deny it if, or to the extent that, it 
requires elements external to agents. 
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from a  murderous character and certainly doesn’t seem to be morally responsible for killing 

George. But this is consistent with compatibilism. Compatibilists are not committed to thinking 

that one always remains blameworthy for one’s past actions.73 Consider the fact that after 

people genuinely repent, or change their morally undesirable character, we often think that 

they are no longer blameworthy for what they might have done in the past. Plausibly, a good 

explanation for this is that once people genuinely repent or change their ways, they don’t share 

much with the morally undesirable character that they might have had in the past. If this is on 

the right track, notice that Beth1, concerning her moral character, doesn’t share anything with 

Beth2. It follows that we shouldn’t think of Beth1 as blameworthy for killing George, and this is 

consistent with compatibilism.  

 Indeed, the suggestion above could only be the beginning and part of what internalist 

compatibilists could say about manipulation cases. This is because there’s still the question as 

to whether Beth2 is blameworthy. But whatever the appropriate reply here might be, the 

externalist position doesn’t seem to have much to contribute to it, and this suffices for my 

purposes. 

 To sum it up, in this section, I presented the leading theories of responsibility relevant 

control and argued that they do not require anything external to agents. I considered three 

objections. One, reasons-responsiveness depends on one’s response to what the world is 

 
73 Notice that the idea that one always remains blameworthy for one’s past actions assumes a relationship 
between personal identity and (diachronic) moral responsibility. But it’s dubious that there’s a metaphysically 
significant relationship between the two. See Shoemaker (2012) for an argument that responsibility does not 
presuppose personal identity. See Khoury and Matheson (2018) for an argument that personal identity isn’t 
sufficient for responsibility. As they argue, it’s  false that ‘once blameworthy always blameworthy.’ 
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actually like. Two, (in)determinism is relevant to control. Three, arguments from manipulation 

cases motivate external conditions for control. However, I argued that first, responding to what 

the world is actually like isn’t necessary for moral responsibility. Second, (in)determinism that 

obtains outside the agents is irrelevant to control. Third, an external condition is no help 

against arguments from manipulation cases. It follows that these theories of control, in their 

most plausible forms, don’t require anything external to agents. Hence, I conclude that 

responsibility relevant control depends only on factors internal to agents. 

3. Conclusion 
 

 In this chapter, I discussed two of the conditions for moral responsibility: the epistemic 

condition and the control condition. I argued that neither of them requires anything external to 

agents. Hence, both the epistemic condition and the control condition depend only on factors 

internal to agents.   

 

 

 

 

 

 
 

 

 

106



Chapter 6: Responsibility Gap: Not New, Inevitable, Unproblematic 
 

 

Abstract:  
Who is responsible for a harm caused by AI, or a machine or system that relies on artificial 
intelligence? Given that current AI is neither conscious nor sentient, it’s unclear that AI 
itself is responsible for it. But given that AI acts independently of its developer or user, it’s 
also unclear that the developer or user is responsible for the harm. This gives rise to the 
so-called responsibility gap: cases where AI causes a harm but no one’s responsible for it. 
Two central questions in the literature are whether responsibility gap exists, and if yes, 
whether it’s morally problematic in a way that counts against developing or using AI. 
While some authors argue that responsibility gap exists, and it’s morally problematic, 
some argue that it doesn’t exist. In this paper, I defend a novel position. First, I argue that 
current AI doesn’t generate a new kind of concern about responsibility that the older 
technologies don’t. Then, I argue that responsibility gap exists but it’s unproblematic.  
 
 

 

Consider self-driving cars, lethal autonomous weapons, candidate screening tools, 

medical systems that diagnose cancer, and automated content moderators. These new 

technologies go beyond merely executing certain commands. They learn, make decisions, and 

act on their own. While some people celebrate these new technologies, others find them 

somewhat unwelcome. The idea of a ‘killer robot’ or a ‘robot’ deciding whether you get hired 

can be rather chilling. 

Let’s call these autonomous systems or machines that rely on artificial intelligence “AI.” 

One among the moral questions that come along with AI concerns responsibility. Imagine that 

an autonomous weapon kills a non-combatant, or a self-driving car injures a pedestrian.74 

Who’s responsible for these harms? Current AI is far from being conscious, sentient, or 

 
74 On March 18, 2018, a pedestrian, Elaine Herzberg, was killed by an Uber self-driving car in Tempe, Arizona. The 
incident is the first recorded case of a pedestrian fatality associated with a self-driving car. (Wakabayashi 2018.)  
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possessing agency similar to that possessed by ordinary adult humans. So, it’s unclear that AI is 

responsible for a harm it causes. But given that AI gathers new information and acts 

autonomously or unpredictably, it’s also unclear that those who develop or deploy AI are 

responsible for what AI does. This leads to the so-called responsibility gap (RG): that is, roughly, 

cases where AI causes a harm, but no one is responsible for it.  

Two central questions in the literature are (Q1) whether RG exists and (Q2) whether RG 

is morally problematic. Some authors hold that there is no RG (or it’s dubious that RG exists) 

and hence that there is no RG-related worry against developing or using AI.75 And some authors 

hold that RG exists, and it counts against developing or using AI.76 For instance, imagine again a 

self-driving car injuring a pedestrian. If RG exists—i.e., if no one is responsible for the harm 

caused by AI—then one might worry that we can’t justly hold anyone responsible for what 

happened to the pedestrian. But it seems odd that there’s no one to be justly held responsible 

in such a case. Consider also that a just war may require holding those who kill non-combatants 

responsible. But if no one is responsible for it when an autonomous weapon kills a non-

combatant, fighting a war that involves use of AI risks being unjust (Sparrow 2007). 

The above discussion illustrates two of the possible positions defended in the literature: 

(1) RG exists, and it’s morally problematic, and (2) RG doesn’t exist, and hence there’s no RG-

related problem for AI.77 In this chapter, I defend a novel position: (3) RG exists, but it’s 

 
75 Cf. Simpson & Müller (2016), Burri (2017), Köhler, Roughley & Sauer (2017), Himmelreich (2019), Tigard (2021), 
Himmelreich & Köhler (2022), and Königs (forthcoming). 
76 Cf. Matthias (2004), Sparrow (2007), Roff (2013), Danaher (2016). The name “responsibility gap” is due to 
Matthias (2004). Danaher (2016) argues for “retribution gap” which is supposed to be distinct from RG. However, 
it’s unclear that retribution gap is fundamentally different from, or doesn’t presuppose, RG (cf. especially p.306).  
77 I don’t mean that everyone in the literature falls neatly into the category of those that defend either (1) or (2). 
Notice that in addition to the question of whether RG exists, there’s also the question of how often it occurs if it 
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unproblematic. Here, more specifically, are the three theses I defend below. One, current AI 

doesn’t generate a kind of concern about responsibility that the older technologies don’t (§1). 

Two, a harm caused by AI never affects anyone’s responsibility—i.e., it doesn’t change anyone’s 

degree of responsibility, nor is it what anyone is responsible for (§2). Three, this isn’t worrisome 

for developing or using AI. On the contrary, holding otherwise commits one to various 

implausible views (§3). 

Here are a few clarifications before I begin. First, AI in question is the current AI or AI 

that’s possible in the near future, not strong AI (or super-intelligent AI) that might be developed 

in distant future. Second, I won’t argue that developing or using AI isn’t morally worrisome. All 

I’ll argue is that RG doesn’t generate such a worry.78 Third, the relevant sense of moral 

responsibility in RG, and what I’ll henceforth refer to by “responsibility” unless I indicate 

otherwise, is basic desert responsibility (or accountability).79 

 
exists. Hence, one might instead hold (2*) that RG exists but occurs too rarely, hence it’s not worrisome, or (1*) 
that RG occurs not whenever AI causes a harm but often enough, hence it’s worrisome. It’s not always clear 
whether the thesis defended is (2) or (2*), or (1) or (1*). This is partly because in some cases the line between the 
author’s argument for or against the existence of RG versus their argument for or against whether RG is 
problematic isn’t drawn very clearly. At any rate, some ‘deniers’ of RG would defend something similar to (2*) 
(e.g., Simpson & Müller (2016), Nyholm (2018a), and Königs (forthcoming)). And some ‘accepters’ of RG would 
defend something similar to (1*) (e.g., Sparrow 2007:69-70). Also, some authors assume that RG exists, but deny 
that it’s problematic (cf., Goetze 2022, and Kiener 2022). None of this affects the novelty of the position I defend in 
this paper.      
78 Cf. Sparrow (2016) for a critical discussion of the extant moral arguments, and Sparrow’s novel argument, 
against lethal autonomous weapons (LAWs) in particular. Cf. Jenkins & Purves (2016) for a response to Sparrow. Cf. 
Simpson & Müller (2016), and Müller (2016) for arguments in favor of LAWs, which also involve discussions of RG. 
Cf. Müller (2021) for a survey of moral concerns that arise in the context of AI. 
79 Some authors employ a combination of accountability, attributability, and answerability conceptions of 
responsibility while discussing RG (cf. Himmelreich 2019, Tigard 2021). However, many if not most authors from 
various sides of the debate understand RG to be about accountability (cf. Sparrow (2007:71), Roff (2013:353-4), 
Müller (2016:73), Burri (2017:176-6), Köhler, Roughley & Sauer (2017:52-3), Goetze (2022), and Königs 
(forthcoming)). Moreover, whether RG exists in this sense and, if yes, whether it counts against developing or 
using AI are interesting questions on their own. 
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1- Responsibility: AI versus Older Technologies 
 

Consider older technologies such as cars, clocks, calculators, rifles, catapults, 

wheelbarrows, and shovels. Certainly, AI is different from these technologies in crucial respects. 

But is it so different as to generate a new kind of concern about responsibility that the older 

technologies don’t?  

To answer this question, we need to look at AI’s feature that’s relevant for 

responsibility, which—as it’s typically emphasized—is its autonomy: once deployed, AI 

processes new information and acts on its own based on this new information. AI’s autonomy 

could be relevant to AI’s own responsibility, or to others’ responsibility. So, first, one might 

think that since responsibility requires autonomy, AI’s autonomy might mean that AI itself is a 

kind of being that’s responsible for its actions. However, it’s relatively uncontroversial that the 

current AI isn’t this sort of being.80 Even if AI acts autonomously in some sense of the word, its 

autonomy isn’t robust enough to ground responsibility. Consider, for instance, that animals and 

children act autonomously in much the same way as AI—i.e., they learn and act on their own. 

But neither animals nor children are responsible for their actions. Hence, AI, regarding whether 

it’s a responsible being, is no different than the older technologies. 

Second, AI’s autonomy can be relevant to others’ (e.g., developers’, users’) 

responsibility. After all, AI is a tool, and developing or using a tool can be relevant to one’s 

responsibility. But how exactly is this different than developing or using an older technology? 

 
80 Cf., e.g., Roff (2013:353-4), Danaher (2016:304), Müller (2016:73), Nyholm (2018a:1209), Himmelreich & Köhler 
(2022), Königs (forthcoming). Cf. Sars (2022) for an argument that AI that can be held responsible can be designed 
in future.  
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It’s tempting to respond that AI’s autonomy implies that developing or using AI can cause 

unpredictable outcomes. But developing or using any old technology can also cause 

unpredictable outcomes. Despite all precautions, a malfunction in a car can lead to an accident, 

an arrow might hit a non-combatant, and a broken clock can make you late for work.  

One might object that AI’s unpredictability is feature, not a bug, whereas, say, a 

malfunction in a car is a bug. That is, an autonomous tool is an inherently unpredictable tool. 

But it’s unclear why a tool’s being inherently or non-inherently unpredictable should make a 

difference to developers’ or users’ responsibility. One might respond that it’s more difficult to 

predict what an inherently unpredictable tool will cause. However, first, if this is meant to be an 

empirical claim, it’s unclear that AI is actually more unpredictable. And even if AI is more 

unpredictable, the difference between how AI is relevant to others’ responsibility versus how 

the older technologies are relevant to others’ responsibility would be a matter of degree and 

not of kind. Consider also that the older technologies are not all equally predictable either. 

Second, a poorly designed AI certainly might cause many unpredictable outcomes. But this is 

true of any poorly designed technology—especially considering not only the immediate 

consequences of using a technology but the consequences in the long run. And if what’s in 

question is a well-designed AI, it’s dubious that using it causes significantly more unpredictable 

outcomes than using an older technology. In fact, using a well-designed AI might predictably 

cause even better outcomes than using an older technology. For instance, it’s likely that self-
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driving cars will decrease the number of car accidents, and autonomous weapons will decrease 

the human cost of war.81   

It seems then that AI doesn’t generate a kind of concern for others’ responsibility that 

the older technologies don’t generate for others’ responsibility. Hence, given also that AI and 

the older technologies are on a par regarding their own responsibility, we can conclude that AI 

doesn’t generate a kind of concern about responsibility that the older technologies don’t. Here 

are two of the significant implications of this conclusion. One, at least a big part of our initial 

worries about responsibility in the context of AI is likely unfounded. Two, it's unlikely that the 

underlying concern in responsibility gap (RG) is something uniquely AI-related. And hence, even 

if RG exists, it’s unlikely that our existing philosophical tools are inadequate to render it 

unproblematic. Both these points will be further evident below. Next, I turn to my argument 

that RG exists.  

2- Responsibility Gap: Inevitable and Ubiquitous  
 

 Here’s a more precise characterization of RG:  

Responsibility gap occurs when someone develops or deploys AI which then causes 
something morally unwanted, X, but no one’s responsibility is affected by X. 
 

By “no one’s responsibility is affected by X,” I mean no one is more or less responsible because 

of X, nor is X what anyone is responsible for.82  

 
81 Cf. Arkin (2010), Jenkins & Purves (2016), Müller (2016), Burri (2017), Nyholm (2018b), and Himmelreich & 
Köhler (2022) for further discussion.   
82 Most authors characterize RG solely in terms of what one is responsible for and leave out the degree of 
responsibility. (To my knowledge, the only exception is Köhler, Roughley & Sauer (2017:54).) My characterization 
of RG is otherwise in line with other characterizations. Cf., e.g., Matthias (2004, p.175, p.177), Burri (2017:175-6), 
Himmelreich (2019, p.731, p.734), Kiener (2022), Königs (forthcoming).    
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In previous chapters, I argued that the actual consequences of actions (or causal 

responsibility) are irrelevant for responsibility—that they never affect the degree to which we 

are blameworthy, nor are they what we are blameworthy for. Given that “X,” in the 

characterization of RG above, refers to the actual consequences of one’s actions, RG occurs 

whenever AI causes anything. That is, RG is inevitable and ubiquitous.83 

 Here’s also a further argument that actual consequences of an action are not relevant 

for responsibility. Suppose the actual consequences of an action are relevant for responsibility. 

The question is: Which actual consequences specifically are relevant? First, the idea might be 

that: (AC) all actual consequences of an action are relevant for responsibility. But AC seems 

false. Consider that totally random consequences can result from an action—not to mention 

the numerous consequences that follow further (e.g., many years later) down the causal chain. 

Suppose you touch the switch to turn on the lights in your room, but unbeknownst to you, the 

switch is connected to a torture machine in the next room, which results in an innocent victim’s 

being tortured. It’s implausible that the victim’s being tortured makes you blameworthy or 

increases your blameworthiness. 

 
83 Köhler, Roughley & Sauer (2017:61-2) reject an argument that RG exists on grounds that there’s resultant moral 
luck (RML) which they assert without argument. (Curiously, they also note that there’s “something unjust” in RML, 
but they deny dealing with it claiming that the question goes beyond the scope of their paper (p.62).) However, as 
I’ll argue below, RG remains inevitable even assuming RML. Hevelke & Nida-Rümelin (2015) don’t explicitly discuss 
RG. But they argue that (i) the owner of, or a passenger in, a self-driving car isn’t the (only) one who has a duty in 
reparations in case of an accident caused by the car because (ii) there is no RML (pp.626-8). However, although (i) 
might be the appropriate policy to adopt, (ii) doesn’t entail (i). Also, they reject RML arguing that RML is, in effect, 
committed to the following claim: If unwanted consequences follow from an action that’s all-things-considered 
right but against which there is even the smallest reason, these consequences increase one's blameworthiness. But 
I doubt that proponents of RML would accept this. At any rate, RML is consistent with the idea that one isn’t 
blameworthy unless one’s (attempted) action is all-things-considered wrong (or suberogatory). (Cf. Hartman 
(2017, p.34, pp.91-2), a proponent of RML, on this.) 
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 Second, the idea might be that: (EC) only the expected consequences are relevant for 

responsibility—whether it be the consequences expected by the agent or the consequences 

that the agent is reasonably expected to expect. And to my mind, EC is also the most plausible 

way to avoid the above objection to AC: Since it’s neither the case that you expect, nor is it 

reasonable to expect that you expect, that touching the switch will result in an innocent 

person’s being tortured, you’re not blameworthy. However, the problem is that if EC is true, 

then it’s false that the actual consequences are relevant for responsibility. This is because 

expected consequences are not actual consequences. One’s beliefs about the potential 

consequences of an action can be false. The beliefs that are reasonable to expect one to have 

regarding the consequences of one’s action can also be false. By analogy, consider that it might 

be reasonable to expect that many people have certain current scientific beliefs, while they 

actually don’t, but nonetheless these scientific beliefs can be false.  

Third, the idea might be that: (AEC) only the actual (or obtaining) consequences among 

the expected consequences are relevant for responsibility. Notice that AEC draws a line 

between the actual consequences that are, and those that are not, among the expected 

consequences. The question is ‘why.’ Why should only the expected consequences among the 

actual consequences matter for responsibility? First, the most straightforward answer is that 

it’s because they are expected. But then what ultimately matters is the expectancy, and not the 

actuality, of the consequences. Thus, AEC collapses back to EC. Second, one might think that 

they matter because they are actual consequences. But, as we saw with AC above, mere 

actuality of the consequences can’t matter for responsibility. Thus, AEC turns out false just like 

AC. Third, one might think that they matter because they are expected and actual. But this is 
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mere insistence that actuality of the consequences somehow matters for responsibility. Given 

also the reasons in previous chapters, we have good reasons to reject this insistence. I submit 

again then that the actual consequences of an action are irrelevant to one’s degree of 

responsibility and what one is responsible for.  

Here's one further thing to note. Suppose the actual consequences of an action are 

relevant for responsibility. Can we avoid RG? We can, but only if we accept AC—that all actual 

consequences are relevant for responsibility. However, then we’d be committed to a highly 

implausible claim. One might instead accept AEC—that only the actual consequences among 

the expected consequences are relevant for responsibility. Although as I argued above that AEC 

ultimately fails, I suspect AEC is more palatable than AC. But even given AEC, we can’t avoid RG. 

This is because it’s always possible that AI brings about consequences that were not among the 

expected consequences. Indeed, there’s still the question regarding how often it will be the 

case that AI brings about unexpected consequences. And the answer might be that it’s rare. 

One might then argue that RG isn’t problematic partly because it isn’t ubiquitous. Be that as it 

may, RG itself remains inevitable.84 In the next section I’ll assume, as argued above, that RG is 

both inevitable and ubiquitous, and argue that this isn’t problematic. 

3- Responsibility Gap Is Not Problematic 
 

 
84 The foregoing discussion also addresses two of the following questions in the literature. One, Himmelreich 
(2019:739) suggests that proponents of resultant moral luck (RML) might avoid RG. Proponents of RML typically 
don’t take on the question of which actual consequences specifically do affect responsibility. But if they accept AC, 
it makes their view even more implausible, and I’m not aware of any proponent of RML openly accepting AC. At 
least one proponent of RML openly accepts something like AEC (Hartman, 2017:92-3). And as argued above, even 
given AEC, RG remains inevitable. Two, those who accept the existence of RG typically don’t take on the question 
of when exactly RG occurs. Königs (forthcoming) challenges accepters of RG on this. If I’m right, the answer is 
always—RG occurs whenever AI developed or deployed by someone causes any outcome. If AEC is true, RG occurs 
whenever AI causes something unexpected.  
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Consider the following case:  

(Drone) A soldier (let’s call her “Soldier”) deploys a drone which flies 
              out to the warzone. A non-combatant (let’s call him “Victim”), of his own will, 
              is in the nearby area. The drone falsely identifies him as threat, and kills him. 
 

Notice that (Drone) is relevantly similar to other AI cases such as when a self-driving car 

carrying a passenger or its owner gets into an accident, or when a candidate screening tool 

eliminates the perfect candidate for the job. Hence, to keep the discussion clear and concise I’ll 

focus on (Drone), but what I’ll say about (Drone) applies equally to all other relevant cases.85 

Notice also that (Drone) may or may not involve a ‘foul play.’ So, first, assume that 

there’s no foul play involved. That is, Soldier made sure that the drone passed all the 

inspections, she didn’t intentionally omit any of her duties, she didn’t expect Victim’s death, nor 

was it reasonable to expect that she expect Victim’s death, and so on. Everyone should agree 

that neither Soldier nor anyone else is responsible for Victim’s death. Hence, insofar as 

responsibility gap (RG) occurs when AI deployed by someone causes a harm, but no one is 

responsible for it, (Drone) is a case of RG. But everyone should also agree that this isn’t 

problematic. If there’s no foul play involved, (Drone) is no different than any other unfortunate 

case where things just go wrong despite all precautionary measures. Though even if one 

disagrees, this isn’t troubling for me. Cases like (Drone) that do involve a foul play are the 

 
85 Notice that (Drone) involves a user of AI, and not a developer. But nothing of relevance changes if Soldier is the 
developer and the user. Also notice that (Drone) involves only one person (as user or developer), and not a group 
of people. Although things would be more complicated if (Drone) involved a collection of people, the 
complications would not be due to AI but due to questions about collective responsibility. (Cf. Khoury (2017) and 
Smiley (2022) for discussions on collective responsibility.) Hence, I leave such cases aside though what I say below 
is helpful in such cases too. Also, some suggest that in such cases (P) one is responsible to the extent that one is a 
cause of the harm (cf. Köhler, Roughley & Sauer, 2017:58-9). Notice that P just is Proportionality which, I argued, is 
false.  
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seemingly more problematic and interesting cases, and what I say about the latter largely 

applies to the former kind of cases.  

 Second, assume that (Drone) involves foul play. That is, Soldier didn’t ensure that the 

drone passed all the inspections, intentionally omitted a duty, or foresaw Victim’s death and 

believed correctly that it would be wrong to kill him, etc. but she deployed the drone anyway. 

Since I argued that RG occurs whenever AI causes a harm, I’m committed to holding that Soldier 

isn’t responsible for Victim’s death. And here are basically the two reasons why one might think 

this is morally problematic:  

(MP1) If Soldier isn’t responsible for Victim’s death, Soldier can’t have any duties (e.g., 
to make amends with Victim’s family). But it’s unacceptable that no duties incur for 
Soldier after what’s she’s done.  

(MP2) If Soldier isn’t responsible for Victim’s death, we can’t punish her (or otherwise 
hold her accountable) once she kills Victim in a way that involves foul play. And since 
(Drone) involves a war, there’s another worry: A just war requires holding those who 
kill non-combatants responsible. Hence, if we can’t hold Soldier responsible, we violate 
the norms of just war, which in turn implies that we waged an unjust war.86 
 

In the rest of this section, I’ll argue that MP1 and MP2 are misguided. Hence, RG isn’t 

worrisome in a way that counts against developing or using AI. Let’s begin with MP1. 

 MP1 asserts that unless Soldier is blameworthy for Victim’s death, she can’t have a duty 

regarding his death. The underlying assumption here is that being blameworthy for something 

is necessary for having a duty concerning that thing. But recall from chapter 4 that this is false. 

To briefly reiterate, first, consider moral duties like telling the truth, keeping one’s promises, 

 
86 Cf. Himmelreich & Köhler (2022, §2.1) and Königs (forthcoming) for other surveys of reasons found in the 
literature as to why RG might be problematic. 
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being non-maleficent, or helping those in need. None of them requires being blameworthy for 

anything. Second, consider that mere causal responsibility is often sufficient to generate a duty. 

Suppose you take someone else’s property not knowing that it belongs to someone else. When 

it turns out later that it does belong to someone else, you have a duty to give it back, which 

doesn’t require you to be blameworthy for taking it in the first place. Third, consider cases 

where, through no fault of your own, your teenage kid, pet, or farm animal causes harm to 

others. You’re not blameworthy for the harm, but it’s perfectly plausible that it’s your duty to 

compensate for it. So, being blameworthy for something is not necessary for having a duty 

concerning that thing. Indeed, holding otherwise commits one to implausible claims. 

 Of course, it doesn’t follow that Soldier doesn’t have a moral duty after killing Victim. 

But it follows that if Soldier has a duty, it’s dubious that this is because she’s blameworthy for 

killing Victim. And recall again from chapter 4 the two alternative suggestions about what might 

give rise to Soldier’s duty. One, Soldier’s duty arises at least partly from the fact that she’s 

blameworthy for willing or acting to deploy the drone while, say, knowing that it will wrongly 

kill a non-combatant plus she’s causally responsible for killing a non-combatant (Khoury 2018). 

Two, it could be that Soldier’s duty arises from what Susan Wolf (2001) calls the ‘nameless 

virtue’—the virtue of taking responsibility for the consequences of one’s actions even if those 

consequences are unforeseen, unintended, or somehow out of one’s control. Both these 

suggestions are plausible and consistent with the existence of RG. It follows that RG is not an 
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impediment to potential duties incurring for Soldier.87 Hence, MP1 fails to show that RG is 

worrisome.  

 Let’s now discuss MP2. Recall that the worry is that if Soldier isn’t responsible for killing 

Victim, we cannot punish Soldier. And since (Drone) involves using AI in the context of war, 

there’s an additional worry. If there’s no one to hold responsible for killing Victim, Soldier’s 

army waged an unjust war.  

 However, my argument for the existence of RG doesn’t entail that we cannot punish 

Soldier. On the contrary, if I’m right, that Soldier is blameworthy, and the degree of her 

blameworthiness are fixed the moment she acts to deploy AI. What follows from my argument 

is that neither the fact that she’s blameworthy nor her degree of blameworthiness changes 

even if Victim doesn’t die. Hence, the reasons for punishing her or holding her accountable are 

in place regardless of what happens to Victim. Sure, we may lack firm reasons to believe that 

Soldier is blameworthy if Victim doesn’t die. But this is a problem independent of RG or my 

argument for its existence. We might lack firm reasons to believe that someone is blameworthy 

even when their acts result in unwanted consequences. This is because, even if actual 

consequences are relevant for responsibility, no one holds that they are sufficient for 

responsibility. We need to know whether the person acted freely or satisfied certain epistemic 

conditions, and it’s not always easy to find reasons to form strong beliefs about these 

 
87 I don’t mean to imply that in real life cases the person who develops or deploys AI is the one and only person for 
whom a duty to compensate incurs. Depending on further details, there may be no duty that incurs, or the duty 
might incur for the group (e.g., army, company, or country) to which the person in question belongs. My claim is 
the more general one that RG itself isn’t an impediment to incurring of such duties.   
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requirements that are wholly internal to agents. And they are wholly internal to agents because 

responsibility internalism, as I argued, is true.  

 So, we can punish Soldier or hold her accountable. Hence, the worry that RG leads to 

unjust war dissipates as well.88 Here are two final things to note. One, if RG leads to unjust war, 

and hence AI shouldn’t be used in war, then no older technology (e.g., cars, chariots, swords, 

rifles, spears, arrows, catapults) should be used in war. This is because, as argued above, AI 

doesn’t generate a kind of concern about responsibility that the older technologies don’t. To 

further illustrate, recall the above characterization of RG: Responsibility gap occurs when 

someone develops or deploys AI which then causes something morally unwanted, X, but no 

one’s responsibility is affected by X. Suppose in this characterization we replace “AI” with an 

older technology and call what we characterize “RG*.” Does RG* exist? It sure does. Suppose 

instead of deploying AI, Soldier shoots an arrow into the warzone and Victim dies as a result. If 

Soldier took all the reasonable precautions, she’s not responsible for Victim’s death. And 

insofar as RG* occurs when using an old technology causes an unwanted outcome but no one is 

responsible for it, this is a case of RG*. And if RG leads to unjust war, so does RG*. Hence, if AI 

shouldn’t be used in war because it leads to unjust war, the older technologies also shouldn’t 

be used in war.89 But it seems implausible that arrows, rifles, catapults, tanks and so on 

 
88 Notice that my claim isn’t that using AI can’t lead to violations of the norms of just war. All I claim is that using 
AI, when it leads to RG, doesn’t violate the alleged norm of just war. I also don’t take position on whether this 
alleged norm is actually a norm of just war. 
89 One might object that if Soldier takes all the reasonable precautions, Victim’s death is an unfortunate accident. 
Hence, this sort of RG can’t lead to unjust war. So, those who hold that RG leads to unjust war must have 
something else in mind—i.e., cases where Soldier doesn’t take reasonable precautions (or cases where—as I called 
it above—a ‘foul play’ is involved). However, if actual consequences of an action are relevant for responsibility, in 
such cases Soldier is responsible for Victim’s death. Hence, RG doesn’t occur to begin with. But, if, as I argued 
above, actual consequences are not relevant for responsibility, Soldier is not responsible for Victim’s death. Hence, 
RG occurs. And if actual consequences are not relevant for responsibility, RG* is inevitable just like RG. This is 
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shouldn’t be used in war. Indeed, if there’s no just war, this isn’t implausible. But those who 

hold that RG leads to unjust war neither assume that there’s no just war nor take themselves to 

be arguing against just war theory. On the contrary, it’s the norms of just war that they want to 

uphold (Sparrow, 2007:67; Roff, 2013:352-3).  

Two, notice that above we focused exclusively on unwanted consequences and 

blameworthiness. It should be interesting to note, as it follows from my argument that there’s 

RG, that one can also be praiseworthy—indeed greatly praiseworthy—for developing or using 

AI even if the desired outcomes of developing or using AI don’t occur. For instance, suppose 

Soldier deploys AI to save some non-combatants. Even if the AI unexpectedly malfunctions and 

the mission fails, Soldier can be just as morally praiseworthy as someone who saves the lives of 

those non-combatants.90  

4. Conclusion 
 

 I argued that AI doesn’t generate a new kind of concern about responsibility that the 

older technologies don’t. I then argued that no one’s responsibility is affected by what AI might 

 
because then neither the consequences of using AI nor the consequences of using older technologies affects 
anyone’s responsibility. And if RG leads to unjust war, so does RG*. Hence, those who hold that RG leads to unjust 
war are again committed to holding that using older technologies also lead to unjust war.  
90 More precisely, when AI malfunctions and the mission fails, Soldier is as praiseworthy as she would have been 
had the mission not failed. But it doesn’t follow that Soldier is as praiseworthy as anyone who saves those non-
combatants under any circumstances. Someone (let’s call her “Bolder”) who actually goes out to the field and 
saves the non-combatants may be more praiseworthy than Soldier. This is perfectly consistent with my view since 
we can account for Bolder’s being more praiseworthy without appealing to the consequences of her actions—i.e., 
her success in saving the non-combatants. Plausibly being in the field takes more courage and requires risking 
more than saving the non-combatants via use of AI which can perfectly well account for why Bolder is more 
praiseworthy. Hence, had Bolder failed in the end, her degree of praiseworthiness wouldn’t have changed. 
Moreover, it also doesn’t follow that given the opportunity to do what Soldier does or what Bolder does, one 
should prefer the latter since Bolder might be more praiseworthy. This is because once both options are available, 
there isn’t much to be praised for in unnecessarily risking one’s life. The overall point here is that we should be 
careful about the details of the cases we compare.  
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cause. That is, responsibility gap is inevitable and ubiquitous. However, this isn’t worrisome in a 

way that morally counts against developing or using AI because responsibility gap doesn’t lead 

to any of the alleged problems. On the contrary, I also argued, one would have to hold some 

fairly implausible views to think otherwise.  
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Concluding Remarks 
 

 I set out to argue that responsibility internalism is true. Responsibility internalism is the 

idea that basic desert moral responsibility depends only on factors internal to agents. Put 

differently, the metaphysical ground for basic desert responsibility consists solely of that which 

is internal to agents.  

 A big portion of my argument was dedicated to arguably the most pressing concern for 

responsibility internalism—i.e., the relationship between causal responsibility and moral 

responsibility. I argued that there is no metaphysically significant relationship between the two. 

This is because causal responsibility doesn’t figure in what best explains neither the degree of 

moral responsibility nor what makes one morally responsible (or what one is morally 

responsible for). I also argued that neither the epistemic condition nor the control condition for 

moral responsibility requires anything external to agents. 

 As I mentioned in the beginning, I think factors like one’s motivation, intention, or care 

in performing an action are also relevant for moral responsibility. But these are more 

straightforwardly internal elements, and hence for the most part I left them aside. It would 

seem then that moral responsibility does not depend on anything external to agents. Hence, I 

conclude, responsibility internalism is true.  

 In the final chapter, I employed responsibility internalism to defend a novel position 

regarding responsibility in the context of AI. I argued that what AI causes affects neither 

anyone’s degree of responsibility nor makes anyone responsible. That is, responsibility gap is 
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inevitable and ubiquitous. However, I argued, this isn’t worrisome in a way that counts against 

developing or using AI. 
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SUNY Fredonia 

The Philosophical Society, Student Achievement Award                   2016 

 

Referee for: 

American Philosophical Quarterly, Australasian Journal of Philosophy, 

Ergo, European Journal of Philosophy, Synthese 

 

Senator 

Syracuse Graduate Student Organization                                  2020 – 2021   

 

Co-Organizer 

Syracuse Graduate Philosophy Conference                                           2020 

 

Ethics (*=audit) 

Moral and Political Philosophy (Hille Paakkunainen) 

Constructivism in Metaethics (Hille Paakkunainen) 

Anti-Realism and Pragmatism in Ethics (Nate Sharadin) 

Anti-Theory in Ethics (Independent study with Hille Paakkunainen) 

Ethics of Nudging (Independent study with Ben Bradley) 

*Motivation (Hille Paakkunainen) 

*Animal Ethics (Ben Bradley) 

*Free Will (Mark Heller) 

*Prudence (Ben Bradley) 

 

Epistemology (*=audit) 

Topics in Contemporary Epistemology (Nate Sharadin) 

Language, Epistemology, Mind, Metaphysics (K.McDaniel, K.Edwards) 

*Epistemology (Hille Paakkunainen) 

 

Metaphysics 

Beyond the Modal: Essence and Potentiality (Kris McDaniel) 

Metaphysics of Ethics (Ben Bradley, Kris McDaniel) 

 

Political Philosophy 

Justice and Equality (Ken Baynes) 

Philosophy of Social Sciences (Ken Baynes) 

 

History of Philosophy 

History of Philosophy (Frederick C. Beiser) 

Classical Arabic Philosophy (Kara Richardson) 

 

Logic and Language 

Logic and Language (Michael Rieppel) 

Concepts (Kevan Edwards)  

 

English, Turkish (Native), Arabic (Reading, Intermediate)  
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