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A large literature has yielded near unanimity on two necessary conditions on lying. One lies about \( p \) only if one:

1. Says that \( p \).
2. Believes that not-\( p \).

Philosophers have discussed what satisfies the first necessary condition and what, if any, further necessary conditions there are. But, absent from the literature is any serious discussion of the second necessary condition – what I’ll call the belief requirement. In addition, although epistemologists have long recognized that people have attitudes of degrees of belief instead of (or in addition to) full belief, philosophers have not considered the possibility that the true requirement on lying concerns not the speaker’s belief, but rather her degree-of-belief.

I begin with a claim about what makes liars blameworthy, when they are. I claim that the correct explanation of why liars are blameworthy includes the liar’s imposing a risk on the audience. This blameworthiness admits of degrees: the greater the liar’s confidence that what she asserts is false, the greater the risk she’ll think she’s imposing on the dupe, and, therefore, the greater her blameworthiness. From this explanation of what makes liars blameworthy, I arrive at a dilemma: either the belief requirement is wrong,

---


2 I’m not the first, however, to consider the role of degrees of belief in the context of lying. In response to a claim by Sorensen (2010) that knowledge-lies do not involve deception, Staffel (2011) and Fallis (ms) argue that a dupe is deceived by a liar when the dupe’s confidence in a falsehood increases, even if the dupe does not thereby come to believe the falsehood. Chisholm and Feehan (1977) mention that the extent of deception depends on the degree of belief the dupe comes to have in the falsehood the liar asserts. While these authors offer important precedents for including degree-theoretic reasoning in accounts of lying by thinking about the extent to which the dupe is deceived, my project is to discuss the speaker using degrees of belief, and, importantly, to give an account of blameworthiness for lying that depends on the relationship between the speaker’s degree of belief and her expectation about what the dupe’s degree of belief will be. Thanks to an anonymous referee for urging me to clarify this point.

Marsili (2014) is, as far as I can tell, the sole person to argue for an account of lying that explicitly takes into consideration the speaker’s degree of belief. He replaces the belief requirement with a requirement that the speaker must be more confident that the proposition she asserts is false, than true. In Section 3, I show why this suggestion is not correct.
or lying isn’t a particularly interesting concept. I then suggest a principled replacement to the belief requirement: the worse-off requirement.

1. The simple reason liars are usually blameworthy

Philosophers who theorize in terms of full beliefs may think about the blame-worthiness of liars in the following way. A rational agent uses her beliefs, in combination with her desires, to act in order to satisfy her desires (see, e.g. Ramsey 1926/1990: 68–74; Stalnaker 1984: 16–18; Dennett 1987: 20–33, 43–57). When a person has true beliefs, she acts in ways that tend to satisfy her desires; when a person has false beliefs, she acts in ways that tend to frustrate her desires. Thus, we care about having true beliefs. (This is consistent with acknowledging that it may not be the case that it’s always better for us, practically, to have true beliefs, see, e.g. Kelly 2003: 624–5.) By lying, the speaker expects to cause the dupe to have a particular false belief: the proposition she asserts. When the dupe uses that belief in her practical reasoning, she won’t get what she wants. I agree that this is an appealing explanation of why lying is wrong.

A degree-theoretic account of belief, however, allows for greater precision and a finer explanation. We can say, instead, that a person has a credence in a proposition, where a credence is a subjective probability one assigns to the truth of a proposition and ranges from 0 (the minimal degree of confidence) to 1 (the maximal degree of confidence). While beliefs are either true or false, credences are more or less accurate. Accuracy is measured by a scoring rule, which takes as its inputs the agent’s credence and the truth of the proposition. We might think of the accuracy of a credence as a measure of ‘its “closeness to the truth”’ (Schoenfield forthcoming: 5). For example, certainty of a true proposition is maximally accurate and certainty of a false proposition is maximally inaccurate. Being unsure of a true proposition is more inaccurate than if one were sure, but less inaccurate than if one were sure of its negation. I’ll note that there is significant controversy about the appropriate desiderata for epistemic scoring rules. For purposes of this article, though, we can abstract away from most issues that cause controversy. We need only assume what is widely agreed upon: that accuracy scores of credences increase as the credence approaches the truth-value of the proposition.

Because we need accurate credences to act in ways that tend to satisfy our desires, we care about having accurate credences. By lying, the speaker does

---

3. As best I could determine, the first use of dupe, in the philosophical literature, is due to Bok (1978).

4. See the literature on epistemic scoring rules, e.g. Joyce 1998; Schoenfield 2015; Konek and Levinstein forthcoming and references therein.
something that she expects, if she is trusted, will cause the dupe to have a more inaccurate credence in the proposition she asserts. This, I argue, is the better explanation for why people are blameworthy for lying.

Call the increase in inaccuracy in $p$ the dupe suffers by trusting the liar about $p$ epistemic damage and the increase in inaccuracy the liar expects the dupe to suffer expected epistemic damage.

2. Epistemic damage and expected epistemic damage

Consider an instance of lying from the perspective of an omniscient third party: the speaker has some small credence in a false proposition that she nevertheless asserts to the dupe. If the dupe trusts the speaker, the dupe will count the speaker’s assertion as evidence for the proposition asserted, and the dupe’s credence in that proposition will increase. Because the dupe has become more confident in a false proposition, she is epistemically worse off – she has suffered epistemic damage. The greater the inaccuracy of our credences, the less we will tend to get what we want. So, epistemic damage correlates with real-world, or, practical harm. (This is consistent with acknowledging both that epistemic damage does not always cause practical harm and that lying does not always lead to epistemic damage.)

Now consider an instance of lying from the liar’s perspective: the liar has some low credence in a proposition that she nevertheless asserts to the dupe. The liar expects the dupe to trust her, and therefore expects the dupe’s credence in the proposition to increase. From the liar’s perspective, her own credence maximizes expected accuracy. Therefore, according to the liar, anyone whose credence moves farther away from her own has become more inaccurate. While there is controversy about this, the general consensus in the literature is that you ought to be immodest about the accuracy of your own credences. This means that you should think that the expected accuracy of your own credences is greater than the expected accuracy of any other credences you might adopt. The intuitive thought is that it is irrational to (i) think that there are different credences with a higher expected accuracy and (ii) not adopt them as your own. Assuming immodesty, I give an account of lying in terms of epistemic damage, which is superior to existing accounts.

Note that while epistemic damage depends on the truth-value of the proposition the liar asserts, expected epistemic damage does not. For example, if the liar mistakenly asserts a true proposition believing it false, and the dupe increases her credence in the proposition, the dupe does not suffer epistemic damage because she is epistemically better off. Nevertheless, there is expected epistemic damage. In addition, the expected epistemic damage will depend on the extent to which the speaker thinks the liar trusts her. If, for example, the

5 See the literature on epistemic immodesty, e.g. Horowitz 2014 and references therein.
speaker knows that the dupe doesn’t trust her at all, then there won’t be expected epistemic damage. Note also that the expected epistemic damage is not the same as the liar’s prediction about the dupe’s change in credence. Because the liar’s statement does not vary according to her confidence, we should expect the dupe’s change in credence to be independent of the liar’s credence. However, when the liar is more confident that what she asserts is false, she’ll expect the dupe to become more epistemically worse off than in the case in which she is not as confident that what she asserts is false. Expected epistemic damage is a measure of the liar’s estimate of how badly off the speaker will be, which is relative to whatever the liar thinks is the (maximally) rational credence to hold: her own. Expected epistemic damage is, of course, to be calculated using the speaker’s degree of belief.

I claim that the greater the expected epistemic damage, the greater the liar’s blameworthiness. The more confident the liar is that what she asserts is false, the more inaccurate she will think the dupe will become. The more inaccurate the liar thinks the dupe will become, the more likely the liar will think the dupe will not get what she wants. Once we adopt a degree-theoretic model of belief, it becomes clear that expected epistemic damage will vary according to the confidence the liar has that what she asserts is false. If we accept that epistemic damage correlates with practical harm, then it becomes clear that expected epistemic damage is a prediction of how badly off the liar thinks that her lie will make the dupe. In this way, a liar’s blameworthiness is explained by the risk she imposes on the dupe. Furthermore, this blameworthiness admits of degrees: the greater the liar’s confidence that she asserts something false, the greater the risk she’ll think she’s imposing on the dupe, and, therefore, the greater her blameworthiness.

3. Dilemma

By lying, the speaker does something that she believes will cause the dupe to become less epistemically accurate and, therefore, less likely to be able to satisfy her desires. I’ve argued that once we think in terms of degrees of belief, we can appropriately explain the blameworthiness of lying as the causing of expected epistemic damage, which depends, among other things, on the confidence the speaker has that what she asserts is false. But, once we so ground the blameworthiness of lying in expected epistemic damage, the orthodox account of lying faces a dilemma: either the belief requirement is wrong or lying isn’t a particularly interesting concept. In what follows, I explain why the dilemma exists and suggest why impaling ourselves on the first horn isn’t all that bad.

I’ve argued that blameworthiness for lying is best explained by the liar’s imposition of risk on the dupe, which I analyse in terms of expected epistemic damage. If the belief requirement is correct, then there are nearby cases of
non-lies in which the speaker is blameworthy for the same reason as the liar, albeit to a lesser degree, without lying. However, it’s difficult to see why the belief requirement marks the distinction between lies and assertions that, by failing to meet the belief requirement, fall just short of lying. I’ll propose, in the next section, that we can make the distinction more intuitive if we abandon the belief requirement and instead introduce a requirement involving degrees of belief.6

To get a sense of why the belief requirement is not natural or intuitive, imagine a case in which someone is not so confident that we would ascribe belief to her—say, she has 0.6 credence that it will rain. If the speaker nevertheless says that it won’t rain, the speaker will think that her audience will be worse off, for trusting her. This is the case even if the speaker’s confidence is not sufficient for belief, and therefore, according to the orthodox account, not sufficient for lying. But, we can explain what’s wrong about this assertion in the same way as what’s generally wrong about lying. The speaker’s assertion that it won’t rain when she has 0.6 credence that it will, and an assertion that it won’t rain when she believes that it will differ only by the magnitude of risk imposition, and, therefore, the speaker’s blameworthiness. If this is the case, it’s hard to see why lying picks out any special phenomenon.

Imagine if we were to define a ‘theft’ as an intentional taking of someone else’s property worth at least $100. One might balk at the $100 requirement and ask for a principled reason why a $40 taking shouldn’t count as a theft, too. Perhaps there is a pragmatic explanation: perhaps a statute requires police to investigate all ‘thefts’ but that it’s inefficient to investigate takings of less than $100. So, defining ‘theft’ in this way makes pragmatic sense. One might think that there is some similar, philosophically pragmatic reason for the belief requirement, but it’s far from clear that there is a philosophical equivalent to the pragmatic classification of legal concepts, and, even if there were, what that justification would be in this case. If the belief requirement is correct, then lying does not pick out an especially interesting concept.

To address the first horn of the dilemma, if lying really does pick out an interesting concept, then the belief requirement must be wrong. Marsili (2014) proposes we replace the belief requirement with the ‘comparative insincerity condition’, according to which the speaker must be more confident that the proposition she asserts is false than true. However, this doesn’t

---

6 Others have offered different distinctions between lies and blameworthy assertions that fall short of lying. Benton (forthcoming), for example, argues that we ought to replace the belief requirement with a knowledge requirement. On his view, even if the knowledge requirement is not met, and thus one doesn’t lie, one can be blameworthy if one ‘negligently’ asserts a proposition, where one negligently asserts a proposition just in case ‘one doesn’t consider whether one knows p’ (11).
account for the damage lying does. Imagine a case in which the speaker is just slightly more confident that $p$ is true than false – say she has 0.51 credence in $p$. And, further, imagine that the speaker knows that her audience is agnostic – that the audience has 0.5 credence in the proposition. From the speaker’s perspective, the audience’s credence is very close to her own, and, therefore, the speaker thinks the audience’s credence nearly maximizes expected epistemic accuracy. When the speaker asserts that $p$, supposing the speaker believes the audience will trust her, she’ll think that the audience will assume that she is far more confident than she is. Imagine that the audience moves from 0.5 credence to 0.8 credence. If the speaker’s credence is 0.51, then the speaker will expect the audience to suffer epistemic damage. If the blameworthiness for lying is grounded in expected epistemic damage, then this speaker is blameworthy in exactly the same way as liars are, even if, according to both the orthodox position and Marsili’s proposal, she hasn’t lied.

4. The worse-off requirement

With the belief requirement, lies are not interestingly distinct from nearby cases. My proposal would save lying from being uninteresting. Using the simple, general explanation I’ve given for why liars are blameworthy, it’s possible to construct a principled replacement to the belief requirement:

*The worse-off requirement*

The expected epistemic damage to the audience, with respect to $p$, by the speaker’s lights, conditional on the audience trusting her with respect to $p$, at all, is greater than 0.

That is, it’s a necessary condition on lying that the speaker think that, if the dupe trusts her, the dupe will be worse off, epistemically. I’ve deliberately made the requirement conditional on the audience trusting the speaker; it puts off a decision about whether intent to deceive is a necessary condition on lying. For those who argue that bald-faced lies (assertions by a speaker who believes both that the proposition she asserts is false and that her audience won’t trust her) are lies, then the worse-off requirement and that a speaker says that $p$ might be sufficient for lying.7 Those who argue that intent to deceive is a necessary condition on lying would add a further condition: that the speaker expect the dupe to trust her. My worse-off requirement takes no position in this debate.8

---

7 See the literature on bald-faced lies, e.g. Sorensen 2007, Lackey 2013, Fallis 2015 and references therein.

8 This replacement to the belief requirement is consistent with the classification of some assertions as lies that the traditional account would exclude. In addition, some assertions that might have been classified as lies on the traditional account, no longer would.
My view allows that some assertions that are not lies can be blameworthy (of course), and I also allow that the blameworthiness of some of those assertions can be given a closely related, structurally similar explanation using the notion of expected epistemic damage. Where I draw a principled, natural boundary around lying, however, is when damage is done with respect to $p$, the proposition asserted. I claim this is more intuitive than where advocates of the belief requirement must draw the boundary.

I’ll note here two further features of the worse-off requirement. First, it is compatible with epistemic models that eschew belief entirely in favor of degrees of belief. If the belief requirement is correct, it’s not clear what lying is for a Bayesian without belief, for example. My replacement to the belief requirement provides an answer. Second, the worse-off requirement is consistent with including knowledge-lies as lies. According to

---

An anonymous referee raises the following proposed counterexample to the worse-off requirement:

The speaker, A, has .6 credence in $p$, and knows that the audience, B, has .9 credence in $p$. A has good reason to believe that, because of the nature of B’s evidence, B won’t decrease her credence much below .6, even if A says that $p$ is false. In a charitable effort to bring B’s credence closer to A’s own, and knowing that it won’t fall much below .6, A says that $p$ is false.

Assuming that .6 credence in $p$ is sufficient for belief, most, I think, still wouldn’t count this as a lie. That the liar must intend to deceive the audience is a view shared by most who’ve written on lying, though not all (see, e.g. Carson 2006; Sorensen 2007; Fallis 2009). In the case as described, A’s intent is to make B’s credence more accurate. And, A has good reason to think that, given the unusual and somewhat artificial nature of the thought experiment, by asserting that $p$, this will be the case. Thus, A does not intend to deceive B. So, assuming the plausible intent-to-deceive requirement, this is not an instance of lying. At worst, this case shows that the worse-off requirement works only on views according to which intent to deceive is a necessary condition on lying. However, I’ve intentionally made the worse-off requirement consistent with accounts of lying that do not require intent to deceive, so it’d be better for my purposes to not make this concession. So, let me add a further consideration.

The case as described ought to be counted as a lie only if we adhere to the belief requirement and don’t require intent to deceive. The wide array of accounts of lying that include the belief requirement, I think, fail to properly appreciate the normative properties of lying. I’ve argued that a good account of lying ought to capture why liars are blameworthy. The belief requirement leaves out a great number of these kinds of cases. The worse-off requirement explains, better than the belief requirement does, what makes liars blameworthy — namely, that the liar expects her audience to be epistemically worse off. If this unusual case seems intuitively to count as a lie, then I think it’s a justifiable cost to my proposal that it excludes this case in exchange for the great gain of many cases that share the interesting features of lies, but, on the traditional view, are excluded.

---

9 See, e.g. Jeffrey 1970, who writes that ‘our ordinary notion of belief is only vestigially present in the notion of degree of belief’ (171–72); or see Christensen 2004, who demotes the importance of binary belief for epistemic rationality (96–105).
Roy Sorensen,

[a]n assertion that \( p \) is a knowledge-lie exactly if intended to prevent the addressee from knowing that \( p \) is untrue but is not intended to deceive the addressee into believing that \( p \) (Sorensen 2010: 610).

Sorensen claims that knowledge-lies do not involve deception, but Staffel (2011) and Fallis (ms) convincingly show that the interesting cases do, because even though the dupe does not come to believe the false assertion, she becomes more confident in it. The worse-off requirement is consistent with an account of lying according to which most, though perhaps not all, knowledge-lies count as lies.

I’ve argued that once we think in terms of degrees of belief and accept a simple explanation for the blameworthiness of lying, we arrive at a dilemma. To tackle that dilemma, I’ve suggested a principled alternative to the belief requirement – the worse-off requirement. Although nearly every philosopher who has given an account of lying has endorsed the belief requirement, my revision is not all that radical. The worse-off requirement recasts lying as involving an imposition of risk on the audience and better captures what usually makes lying blameworthy: that the speaker expects the dupe to be worse off, for trusting her.10
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