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Abstract
This paper discuss the phenomenon of empathy in social robotics and is divided into three main parts. Initially, I analyse 
whether it is correct to use this concept to study and describe people’s reactions to robots. I present arguments in favour of the 
position that people actually do empathise with robots. I also consider what circumstances shape human empathy with these 
entities. I propose that two basic classes of such factors be distinguished: biological and socio-cognitive. In my opinion, one 
of the most important among them is a sense of group membership with robots, as it modulates the empathic responses to 
representatives of our- and other- groups. The sense of group membership with robots may be co-shaped by socio-cognitive 
factors such as one’s experience, familiarity with the robot and its history, motivation, accepted ontology, stereotypes or 
language. Finally, I argue in favour of the formulation of a pragmatic and normative framework for manipulations in the 
level of empathy in human–robot interactions.
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1  Introduction

Social robots are becoming increasingly common elements 
of our reality. Such robots (also referred to as companion 
robots or artificial companions) are defined1 as “a physi-
cally embodied, autonomous agent[s] that communicates 
and interacts with humans on a social level” [37, p. 2]. They 
already accompany people in a variety of ways—as sexual 

partners, caregivers, therapists, personal trainers, priests or 
servants.2

Similarly, as in the case of interpersonal relations, many 
factors shape human interaction with robots. In this paper, I 
focus on one of them—empathy. The concept of empathy is 
one that frequently appears in research from psychology and 
neuroscience that deals with human–robot interactions [38, 
39, 102, 131, 144]. The main aim of this paper is to analyse 
factors influencing the process of empathising with robots 
and the consequences that result from this phenomenon. I 
defend three main theses:
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1  There are many different definitions of social robots in the litera-
ture. More on this topic can be found in the text Understanding Social 
Robots [62].

2  The diverse group of social robots includes, among others: the sex 
robots Samantha and Roxxxy [25] the policewoman, KP-Bot, the 
Buddhist monk, Kannon, the seal, Paro (used e.g. in nursing homes 
for the elderly [150]), the dinosaur, Pleo [48] or the dog, Aibo [161], 
robots helping in weight loss [71], robotic hostesses [95, 148] or 
even those moving on wheels, like the box-shaped therapeutic robot 
IROMEC [49,72]. Artificial companions are also robots that help 
scientists develop and study artificial intelligence, human emotional 
responses to cooperation with robots, etc. These include for example 
iCat [160] or KISMET – a robotic bust whose construction is focused 
on expressing emotions through appropriate "mimicry".
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(1)	 Using the term “empathy” to study and describe the 
empathy of people towards robots, understood as psy-
chological phenomena analogous to the one occurring 
between humans, is accurate;

(2)	 besides biological factors, the level of people’s empathy 
with robots and the behavioural results of this process 
are dependent on a number of social and cognitive fac-
tors that regulate human intergroup relations. The key 
role is played here by a sense of group membership 
with the robot;

(3)	 the careful manipulation of factors affecting the level of 
empathising with a robot will play an important role in 
the process of shaping human–robot interactions. The 
interplay between affective and cognitive factors that 
determines the behavioural outcome of empathising is 
crucial in this situation. Moreover, due to the social 
importance of the outcome of these manipulations, it is 
necessary to regulate them with pragmatic and norma-
tive principles.

2 � Empathy as an Important Element 
in Building and Maintaining Social 
Interactions between People and Robots

In this section, I will elaborate on whether the concept of 
empathy between people can be used in a similar way with 
robots or not. To accomplish this task, in Sect. 2.1. I will 
expand definition of empathy developed by de Vignemont 
and Singer [162, p. 435] and discuss it in the context of 
different positions on this problem within the research com-
munity. In Sect. 2.2. I will use the proposed conceptualiza-
tion of empathy to answer the question of whether it can be 
applied to study human–robot interactions.

2.1 � Empathy: Recent Conceptualizations 
of the Phenomena

Empathy is an important element of human social interac-
tions, one which has been studied and analysed for years 
from various perspectives—psychological [55, 156], anthro-
pological [64], ethological [10, 14, 105], neuroscientific 
[40, 137, 168], etc. It allows us to understand other people, 
adopt their perspectives and take actions needed to build 
and strengthen relationships [108, 140]. In the case of social 
robots, whose task is, inter alia, to build emotional ties with 
the user (e.g. in the case of accompanying robots caring 
for elderly or sick people) this seems to be a key element 
[84], although until now it has not been clearly established 
whether it is necessary in every situation. Therefore, it is not 
surprising that empathy is one of the most frequently studied 
phenomena in the area of HRI [87, 88].

There are hundreds of different definitions of empathy 
which sometimes coincide with phenomena such as sympa-
thy, emotional contagion, empathic distress or altruism [30, 
p. 4, 142]. In this paper, I propose to consider empathy when 
the following conditions are met3:

(1)	 X is in a certain affective, somatic and cognitive state,
(2)	 the affective or somatic state of X is analogous to the 

state of Y (these states may vary in intensity of emo-
tions/sensations, but should be similar in type),

(3)	 the state of X (affective/somatic and cognitive) is trig-
gered by observation, imagination or inference about 
the affective/somatic state of Y,

(4)	 the cognitive perspective of X is aimed at understand-
ing the state of Y,

(5)	 X knows that Y is the source of their affective/somatic 
and cognitive state.

The above definition tries to capture the results of 
recent discussions and research on empathising [30, 57, 
66]. It is basically a variation of the definition of empa-
thy4 proposed by De Vignemont and Singer [162, p. 435]. 
But, as noted by Goldman [57, pp. 31–32], Vignemont and 

Fig. 1   The diagram visualises the concept of empathy (discussed in 
detail above). X is in an affective, somatic or cognitive state analo-
gous to state of Y, X’s perspective is aimed at understanding the state 
of Y and X knows that the state of Y is a source of its own state, as 
the state of X is triggered by observation, imagination or inference 
about the state of Y

3  I presented other positions on this subject in article titled "What 
does it mean to empathise with a robot?" [87]. I analysed functional, 
substantial and relational conceptualisations of this phenomena and 
argued in the favour of the relational one developed by Damiano and 
Dumouchel [36–35]. However, in order to achieve the aims of this 
article, the adopted definition of empathising (thanks to the extensive 
literature on the subject) allows for a better analysis of what elements 
influence its occurrence. Basically, this approach does not conflict 
with the relational approach and can be reconciled with it.
4  The Vignemont and Singer definition of empathy: “One is in an 
affective state; this state is isomorphic to another person’s affec-
tive state:, this state is elicited by the observation or imagination of 
another person’s affective state; one knows that the other person is the 
source of one’s own affective state” [162, p. 435].



International Journal of Social Robotics	

1 3

Singer’s definition, although widely recognized and used, 
is too restrictive in some respects, and too vague and broad 
in others. For example, it limits empathy to the process of 
sharing emotional states, while, as Goldman argues, it is 
also possible to empathise with someone’s pain and touch 
[66], although both touch and pain cannot be described as 
emotions (Figs. 1, 2).

But just like the original definition of empathy coined by 
Vignemont and Singer, the interpretation of empathising 
that I propose in this paper distinguishes between the affec-
tiv5 and cognitive aspects of this process. Many studies have 
shown that the two types of empathy can sometimes occur 
and function independently in individuals. Psychopaths, 
for example, frequently recognize the emotional states of 
another person accurately but, due to a lack of affective 
empathy, use this knowledge to achieve their own goals [5, 
67]. On the other hand, research conducted by Rogers and 
Dziobek indicated that people with Asperger’s Syndrome, 
so far considered unable to empathise, show a similar level 
of affective empathy to other people but they are disturbed 
by the inability to recognize, understand and respond to the 
emotions of the other person (and therefore they lack the 
cognitive aspect of empathising, associated with having a 
theory of the mind) [120, p. 714]. There are also arguments 
that other information processing routes lead to different 
aspects of empathy—affective and somatic empathy pre-
vails in one of them and cognitive empathy in the other 
[57].

In sum, I have argued that empathy occurs when a few 
conditions are met i.e.: the empathiser should be in the affec-
tive, cognitive or somatic state analogous to the person they 

observe, imagine or infer about. The empathiser should also 
be aware that this person’s state is the source of its own state 
and be interested in understanding it (the state of the other).

At this point, however, we should return to the most 
important question—are the criteria presented in the defini-
tion above met when we talk about people’s empathy with 
social robots?

2.2 � Empathising with Robots

At first glance, the issue of people’s empathy with robots 
raises a few doubts, i.e. with whom do they empathise if 
robots do not have any feelings? Some researchers even 
postulate treating empathising with robots as a form of illu-
sion [109, 110] or imagining [92]. In opposition to those 
positions, in this subsection I present arguments in favour 
of the thesis that using the term “empathy” (understood as 
psychological phenomena analogous to the one occurring 
between humans) in the field of HRI is accurate.

Let me start with what seems to be certain—observing 
robots, especially social robots with whom an emotional 
bond has been established, creates the impression in many 
people that they are empathising with these agents. People’s 
empathy with robots can be observed on three levels—the 
level of declared beliefs, the behavioural level, and at the 
level of neural activity [87, 88]. This is confirmed by numer-
ous empirical studies conducted in the field of psychology 
and neuroscience [37, 38, 38, 39, 39, 128, 129]. For exam-
ple, the analysis of research using fMRI, during which the 
participants of the experiment watched robots “experienc-
ing” violence—e.g. being kicked—showed that they reacted 
similarly when they watched people being hurt. In both 
cases, brain activity associated with affective empathising 
was observed [53, 121, 122] and it also included the activa-
tion of mirror neurons.6 Although their functions are still the 
subject of heated discussions, numerous studies indicate that 
the activity of mirror neurons is an important element of the 
empathising process [80, 104], 106]. It is primarily about 
three functions in which these neurons probably partici-
pate—anticipating the actions of others, empathising with 
pain or disgust, and empathising with touch [57], pp. 34–36]. 
However, based on the analysis of neuronal activation, can 
we infer anything about the occurrence of a given phenom-
enon? What’s more, if we study human–robot interactions, 
can we draw conclusions analogous to interactions between 

Fig. 2   Empathising with a robot—X (human) is in an affective, 
somatic or cognitive state. The state of X is analogous to behavioural 
expressions (simulations) of the state of Y (robot), X’s perspective is 
aimed at understanding the state of Y and X knows that the state of Y 
is a source of its own state, as the state of X is triggered by observa-
tion, imagination or inference about the state of Y

5  In psychology, emotions and affections (moods) are usually clearly 
distinguished. However, due to the fact that emotional empathy is 
usually referred to as affective empathy in the academic literature, in 
this paper I use the concept of emotion and affect interchangeably.

6  It was found that when people observed others performing move-
ments, suffering or reacting to touch, their neuronal activation largely 
coincided with the brain activation when they themselves experienced 
such states. However, this is not one specific group of neurons but 
rather various systems involved in given behaviours and their map-
ping, understanding and sharing with other people.
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people? Finally, given that robots cannot currently feel any 
pain or emotions, who are we empathising with?

At the outset, let us consider the neuroscience research 
in a slightly broader context. We have just said that many 
experiments point to the fact that people react by activating 
parts of the brain associated with empathising at the sight 
of damaged robots. In such situations, they also report feel-
ings related to empathising. However, doesn’t this happen 
every time we see scenes that we could interpret as cruel 
or hurtful? In studies conducted by Avenanti et al. [7, 8], 
it was established that the participants of the experiments 
who observed people being hurt (e.g. seeing needles being 
stuck in them) had mirror neurons activated (which is usu-
ally interpreted as affective empathising). At the same 
time, such activity was not observed when the same people 
watched the needles being stuck into tomatoes. Considering 
this example, together with the studies on empathising with 
robots mentioned in the paragraph above [53, 121, 122], 
it could be an important argument indicating that mirror 
systems respond to robots in a similar manner to which they 
respond to people, in contrast to “ordinary” objects [87, 88]. 
This is probably due to the fact that, by incorporating robots 
into social relations, we begin to automatically treat them as 
members of our own group, as individuals [155, p. 5].

Moreover, social robots usually take anthropomorphic 
forms and the way they form their communications (the ver-
bal messages, their facial expressions and gestures, emula-
tion of pain-like behaviour) are designed in such a way that 
it is easy for people to understand their activity [87, 88]. For 
instance, when based on certain computational processes 
they “conclude” that they should express some emotion, e.g. 
ask for help and curl up when they are beaten. Furthermore, 
robots constantly develop and learn from people. We are the 
closest social environment to them, their knowledge of social 
behaviour is largely based on information about inter-human 
and animal interactions. By the observation of robot behav-
iour, we can draw numerous more or less justified conclu-
sions about their condition. Actually, we continually do the 
same in our interactions with others as well as with animals. 
In daily life, the behaviour of other beings is very often the 
only criterion based on which we assess someone’s condi-
tion, especially when it comes to pain sensitivity [2]. Thus, 
it is accurate to say that people’s affective response to robot 
behaviour is adequate to the state that it is communicating. 
In other words, although the robot itself does not feel pain, it 
can clearly express a certain affective state with all its behav-
iour. For example, there are robots which are programmed 
and designed to signal pain or discomfort to trainee dentists 
as they learn to drill teeth [1]. Other models, mainly due 
to artificial emotions, adapt their behaviour to the context 
in which they are currently located. There is, for example, 
a robotic rat equipped with 32 million silicon neurons and 
13 trillion artificial synapses, which, feeling discomfort and 

pain, begins to move, e.g. when it falls into the water, it tries 
to get out of it as soon as possible [2], 5]. The argument that 
empathy in such a situation does not occur only because 
the robot “pretends to have feelings” is too simplistic. For 
instance, during scientific experiments regarding the rec-
ognition of emotions or empathy, it is easier in many cases 
to prepare and control the posed photos. Thus, it transpires 
that researchers use pictures of actors (usually trained in 
microexpressions pretending to experience given affective 
states [45, 90]. Therefore, if we were to accept that robots by 
now only mark experiencing affective states, we cannot talk 
about the occurrence of empathy towards them in humans, 
then we would probably also have to discard or revise all of 
our knowledge about empathising which is founded on posed 
photos and videos activity [87, 88].

Given the above arguments, in the process of empathising 
with robots the focus is on the side of affective and somatic 
empathy. However, we can also distinguish in it some ele-
ments of cognitive empathy.

When interacting with robots, it happens that our affective 
and cognitive state (or some bodily sensations, such as the 
impression of pain or touch) is triggered by the interference 
or observation of the state of the robot (condition (1) and (3)). 
This state is analogous to the one communicated by the robot 
(which we recognize based on its speech, behaviour, facial 
expressions) (condition (2)). Our cognitive perspective is to 
some extent aimed at understanding the situation of the robot 
and we know that it is the source of our affective and cognitive 
states (conditions (4) And (5)) (cf. Section 2.1, see also [87]).

Thus, I argue that when we consider human–robot inter-
action, although many doubts and controversies remain to 
be analysed and clarified, that it is correct to use concept of 
empathy in a similar way with robots as in human interac-
tion. Let me now consider another problem—what factors 
enable and shape the process of empathising with robots?

3 � Factors that Enable and Shape Human 
Empathy with Robots

In Sect. 2. I expanded the development of the definition of 
empathy previously proposed by de Vignemont and Singer 
[162]. Subsequently I used it to analyse whether it is correct 
to apply the concept of empathy to study people’s reactions 
to robots. I presented various arguments in favour of the 
affirmative answer to this issue. In this section I will propose 
a list of factors that can manipulate the process of empathis-
ing with robots. I will start with analysing those of them that 
are biological in nature (in Sect. 3.1). Next (in Sect. 3.2), I 
turn to characterising the social and cognitive factors that 
affect our empathic response to robots.

In recent years, many biological foundations for empa-
thising have been established. Thanks to neuroscientific 
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research, empathy is associated with the activation of spe-
cific brain areas [66, 133], and genetic studies have identified 
specific genes that affect a person’s predisposition to empa-
thy [21, 151]. It is also known that disorders or the inability 
to empathise are associated with developmental problems, 
diseases, brain damage, etc. These biological grounds for 
empathy are, however, very strongly conditioned by the 
human cultural environment, experiences, expectations and 
motivations, as well as by the context in which empathising 
occurs. On the one hand, factors such as traumatic experi-
ences, especially those experienced in the first years of life, 
leave their mark on the formation of brain structures and 
gene expression, which can lead to the inability to feel emo-
tions and empathise as well as other personality disorders 
[11, 31]. On the other hand, personal values such as e.g. a 
high level of motivation to not display any racist and xeno-
phobic behaviours raises the level of empathising towards 
people from another social group, aligning it with the level 
of empathy we feel towards representatives of our own group 
[157, 164].

Empathy is therefore a phenomenon co-shaped by several 
factors. I propose to divide them into two basic categories: 
biological/evolutionary and socio-cognitive factors. I argue 
that the biological conditions of human empathising with 
robots include: (1) individual genetic predispositions, (2a) 
a tendency to anthropomorphise embodied actors moving 
on their own, especially if their movement is similar to a 
biological movement [44, 79], (2b) a tendency to anthro-
pomorphise and empathise with objects resembling human 
or animal bodies [44, 115, 116], and (3) a tendency to treat 
representatives of other social groups with less empathy 
and attention to their individual features [127, 164, 172]. 
The social and cognitive conditions include: (I) worldview 
(e.g. stereotypes and beliefs about robots, shared values and 
ontology etc.), (II) knowledge (e.g. facts about the individual 
robot and its actual situation).

What is more, all of the above factors, together with the 
broader situational context in which human–robot interac-
tion takes place and the awareness of the potential conse-
quences of the taken actions, co-modulate the behavioural 
outcome of empathy [75].

3.1 � Biological Factors Shaping People’s Empathy 
with Robots

I start by discussing the biological conditions affecting the 
process of empathising and focus on second and third of 
them. In this paper, for pragmatic reasons, I basically omit 
the analysis of factors that cannot be controlled in any way 
when designing social robots and social situations with their 
participation (and thus, for example, the individual genetic 
predispositions of users).

Empathising with robots is strongly associated with 
their anthropomorphisation, i.e. giving them human fea-
tures and properties [170],7 or interpreting the behaviour 
of non-human entities through human emotions and mental 
states [3]. Anthropomorphism can be seen as an important 
function of the mind, which consists in recognizing that we 
enter into a relationship with a being who has agency and 
goals other than we do (in this case, anthropomorphisation 
is accompanied by a transition from the relationship of using 
certain objects to interacting with them, which requires the 
coordination of the perspectives of two agents with separate 
goals) [34, p. 7]. This phenomenon in the area of HRI is 
most often interpreted as a common feature of Homo Sapi-
ens, an adaptation that strengthened intergroup socializa-
tion processes and helped to avoid danger [51, 91, 132, 146. 
According to this approach, people have tended to anthro-
pomorphise inanimate objects for centuries, seeing faces in 
the clouds, treetops or stones. This has a deep evolutionary 
justification—many scientists note that a rapid response to 
human or animal-like shapes is an adaptation that allowed 
our ancestors to quickly recognize threats (e.g. various 
predators) as well as helping them to distinguish enemies 
from members of their own social group, etc. [60, 91, 153. 
Anthropomorphisation is associated with the development 
of religion and magical thinking [21–19], and recent studies 
even indicate that it may affect the predisposition of some 
people to develop a pathological attachment to objects and 
their obsessive collection [146].

Many researchers argue that it is the tendency to anthro-
pomorphise robots that enables us to establish emotional 
relationships and empathy with them [83, 84]. Nowadays, 
when everyday objects fail or break, people often interpret 
it as malice on their part, while when they serve without 
problems, they become almost close companions over time 
and even get names [4]. It also happens that children animate 
their toys, favourite blankets or pillows. Such anthropomor-
phised objects frequently begin to form the basis for empa-
thy with it. People with a high tendency to anthropomor-
phise can become sensitive to the view of electrical sockets 
with "cutefaces" or become sad over the fate of cardboard 
boxes thrown in the trash (their handles often form the shape 
similar to a face).

Anthropomorphism intensifies for objects with specific 
properties. The first of these is the autonomous movement 
[44, 79]. With regard to robots, this phenomenon can be ana-
lysed, among others, thanks to studies on the Roomba vacuum 

7  Although, by definition, anthropomorphisation means giving 
objects human characteristics or properties, etc. in the literature on 
relations with robots, the term usually also includes cases of their 
"equipment", for example a Roomba vacuum cleaner is not treated as 
a human, but rather like a domestic pet.
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cleaner [115, 116], robotic ‘bug’ HEXBUG [38, 39] or mili-
tary robots deployed to defuse bombs [24]. If the robot’s move-
ment resembles the so-called biological movement, in many 
cases it causes even more intense reactions in people. Even 
small gestures performed by the robot can affect the extent to 
which we will anthropomorphise a given model [124].

Another factor significantly affecting the process of 
anthropomorphising objects, and then empathising with 
them, is their appearance, e.g. having a structure resembling 
a human / animal face or silhouette [44, 47, 50, 115, 116]. 
Although a human appearance is unnecessary to build an 
emotional relationship between the robot and the human 
(and perhaps even in some cases it makes this process dif-
ficult, contributing to the phenomenon called uncanny val-
ley),8 it most often provokes reactions related to anthropo-
morphisation and empathy. Robots with a humanoid shape 
automatically seem more human to us. Those that look like 
us are more easily treated as members of our own social 
group, as is the case with our interactions with people [47]. 
Depending on the morphological features they possess, 
robots trigger other feelings in the user—from sympathy, 
through dislike, to fear, which is why the detailed analysis 
of how their shape affects their reception by people is one 
of the key issues analysed in the area of HRI [9, 50, 170.

Even stronger emotional reactions are caused by robots 
that appear to be vulnerable. The essential biological move-
ment and the shape of the robot also play an important role 
here. Darling [37, pp. 12–13] describes a “dramatic” experi-
ment with the dinosaur Pleo, who tries to break free and 
cries out when held upside down. It has also a charming, 
“childlike” body structure and gives the impression of being 
fragile. Darling gathered several groups of people and gave 
each of them a dinosaur. The participants played with him 
for an hour, after which they were asked to attack him with 
an axe. No one took up this task, so Darling changed her 
tactics—she said that the robot of another group should be 
destroyed to protect their Pleo from a miserable fate. Also, in 
this variant, nobody decided to reach for the axe. Only when 
Darling said that if no one were to hit any of the dinosaurs 
then all of them would be broken, one person volunteered to 
do so. After a long moment of hesitation, the person “killed” 
one Pleo, and then all participants of the experiment fell 
silent for a moment. Coeckelbergh [28] notes that building 
robots that mimic human sensitivity and fragility can lead 
to greater ease in establishing social bonds and emotional 
relations with them, especially empathy. He believes that 
robots should in this way make it easier for users to empower 

empathy, and even more so—that the ability of social robots 
to be recipients of human empathy is essential to create 
social relationship between them [28, p. 4].

In contrast to the human tendency to anthropomorphize 
certain objects, which strengthens (and perhaps even ena-
bles) empathising with robots, some mechanisms related 
to learning may weaken and hinder this process. I am con-
vinced that one of the relevant mechanisms in this context is 
perceptual narrowing [70, 101]. In brief, perceptual narrow-
ing consists of the fact that, during their ontogenetic devel-
opment, people become experts in recognizing objects and 
sounds that often appear in their surroundings. On the other 
hand, the information / objects or sounds we encounter less 
frequently or which we don’t need are often overlooked and 
we are unable to identify them so well. For example, when a 
child is born, it has a very broad and universal ability to rec-
ognize human faces. But over time, when the baby begins to 
learn and develop, it becomes a specialist in recognizing the 
faces of the representatives of its own social group, whom 
it sees relatively more often and regularly than others [69]. 
Those elements of reality (people, objects or sounds) that 
were not frequent enough in their environment are less well 
recognized and usually treated as representations of a for-
eign group. This mechanism is to a large extent responsible 
for the occurrence of the unfamiliarity homogeneity effect 
[89]. In the context of intergroup relations, the unfamiliar-
ity homogeneity effect consists of the fact that we encounter 
difficulties in differentiating and recognizing representatives 
of social groups other than our own.

The unfamiliarity homogeneity effect (UHE), depend-
ing on the criterion of “otherness” and the entity to which it 
relates to, can take different forms. In intergroup relations, it 
can take the form of the effect of homogeneity of other ethnic 
groups (the so-called other race effect, cross race effect etc. 
[54, 99, 139]) or social classes [134]. In the case of sounds—
the effect of homogeneity of other languages [16, 78, 103] or 
types of music, etc. UHE always takes place when something 
unfamiliar seems to be too difficult to recognise.

The crucial factor here is that UHE is also associated 
with a lower level of empathising with people outside our 
own groups [127, 164, 172]. It can be supported by the fact 
that—if we stop treating other people as individuals, we 
dehumanise them and they became only representatives of 
a foreign group for us (resembling a symbol or an object), 
and our level of empathising decreases. Importantly, UHE, 
as well as other-group bias in empathy, are modulated by 
social and cognitive factors.

Above, I have reconstructed and discussed the list of bio-
logical factors influencing the process of human empathy. 
These include: (1) individual genetic predispositions, (2a) 
a tendency to anthropomorphise embodied actors moving 
on their own, especially if their movement is similar to a 
biological movement (2b) a tendency to anthropomorphise 

8  Uncanny valley is a term coined by the Japanese engineer Masahiro 
Mori, which refers to the scientific hypothesis according to which 
robots and other anthropomorphic performances that look very simi-
lar to man, but behave differently from him, cause in people unpleas-
ant sensations on the verge of fear and disgust [94].
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and empathise with objects resembling human or animal 
bodies and (3) a tendency to treat representatives of other 
social groups with less empathy and attention to their indi-
vidual features. In the next subsection I turn to the issue 
of the social and cognitive factors that may affect people’s 
empathising with robots.

3.2 � Social and Cognitive Factors Shaping People’s 
Empathy with Robots

UHE, together with other-group bias in empathy, is modu-
lated, and can be considerably removed, inter alia, by the 
social context, education and motivation of the individual [42, 
154, 164, 166, 167]. It decreases when we care about treating 
a representative of other groups as an individuals, when we 
know their names, history etc. Inversely, it intensifies when we 
treat the other person as a representative of a larger commu-
nity, especially when we are hostile towards this community.

These effects are very susceptible to manipulation and, 
to a large extent, their intensity depends on who at a given 
moment we treat as “our” and who as the “other”. They may 
lead to the dehumanization of “others” and further aggres-
sion towards them. They are therefore one of the factors 
creating and strengthening xenophobic and racist behaviour 
[134, 157, 164]. Sometimes they can be minimalised or 
removed by employing manipulation tactics of intergroup 
relation, for example by introducing others as in-group mem-
bers [65, 127, 159, 164, 166].

Preliminary research indicates that similar techniques 
not only shape relations among humans but also the level 
of people’s empathy with robots. If robots are introduced to 
a person as members of their social group (e.g. if they are 
introduced to the Germans with names which are popular in 
Germany), they are treated more positively and recognized as 
more human than robots with foreign-sounding names [47].

I take the position that it is UHE, other-group bias in 
empathy and other psychological effects correlated with 
them that are co-responsible for cases of lower empathising 
with robots, even leading to attacks on them [13]. Social 
robots form an increasingly large group of non-human actors 
in our social environment [158]. The more we anthropomor-
phize them, the more we transfer our prejudices, stereotypes 
and expectations acquired in our contacts with other people 
to them. Robots are similar to us, but, at the same time, they 
are also in some way unfamiliar and different, which may 
cause fear and resentment. While playing with Pleo, we start 
to treat it like a certain individual, it becomes a part of our 
group like a pet, while the robot in the shopping centre is 
just a representative of an other-group. And like all repre-
sentatives of other-social groups, it is exposed to distrust, 
aggression, objectification and decreased level of empathy.

Another way to reduce UHE and other-group bias in 
empathy is to make “the others” more recognizable. This 

phenomenon was analysed in the context of human–robot 
interactions by Darling and her team [38, 39]. She conducted 
a study in which an insect-like robot called HEXBUG was 
presented to a group of people. The participants had to hit 
it with a hammer. In some versions of the experiment, its 
participants learned the robot’s history in advance (e.g. 
they heard that its name was Frank, it was very friendly, its 
favourite colour was red and that it had lived in the labora-
tory for several months, recently it had the opportunity to 
play with other robots and has been excited ever since [38, 
39, p. 772]) and that affected their reactions—they hesitated 
for a long time before they destroyed the HEXBUG.9 This 
is in line with previously conducted research on intergroup 
relations, in which it has been proven that an appropriate 
narrative leading to individualisation reduces or eliminates 
the occurrence of the UHE and other-group bias in empathy.

Studies on human–robot empathy should also take into 
account such factors as cultural experience, values and 
beliefs. Distrust, prejudice or contempt for the representatives 
of other-group and certain stereotypes could reduce the level 
of empathising and increase the level of aggression toward 
others. This is the basis for racist (in the case of robots, the 
term “speciesism” might be more appropriate), xenopho-
bic or sexist behaviours. On the other hand, an individual’s 
strong equitable worldview and motivation not to display 
racist and xenophobic behaviour modulates UHE and bias 
in empathy towards other-group [159]. Beliefs likely affect 
the occurrence of these biases concerning other inter-group 
divisions too. One of them is probably a gender division.

As in the case of relations between people, gender stereo-
types also influence the course of human–robot interactions. 
Studies show that, depending on which gender they ascribe 
to the robot (e.g. based on its appearance or voice), people 
react differently to it. They are more likely to donate money 
to robots with a male voice [135]. Given the impact of gender 
stereotypes,10 the male robot probably seems more convincing 
and trustworthy. However, the role played in this case by gen-
der bias in empathy is worth analysing. The precise impact of 
gender stereotypes on the level of empathising has not yet been 
thoroughly studied. Nevertheless, recent research on the phe-
nomenon of victim-blaming by men indicates that this effect 

9  As Darling herself notes, a number of factors can influence the 
course of similar experiments, even the fact that some people will 
refuse to destroy expensive equipment [38, 39, p. 774].
10  Most gender stereotypes are reproduced in relationships between 
humans and robots. E.g. people consider robots with more female 
characteristics to be more suitable for stereotypically female tasks 
[46]. These gender stereotypes can be strengthened e.g. by giving 
robots both male and female names that fit into traditional gender 
roles. "Male" robots are usually robots with "representative" func-
tions and strong names, referring to mythology (like Hermes) while 
"female" robots usually perform service functions (they are clean-
ers, hostesses, sex robots) and they are given infantile names such as 
Candi [37, 38, 39, 102, 119, 131, 144].
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might be associated with other-group bias in empathy (in this 
case—gender bias in empathy) [15]. Perhaps due to, inter alia, 
group (gender) belonging, men more often empathise with 
the male perpetrator of violence and blame the victim for it. 
Importantly, attempts to redirect attention to the perspective of 
the victim or perpetrator affect the level of empathising with 
both parties.

Finally, empathy and its determinants are co-shaped, 
among others, by the ontology we share. Research conducted 
by 107, p. 295] showed that ontological assumptions reflected 
in language can be one of the important factors condition-
ing the human approach to robots, including the tendency to 
anthropomorphise it. Rakison noticed that, in comparison to 
children raised in North American culture, Japanese children 
tend to consider objects as more animated than inanimate, 
including cases of objects that are difficult to clearly clas-
sify as not belonging to either of these two categories. This 
is partly an expression of the ontology assumed by the old-
est religion in Japan, Shinto, which has adopted a universal 
animism, i.e. that all beings and objects (including human 
creations) have a certain life energy [56, 107, p. 300, 116, 
p. 337, 149, p. 78]. Among the inhabitants of Japan, the ten-
dency to anthropomorphise robots and empathise with them 
is also influenced by the fact that this country developed after 
World War II mainly as a result of automation, not by the 
import of labour, and that due to other cultural conditions 
(e.g. the popularity of manga and anime, in which robots are 
often depicted as positive characters fighting evil people or 
other evil robots) the view of robots in the public space is 
relatively common there and evokes positive associations [56, 
pp. 76–78, 98, 130].

As can be clearly discerned, the process of empathis-
ing with robots (similarly to empathising with people) is 
extremely complicated and influenced by a number of fac-
tors—from evolutionarily shaped mechanisms leading to 
the anthropomorphisation of inanimate objects, through 
individual predispositions of a given person and situational 
context, to common opinions and stereotypes about robots 
and their development in a given community. Among the 
social and cognitive factors influencing people’s empathy 
to robots, the most important are the following: worldview 
(e.g. stereotypes and beliefs about robots, shared values and 
ontology etc.), and knowledge (e.g. facts about the individual 
robot and its actual situation). Finally, (in line with the sec-
ond thesis of this article) one of the most important of those 
factors is a sense of group membership with the robot, which 
actively co-shapes the output of psychological reactions to 
its presence. In the next section, I will answer the question of 
why it is so important to know how to manipulate people’s 
empathy with robots.

4 � Discussion: The Relevance 
of the Pragmatic and Normative 
Framework for Manipulating the Level 
of Empathy in Human–Robot Interactions

Knowledge of the factors modulating the occurrence of 
empathy gives many opportunities to exploit it. In this 
section, I will consider the possible ways to use empathy 
between humans and robots. I will start with the problems 
that may arise from the occurrence of this phenomenon 
(in Sect. 4.1) and then analyse how it can be used profit-
ably, e.g. in social education (Sect. 4.2). These examples 
provide arguments for the last thesis of this article, i.e. that 
due to the social importance of the outcome of manipula-
tions with people’s empathy to robots, it is necessary to 
regulate this issue with some framework of pragmatic and 
normative principles.

4.1 � The problems with people’s empathy 
toward robots

Let me start with the problematic aspects of people’s 
empathy with robots. Some of the experiments described 
above could serve as an argument that knowledge about 
the subject of empathy not only affects the level of empa-
thising with others, but also modulates the behavioural 
outcome of this process [74, 75, 85, 173]. The level of 
empathy essentially affects people’s decisions, especially 
those related to altruism. Empathy, or the lack of it, can 
make the difference in our decision on e.g. whether to 
help a person in need. It is not exactly known if this is the 
result of the manipulation of the empathising level, which 
in itself affects behaviour, or whether these changes are 
associated with certain differences in the way information 
is processed and a behaviour decision is made.

However, this situation has to some extent been clari-
fied by recent research conducted by Kossowska et al. [75]. 
They argue that, although altruistic behaviour is mainly 
dependent on the individual’s desire to help (resulting 
from empathy, sympathy etc.), it is also modulated by 
cognitive factors such as the expected effectiveness of the 
help. Kossowska et al. examined people’s responses to the 
situation of donating money to a person in need. When 
their affective response was very high and they felt a high 
desire to help (this is usually associated with a high level 
of empathising with the person in need), then the addi-
tional information about the situation did not play a major 
role and the participants in the study decided to donate 
(even if they were informed that their help would not be 
effective). However, if the affective level was lower and 
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the participants did not show a high degree of willingness 
to help, then the cognitive factors became significant and 
co-shaped their behaviour [75, p. 19]. Of course, the above 
research concerns a very specific situation, but it indicates 
the very subtle interplay between affective and cognitive 
factors in shaping empathy and its behavioural outcome. 
Moreover, it highlights the fact that the affective state in 
this case (especially affective empathy) may play a major 
role in the decision-making process and only its lowered 
level allows people to include rational arguments in it. 
This is consonant with most scientific texts on the subject, 
according to which emotions fundamentally influence the 
decision-making process and rational thinking [163, 169, 
171]. But why does this seem important to human–robot 
interactions?

If empathy actually plays a key role in shaping people’s 
motivation for altruistic behaviours and rational arguments 
for taking or rejecting these behaviours only become influ-
ential when it is lowered, then it should be studied with 
particular insight. By the careful manipulation of empathy, 
we can regulate the interplay between affective and cog-
nitive responses shaping human altruistic behaviour. This 
problem is very acute in the case of the interaction between 
humans and robots. Empathy for robots can be beneficial, 
but it can also be harmful to humans, depending on the 
circumstances and purposes for which the robot is used. 
Incorrectly directed empathising with a robot can not only 
be inconvenient for the user but even dangerous for them. 
There have already been cases when soldiers empathising 
with the robots they used on the frontline refused to do 
exercises with them or saved robots, risking their own lives 
[24, 38, 39, 52, pp. 4–5]. This is an example of a situation 
when a robot is meant to perform a specific task, and all the 
features that lead to its anthropomorphisation and arouse 
empathy in the user can be an obstacle to its implementa-
tion. Furthermore, knowing that the level of empathising 
frequently depends on a sense of shared group member-
ship, its behavioural outcome can also cause a lot of other 
dilemmas in human–robot interactions. For example, how 
will a person who has the choice to help (or risk exposure) 
a robotic “friend” or a stranger behave? Towards whom will 
such a person feel greater group membership and empathy? 
Thorough knowledge of mechanisms building, shaping and 
supporting the phenomenon of empathising with robots and 
its behavioural outcome will allow us to avoid, minimize or 
solve the number of such problems in the future. Thus, this 
issue requires in-depth empirical research as well as careful 
normative regulation.

What is more, the human tendency to empathise with 
robots can be a field of manipulation and abuse of their 
producers and users [37, 59, 126]. As I noted in the first part 
of the text, the cognitive aspect of empathising without an 
affective element is the hallmark of psychopaths, who are 

famous for their ability to manipulate. Robots, although they 
do not experience such feelings themselves, are increasingly 
specialised in recognizing human emotions and needs. As a 
result, they learn how to do so and adapt their behaviour to 
achieve a set goal—to enter into a social relationship with a 
human being with specific tasks like e.g. keeping company, 
education, therapy or weight loss. It should be emphasized 
that robots usually do not choose their goals themselves—
they differ from people with a psychopathic personality in 
this respect. However, they can easily become manipulative 
tools in the hands of people. It is not difficult to imagine that 
in a capitalist system, social robots will be used to persuade 
humans to shop in particular online stores, for example, and 
thus increase company profits.

Finally, many researchers point out the impact that empa-
thising with robots can have on human society, leading them 
to be treated as partners in a social situation, and then—
entering into long-term social relationships (including inti-
mate relationships) with people. This is an extremely com-
plex issue, one which includes problems such as the reality 
and one-sidedness of these relationships (hypothetical (self) 
deception of people entering into relationships with robots), 
or limiting, objectifying and reducing interpersonal relations 
as a result of people entering into relationships with robots 
[26, 96, 111, 113, 117, 147]. There is also considerable con-
cern about the impact that sex robots will have on the social 
status of children [141], women and minorities [22, 36, 43, 
77, 113, 117, 152]. As I noted earlier, gender bias in empa-
thy, among other factors, is responsible for the phenomenon 
of victim-blaming in the case of victims of violence against 
women, especially sexual violence. Considering the subject 
of this article, it is worth asking the following question: if, in 
fact, our moral sense and empathy develop in social interac-
tions, how it will be affected by interactions with sex robots? 
Can allowing violence against sex robots result in lower lev-
els of empathising with real people, especially woman (or, 
in case of sex robots looking like kids—children)? More 
generally—how does objectification and aggression towards 
robots affect our ability to empathise with representatives of 
other-groups or animals? The above questions require pre-
cise and careful answers.

4.2 � The Educational and Therapeutic Potential 
of Empathising with Robots

Aside from the problems posed by people’s empathy to 
robots, there are a host of potential benefits to this phenom-
enon. Strengthening interactions between people and robots 
by building a relationship based on empathy enables robots 
to perform some specific functions, especially accompany-
ing robots. Darling points out that, for example, children 
can learn, among other things, to respect life (of people and 
animals) by taking care of robots and empathising with them 
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[38, 39], pp. 17–19]. It is also known that building an emo-
tional relationship with a robot helps the elderly, improves 
their cognitive abilities, and reduces their level of loneliness 
[20, 93, 150]. By building relationships with the robot and 
its educational functions, we can shape human cognitive 
and social competences and implement the values that we 
consider important for our society. There is a need to care-
fully analyse the relations between humans and robots to see 
where the occurrence of empathy is a positive phenomenon, 
namely the one which is worth supporting (or even strength-
ening), and in which it should be weakened. The formulation 
of the pragmatic and normative framework for manipula-
tions in the level of empathy in human–robot interactions is 
therefore urgently needed.

5 � Conclusions

In this article, I argued in favour of the thesis that using the 
concept of empathy to study, analyse and explain interac-
tions between people and social robots is a correct one. I 
cited a number of studies showing that empathy with robots 
is a real process, one discernible at the level of people’s 
beliefs, behaviours and physiological (neuronal) responses.

I have analysed if this phenomenon meets the definitional 
criteria for empathysing. I have determined that people’s 
affective, somatic and cognitive state can be triggered by the 
observation or inference about the state of the robot (con-
dition 1 and 3). People’s responses in such situations are 
analogous to the state communicated by the robot (which is 
recognized based robots verbal communicates, behaviour, 
facial expressions) (condition 2). Finally, people are aware 
that robots are the source of their affective and cognitive 
states as well as their cognitive perspective is to some extent 
aimed at understanding the situation of these robots (condi-
tions 4 and 5).

The use of the concept of empathy to study human and 
robot interactions can be valuable both cognitively and 
scientifically, not only in understanding these interactions, 
but also in the context of subsequent attempts to capture, 
describe, and explain the empathising phenomenon itself. 
For this to happen, researchers of this subject must carefully, 
precisely and consistently analyse the conclusions that result 
from using the term empathy on grounds other than the rela-
tions between biological beings.

Moreover, I argued that people’s empathy toward robots is 
co-shaped by a number of factors. I proposed to divide them 
into two basic categories: biological/evolutionary and socio-
cognitive. The factors from both these categories may facilitate 
or hinder the robot’s anthropomorphisation directly related to 
its potential to incite empathy in people. Among them, par-
ticularly crucial are the appearance and behaviour of the robot 

itself as well as one’s worldview (e.g. accepted ontology, ste-
reotypes) or language.

It is also important that universal psychological and cogni-
tive mechanisms (of evolutionary origin) related to the dehu-
manization of others and the reduced level of empathising with 
them can be modulated by socio-cognitive factors. Our reac-
tions to others (including robots) differ depending on whether 
we treat them as members of our own social group or not. 
They can be modulated by one’s motivation, familiarity with 
the robot and its history, the robot’s accent and others. How-
ever, more research on the factors shaping people’s empathy 
with robots needs to be carried out. Not only can it affect the 
quality of our contacts with robots and their functionality, but 
also our understanding and shaping human intergroup relation. 
Just as knowledge from the field of social psychology can say 
a lot about our interactions with robots, our relationships with 
robots can teach us a lot about how and why we treat repre-
sentatives of other-social groups, as well as animals.

Finally, given the importance of empathy between people 
and robots in human society, it is necessary to regulate the 
factors that shape it by means of pragmatic and normative 
principles. They should take into account, inter alia, the func-
tions of the robot (e.g. empathising with robot may facilitate 
the functionality of care-bots, while it can impede it in the case 
of military robots), abuse possibilities (using empathising with 
robots as a means of manipulating their user) and the impact of 
empathising or lack of empathy with robots on society.

Robotics is developing so rapidly that we need these princi-
ples today. I hope that by showing its relevance this paper will 
start a broader discussion on the topic.
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