(In)compatibilism

Kristin M. Mickelson

Abstract: The terms ‘compatibilism’ and ‘incompatibilism’ were introduced in the mid-21st century to name conflicting views about the in-principle relationship between the thesis of determinism and the thesis that someone has free will. These technical terms were originally introduced within a specific research paradigm, the classical analytic paradigm, but few free-will theorists still work within that paradigm (i.e. using its methods, its substantive background assumptions, etc.). This chapter discusses how the ambiguity of the terms ‘incompatibilism’ and ‘compatibilism’ that took root when the terms were initially introduced has changed from a rather insignificant oversight, but using these ambiguous terms now keeps us from identify the major positions and battle lines in the contemporary free-will debate.
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1. The Problem of Determinism and Its Candidate Solutions

[bookmark: _gjdgxs]The terms ‘compatibilism’ and ‘incompatibilism’ were coined in the early 1960s and quickly became part of the basic vocabulary of the classical analytic paradigm, the dominant research paradigm of the classical period in the free-will debate (c. 1965–1985).[footnoteRef:0] Philosophers working in the classical analytic paradigm, hereafter classical analytic theorists, used the phrase ‘free-will thesis’ to name the thesis that we, i.e. ordinary human beings, exercise free will. The term ‘incompatibilism’ was introduced to name the view that the free-will thesis is incompatible with determinism, and ‘compatibilism’ was introduced to name the view that the free-will thesis is compatible with determinism.[footnoteRef:1] Following Peter van Inwagen—who crystallized the distinctive assumptions and methods which structured the classical analytic paradigm in An Essay on Free Will (1983)—most philosophers still speak as if the central problem of free will and determinism is The Compatibility Problem, roughly the challenge of settling whether compatibilism or incompatibilism is true.  [0:  Peter van Inwagen isolates 1965–1985 as the “classical period” of analytic work on free will; he has also (independently) suggested that the leading free-will theorists in this period were working within a distinctive paradigm (van Inwagen 2017). The terms ‘compatibilism’ and ‘incompatibilism’ were coined by Keith Lehrer during this period. To my knowledge, the terms 'compatibilist' and 'incompatibilist' were first used in print in Lehrer's (1960) dissertation, though the standard characterizations of these terms first appeared in print eight years later (Cornman and Lehrer 1968: 130). It appears that the corresponding terms 'compatibilism' and 'incompatibilism' were first used in print by van Inwagen in his (1969) dissertation, but van Inwagen credits Lehrer with the coining of these terms as well (in correspondence; see also van Inwagen 2017 and 1999: 342, n. 2). Lehrer, in correspondence (2020), confirmed that he introduced ‘incompatibilism’ to name a view about the relevance of determinism to free will. In saying this, Lehrer means to draw on the standard conversational notion of relevance (as opposed, for example, to some technical notion developed within so-called relevance logics), and he is clear that the relevance relation he has in mind is not fully captured by the non-relevance relation of (strict) logical inconsistency; the general notions of strict logical incompatibility and conceptual incompatibility (see Sec. 2) seem to fit well with the notion of relevance that Lehrer has in mind.]  [1:  The bipartite (in)compatibilism taxonomy of free-will views was preceded by the tripartite taxonomy of libertarianism, soft determinism, and hard determinism. Hard determinism is the explanatory view that determinism is true and we do not have free will because determinism-related factors preclude free will (e.g. Pereboom 2001: 323). Since free-will skepticism is the non-explanatory view that no normal human in the real world has free will, all hard determinists are skeptics. Libertarians hold that we have free will (i.e. free-will skepticism is false) and, since determinism-related factors destroy free will, it must be that determinism is false. Soft determinists reject free-will skepticism (like the libertarians) but accept that determinism is true (like the hard determinists)—and, by implication, reject the principled view (endorsed by both hard determinists and libertarians) that determinism-related factors stand in an antagonistic relationship to free will. Classical analytic theorists shifted the focus of the free-will debate to this disagreement about the in-principle relationship between free will and determinism, thereby allowing the debate about the nature of free will to proceed without anyone having to take a stand on the truth-value of determinism (at the actual world). In short, each view in the pre-classical tripartite taxonomy took a stand on three contentious issues: (1) the existence of free will, i.e. whether free-will skepticism is true, (2) the truth-value of determinism, and (3) whether determinism conflicts with (undermines, precludes, or stands in some broadly antagonistic relation to) free will. Classical analytic theorists aimed to track the third issue with their Compatibility Problem. ] 

[bookmark: _30j0zll]	The classical analytic paradigm started to degenerate almost as soon as it formed, with the advent of “Frankfurt examples” (see Haji CH. 6, this volume) playing a critical role in its demise. As one would expect, framing the free-will debate in the anachronistic jargon of a degenerated research paradigm is not a benign practice. In this section, I shed new light on the structure of the classical analytic Compatibility Problem by juxtaposing it with a more contemporary—and, at the same time, more traditional—way of characterizing the problem of free will and determinism and its array of candidate solutions. In the next section, I look more closely at the correlation and relevance relations which classical analytic theorists—and those working in their wake—have conflated under the label “incompatibility.” In doing so, I clear the way for contemporary free-will theorists to escape the jargon, narratives, and question-begging background assumptions of the outdated classical analytic paradigm.
1.1 Defining Determinism
Let us start with the notion of determinism that is central to the traditional problem of free will and determinism (hereafter, the problem of determinism). William James, who was one of the first philosophers to use the term ‘determinism’ in the free-will literature, characterized the doctrine as follows:
What does determinism profess? It professes that those parts of the universe already laid down absolutely appoint and decree what the other parts shall be. The future has no ambiguous possibilities hidden in its womb; the part we call the present is compatible with only one totality. Any other future complement than the one fixed from eternity is impossible. The whole is in each and every part, and welds it with the rest into an absolute unity, an iron block, in which there can be no equivocation or shadow of turning. (James 1884) 

In this passage, James describes a universe in which one unique future is predetermined (unconditionally pre-fixed, made inevitable) by factors which were fully in place before that future unfolds.[footnoteRef:2]  [2:  Notice that James manages to express the idea that naturalistic elements of the universe make one unique future inevitable (by eliminating literally all actual-sequence leeway from the world) without explicit appeals to causation or laws of nature. As such, James shows that it is possible to capture the traditional,  “literally zero leeway” notion of determinism without having to set foot in the “morass” of causation.] 

	Following van Inwagen, we can emphasize the radical nature of determinism by contrasting it with the type of “garden of forking paths” timeline that unfolds when determinism is false (i.e. when indeterminism is true) in the following diagram:
[image: ]
In the top diagram, the solid lines represent that there is at least one point in this timeline relative to which there are several open “alternative futures.” A person in the top timeline would have access to multiple futures, analogous to the way in which a person has access to different routes forward when she comes to a fork in a river or road (van Inwagen 1990: 277). By contrast, the bottom timeline shows that when determinism is true, we never “confront a sheath of possible futures” in the actual timeline of our lives (van Inwagen 1990: 277); only one timeline is actually open to us, and every apparent fork in the road is an illusion. 
	The idea that the future is made inevitable by naturalistic forces beyond our control has been driving the free-will debate for millennia, having its roots in the naturalistic (cause-and-effect) account of fate developed by the Stoics (e.g. Bobzien 1998, Pereboom 2009: 5-16).[footnoteRef:3] For present purposes, I will set aside questions about precisely which features of the world do the critical future-fixing work when determinism is true (i.e. causation, laws of nature, etc.). For simplicity, I will use the phrase “determinism-related factors” to refer to those features of the world (whatever they are) which account for the state-by-state and moment-by-moment evolution of the world when determinism is true, i.e. the factors which do the “work” of making one unique future inevitable when they obtain. [3:  Some philosophers assume that ‘determinism’ should be used to pick out the doctrine that deterministic causation and/or deterministic laws of nature obtain, where the term ‘deterministic’ may be defined however one likes. As a result, ‘determinism’ is now a substantively ambiguous term. For example, some philosophers hold that ‘determinism’ should be used to name the view that naturalistic factors in the physical universe eliminate all actual-sequence leeway from its evolution, but only ceteris paribus (such that the world has, ceteris paribus, one unique future) (e.g., Dennett 2003, Sehon 2010). More specifically, one might use ‘determinism’ to name the thesis that there is no actual-sequence leeway in the world on the condition that the universe remains causally closed (e.g. so long as the world is not prematurely destroyed in a collision with another universe in the multiverse or miraculously intervened in by God). The addition of ceteris paribus clauses to the Jamesian notion of determinism might seem like an improvement for those who think that free-will theorists should define ‘determinism’ in a way that reflects the best physics and/or metaphysical theories of the day. Arguably, though, the problem of determinism (understood as a means of addressing the problem of free will via the correlation and explanation problems) is best framed using a doctrine which is the limiting case for minimal actual-sequence leeway (i.e. a doctrine which asserts that there is literally zero such leeway), for this is the most straightforward way to test whether the presence/absence of actual-sequence leeway is relevant to free will (as advocates of libertarian/indeterminist accounts of free will generally claim). To repair the discourse, we might introduce a new term (preferably one unrelated to any of the vocabulary terms used by the physicists), such as inevitabilism, to name the dialectically important doctrine that one unique future is literally—and not simply ceteris paribus—inevitable given naturalistic factors which hold in the present/past (for discussion, see Mickelson 2019a and “Hard Times for Hard Incompatibilism,” ms.).] 

	In my estimation, the traditional debate over the relationship between free will and determinism rightly captures our attention because it forces us to confront the more fundamental problem of free will: the challenge of identifying the nature of free will itself. This philosophical challenge must be met prior to answering the more practically interesting question of whether or not we (ordinary humans) have free will. When the dialectical role of determinism is seen in this way—i.e. as a way of generating and evaluating candidate solutions to the problem of free will—it appears that the problem of determinism has two main components, what I will call the correlation problem and the explanation problem (Mickelson 2019b, 2021).[footnoteRef:4] Let us consider these two problems in turn.  [4:  The general framework outlined here is not an attempt to persuade readers of what the dialectical structure of the free will debate should look like; it aims, more centrally, to be (loosely speaking) a rational reconstruction of the extant free will debate, providing the reader with a more adequate map of the territory on which the free will debate is—and traditionally has been—playing out.  ] 

1.2 The Correlation Problem
The central challenge of the correlation is problem is captured in one familiar question: 
The Correlation Problem: Is it metaphysically possible for a typical human to exercise free will in a world at which determinism is true?[footnoteRef:5]  [5:  This question is typically raised after providing a vignette in which normal humans are performing actions in a world at which determinism is (by stipulation) true. In recent years, those who advocate a “no” answer to the correlation problem have begun using so-called manipulation arguments (Mickelson 2017) as intuition pumps for the “no” answer. For example, Alfred Mele’s revised Zygote Argument (Mele 2013, 2017, 2019) is a mere intuition pump for an incompossibilist solution to the correlation problem; his argument does not aim to solve the explanation problem, i.e. it does not aim to provide a complete solution to the problem of free will and determinism. However, other manipulation arguments, including Pereboom’s Four-Case Argument (2001, 2014) and my Master Manipulation Argument (2019b), speak to both the correlation problem and the explanation problem.] 

The long history of the free-will debate demonstrates that people deeply disagree about whether the answer to this question is “yes” or “no.” Those who think that the correct answer to the correlation problem is “no” thereby embrace the view that free will—whatever else might be true of it—is not the sort of thing that could be exercised by a normal human in a world at which determinism is true. For these theorists, the intuitive “no free will” judgment elicited by thought experiments involving humans acting in a world at which determinism is true is a data point that must be accommodated by any viable theory of free will. That is, to answer “no” to the correlation question is to commit oneself to a desideratum for any viable theory of free will, namely: it must include at least one necessary condition which cannot be satisfied by a normal human living in a world at which determinism is true. By contrast, those who answer “yes” thereby reject that there is any such desideratum on a viable account of free will. In other words, determinism scenarios reveal that people not only have different intuitions about what free will is, but they also disagree about the standards by which a theory of free will is to be judged. 
Despite the dialectical significance of the “yes” and “no” answers to the correlation problem, there is no standard jargon which unequivocally tracks the modal views associated with them. To remedy this, I will use my preferred names. To give a “no” response to the correlation problem is to claim that human free will and determinism-related factors are incompossible, i.e. it is metaphysically impossible for them to co-exist. In light of this, let us say that those who answer “no” to the correlation problem are proponents of an incompossibility solution to the correlation problem, while those who answer “yes” endorse a compossibility solution. Correspondingly, let incompossibilism be the view that the incompossibility solution to the correlation problem is correct, and let compossibilism be the view that the compossibility solution is correct. 
1.3 The Explanation Problem 
Incompossibilism answers one problem only to raise another: unlike the compossibilist, the incompossibilist must explain or account for the incompossibility of human freedom and determinism-related factors. To solve this explanation problem, the incompossibilist must answer the following questions:
The Unmet Condition Challenge (E1): Which necessary condition C on free will cannot be satisfied by a normal human when determinism is true?

The Condition Underminer Challenge (E2): What prevents a normal human from satisfying condition C when determinism is true?[footnoteRef:6] [6:  It has been suggested that one answer E2 by appeal to intuition, e.g. by reporting that one has the intuition that determinism-related factors undermine free will. I do not find this suggestion compelling. Rather, I think that one’s intuitions may lead them to form a hypothesis about what precludes free will, but any such hypothesis my be subject to testing which demonstrates that it is mistaken. This is perhaps most evident in the literature on manipulation arguments, which exploit the intuition that a person who is subject to manipulation is unfree even though it is essential to the success of the argument that, contrary to initial appearances, there is nothing about the manipulation per se that poses a threat to free will. Likewise, abductive manipulation arguments may be developed to test and attack the hypothesis that determinism poses a threat to free will, placing the burden of proof on libertarian theorists to defend that hypothesis against known rivals (Mickelson 2015b, 2019a, 2019b, “Hard Times for Hard Incompatibilism,” ms.).] 


Although the E1/E2 distinction is present in contemporary discussions of free will, free-will specialists have not made an effort to track this distinction or that between an incompossibility solution to the correlation problem and extant solutions to E2 of the explanation problem. Presumably, this is at least partly because their understanding of the problem of determinism has been shaped and constrained by the jargon and narratives that have been enforced by the dominant voices in recent free-will literature, namely prestigious classical analytic theorists and their academic progeny. Given these historical considerations, let us begin by looking at the bipartite explanation problem through the narrow lens of the classical analytic paradigm. 
1.4 Classical Analytic Solutions to the Correlation and Explanation Problems
Within the classical analytic paradigm, the questions associated with E1 and E2 were not distinguished from a “no” answer to the correlation problem, and it’s easy to understand why. Given the background assumptions of that paradigm, a complete solution to the explanation problem follows directly from an incompossibility solution to the correlation problem. How so? Classical analytic theorists accepted roughly the same solution to the problem of free will, agreeing that free will is (or requires) an ability to do otherwise. Since it is standard practice to attach the term ‘classical’ to view which presuppose that free will is an ability to do otherwise, it is natural to refer to the incompossibilist who accepts the classical view of free will as a classical incompossibilist. The classical incompossibilist must interpret her solution to the correlation problem as providing key information about what this freedom-relevant ability to do otherwise amounts to. Specifically, the classical incompossibilist commits to the view that free will, i.e. the ability to do otherwise, cannot be exercised in which the future is inevitable by determinism-related factors (given the facts of the past). Free will is a more robust ability to do otherwise, roughly an ability to bring about one future rather than another in the actual timeline of one’s life, such that a person with free will has a sort of “dual ability” to settle, of the multiple futures available to her at the moment of action in the forking-paths timeline of her life, which future comes to pass and which do not; in counterfactual terms, an actor exercises the relevant ability to do otherwise in performing A only when it is true of the actor that, holding fixed the laws and the facts of the past prior to the action, the actor still could have done otherwise than perform A, i.e. she could have avoided or refrained from doing what she actually did and done something else instead (e.g. van Inwagen 1983, 2017; Balaguer CH. 9, this volume). 
Notably, classical analytic theorists also took for granted the truth of anthropocentric possibilism, the view that it is at least metaphysically possible for an ordinary human to exercise free will (e.g. van Inwagen 1983, Clarke 2003, Vihvelin 2013).[footnoteRef:7] Any account of free will that is consistent with both incompossibilism and anthropocentric possibilism is now commonly classified as a broadly libertarian account of free will.[footnoteRef:8] This means that all incompossibilists working in the classical analytic paradigm, call them classical incompossibilists, were committed to a broadly libertarian solution to E1.[footnoteRef:9] I will hereafter refer to the solution to E1 endorse by classical incompossibilists, according to which some libertarian interpretation of the ability to do otherwise is correct, the classical libertarian solution to E1.[footnoteRef:10]        [7:  The assumption of anthropocentric possibilism is evident, for example, in van Inwagen’s “mysterianism” position: he contends that free will is a mystery because he believes that we have free will even though he grants that there is a strong and unanswered case for anthropocentric impossibilism, i.e. the view that it is metaphysically impossible for a normal human to exercise free will (e.g. van Inwagen 2005; Campbell and Lota CH. 8 this volume). Notably, it has recently become popular to use the term ‘impossibilism’ exclusively to name the maximally bold impossibilist thesis that it is metaphysically impossible for anyone (i.e. for any metaphysically possible being, however godlike) to exercise free will, and ‘possibilism’ to pick out the negation of this unqualified impossibilism (e.g. McKenna and Pereboom 2016). I follow the latter convention here, but I warn against conflating impossibilism and species anthropocentric impossibilism. While all arguments for impossibilism are arguments for anthropocentric impossibilism, the converse is not true. For example, Pereboom's arguments for hard incompatibilism imply that anthropocentric impossibilism is true but that impossibilism is false (see my "Hard Times for Hard Incompatibilism," ms.). By contrast, some arguments (e.g. the Basic Argument and some arguments based on the paradox of moral luck) conclude to impossibilism and, a fortiori, support anthropocentric impossibilism, but do this by reasoning which implies that hard incompatibilism is false (e.g. Mickelson 2019a, 2019b, “Hard Times for Hard Incompatibilism,” ms.).  ]  [8:  The label “indeterministic accounts” of free will would be an apt label for the overall set of incompossibilist-possibilist accounts of free will that would constitute a solution to E1.]  [9:  One popular test for the adequacy of libertarian solutions to the explanation problem is the so-called “Problem of Enhanced Control,” a problem which is typically aimed at event-causal (as opposed to agent-causal) libertarianism (e.g. Franklin 2011). Viewed through the correlation/explanation framework, the problem is roughly this: to be viable, a libertarian response to E1 must identify a necessary condition on free will which cannot be satisfied when determinism is true (i.e. some necessary condition that is missing from all compossibilist accounts of free will), such that it is plausible to think that someone who satisfies that condition would (in virtue of satisfying that condition) have more control than would a person who satisfies the necessary conditions on free will named in the best compossibilist accounts of free will. It would be unsatisfactory for aspiring libertarians to respond to E1 by insisting that indeterminism (the mere negation of determinism) or some more specific indeterminism-related factor (e.g. probabilistic causation) is the necessary condition on free will that goes unmet when determinism is true. As such, those who believe that (some species of) indeterminism “helps” a person to have more control than they would have in a world at which determinism is true—namely, those who endorse a libertarian account of free will—owe their audience a story about how indeterminism helps. E1 captures and illuminates the dialectical demand for that story. ]  [10:  Arguably, the classical libertarian solution to E1 is slightly more narrow than this, since it seems to be that classical analytic theorists agreed that free will requires some degree of contrastive control over the future (allowing a person to settle which action is ultimately performed and which are not). Some libertarian accounts of the ability to do otherwise are less demanding, such as Robert Kane’s “self-forming actions” account (e.g. Kane 1996, 2016).] 

According to the classical libertarian solution to E1, it is possible for a normal human to exercise of free will, but only if there is some type of actual-sequence leeway in the evolution of the universe. There is actual-sequence leeway in the evolution of the universe only if there is at least one point in time at which, holding fixed the laws and facts of the past, more than one future might unfold. That is, more than one future is accessible from some point in the actual timeline, just as we see in van Inwagen’s “forking paths” depiction of indeterminism (in van Inwagen’s diagram above). Recall that determinism, by definition, is true only when there is literally zero actual-sequence leeway in the evolution of the physical world, i.e. when exactly zero “forking paths” are permitted in the actual timeline. This means that if determinism is true, certain determinism-related factors would rule out the sort of actual sequence leeway—whatever type that may be—that an exercise of free will (given the libertarian notion of an ability to do otherwise) requires. Within the classical analytic paradigm, then, an incompossibility solution to the correlation problem implies the classical dual-ability solution to E1, which in turn implies the classical incompatibilist solution to E2: when determinism is true, it is owing to determinism-related factors that people cannot exercise the ability to do otherwise that an act of free will requires. For ease of reference, I will hereafter refer to this line of reasoning—from incompossibilism, via the classical libertarian solution to E1, to the classical incompatibilist solution to E2—as the classical bridge inference.[footnoteRef:11]    [11:  Recent debates about the Consequence Argument raise the question of what this argument is an argument for (see, e.g., Campbell 2007, 2008, 2010; Shabo 2011; Bailey 2013; Sartorio 2016; Capes 2019). These discussions do not take into account that there are two substantively different ways of interpreting van Inwagen’s formal statements of the Consequence Argument. First, we may interpret these logic-text proofs—which van Inwagen characterizes as the same argument done three ways—may be interpreted against the background assumptions of the classical analytic paradigm. In this case, van Inwagen’s formal arguments technically conclude to a conditional thesis which is equivalent to classical incompossibilism, but this conclusion entails (via the classical bridge inference) classical incompatibilism. Second, we may untether these formal statements of the Consequence Argument from the background assumptions of the classical analytic paradigm (i.e. the now question-begging classical assumptions which underwrite the classical bridge inference). In this case, the conditional conclusion of van Inwagen’s arguments do not entail or suggest any particular solution to E1 or E2 of the explanation problem. When the Consequence Argument is removed from the dialectical context in which it was introduced, the conditional conclusion of the argument must be taken as it stands, i.e. as a proposed solution to the correlation problem. This post-classical Consequence Argument—just like Mele’s revised Zygote Argument (see Mickelson 2015b, 2021b, and “Motte-and-Bailey Incompatibilism,” ms.)—may be used to motivate an anti-incompatibilist solution to E2 of the explanation problem (i.e. one which implies that all causal luck solutions are wrong). For further discussion, see my “The Consequence Argument: An Argument for Incompatibilism?,” ms.).] 

Now that we have a better grasp on the classical analytic characterization of the problem of determinism, we can understand why classical analytic theorists believed—as their Compatibility Problem narrative tells us—that the problem admits only two (mutually exclusive and collectively exhaustive) candidate solutions. On the one hand, the classical analytic theorists could adopt an incompossibility solution to the correlation problem, which (given the background assumptions of the classical analytic paradigm) came theoretically loaded, via the classical bridge inference, with the classical libertarian solution to E1 and the classical incompatibilist solution to E2. Alternatively, the classical analytic theorists could embrace a compossibility solution to the correlation problem, which (given the background assumptions of the classical analytic paradigm) came theoretically loaded with the view that the explanation problem is a pseudo-problem generated by a false (incompossibility) solution to the correlation problem and, so, all candidate solutions to the explanation problem are wrong. Since the classical compossibilist was committed to the rejection of the classical libertarian solution to E1 and the classical incompatibilist solution to E2 (and not just the rejection of classical incompossibilism), it makes sense that classical analytic theorists would use the simple term ‘compatibilist’ to refer to classical (anti-incompatibilist) compossibilists. 
1.5 Contemporary Solutions to E1 of the Explanation Problem
The classical analytic paradigm has fallen out of favor, largely because many philosophers are unwilling to grant its presumptions that free will is/requires an ability to do otherwise and that anthropocentric possibilism is true.[footnoteRef:12] Indeed, a growing number of contemporary philosophers explicitly reject both anthropocentric possibilism and the classical analytic definition of ‘free will.’ For example, Galen Strawson (1986, 1994, 1998, 2008) and Derk Pereboom (1995, 2001, 2014) are incompossibilists who reject the classical libertarian solution to E1, favoring instead a type of source solution to E1 according to which free will requires one to be the genuine source of one’s action. While their accounts of freedom-relevant sourcehood differ, Pereboom and G. Strawson agree that it is metaphysically impossible for a normal human to satisfy the necessary source condition on free will.[footnoteRef:13] We might say, then, that G. Strawson and Pereboom are each source incompossibilists, insofar as each embraces a strict source solution to E1 and, moreover, each is an anthropocentric source impossibilist, insofar as each embraces the view that it is impossible for an ordinary human to satisfy the source condition on free will.  [12:  Frustration with the community’s commitment to the classical analytic definition of ‘free will’ played a role in John Martin Fischer and Mark Ravizza’s development of semi-compatibilism, a view about the compossibility of determinism-related factors and the type of control over/ownership of one’s actions that is required for moral responsibility (e.g. Fischer and Ravizza 1998). According to the semi-compatibilist, determinism-related factors pose no threat to moral responsibility irrespective of whether such factors destroy our ability to otherwise (where this is understood neutrally between the compossibilist and incompossibilist reading). Notably, the latter claim is also accepted by some source compossibilists (e.g. Harry Frankfurt, as well as some anti-compossibilist source impossibilists (e.g. G. Strawson, as discussed in main text). When we hold fixed the anachronistic classical definition of ‘free will,’ so-called semi-compatibilists are committed to the odd-sounding claim that moral responsibility does not require free will. ]  [13:  G. Strawson argues that the source condition on free will is impossible for anyone or anything to satisfy, which means that he endorses (unqualified) impossibilism. Pereboom sets his view apart from G. Strawson’s in part by insisting that a being with agent-causal “law-overriding” powers could (i.e. in some possible world does) satisfy the source condition on free will and act freely (Pereboom 2001: 85-86, 128). Notably, Preboom also accepts free-will skepticism, the view that we (i.e. members of the class normal humans) are not agent-causes, irrespective of what the laws of nature are like in our universe. Pereboom’s reasoning appears to commit him to anthropocentric impossibilism, for he seems to accept skepticism because he believes that the best available arguments and evidence make it reasonable to conclude that there is no possible world at which a counterpart (i.e. an intrinsic duplicate) of a normal human exercises free will. Notably, this is not at all in conflict with Pereboom’s contention that there is some possible world at which we are law-overriding agent-causes who exercise free will. We need only grant that a person who happens to be human in the actual world has some freedom-grounding superhuman properties in some other possible world (i.e. a person may be an ordinary human in one possible world but a superhuman in another). For full discussion, see my “Hard Times for Hard Incompatibilism”, ms.).] 

	Notably, though, Pereboom and G. Strawson disagree about what is required to satisfy the necessary source condition on free will. Pereboom’s understanding of the source condition leads him to reject G. Strawson’s unqualified impossibilist view, a.k.a. impossibilism, that there is no metaphysically possible being who exercises free will. 
	In addition, some philosophers have suggested a type of hybrid solution to E1, proposing that an ability to do otherwise is required to satisfy the source condition on free will. For example, Robert Kane’s “self-forming actions” account of free will is a hybrid solution of this kind (e.g., Kane 1996, 2004, 2016, 2019; see also Balaguer CH. 9, this volume). As such, it would now be question-begging to frame the free-will debate, as classical analytic theorists once did, against the background assumptions that anthropocentric possibilism is true and some version of the ability-to-do-otherwise characterization of free will is correct.
	The fact that incompossibilists disagree about the nature of free will in a more fundamental way than their classical analytic predecessors makes it easier to understand why contemporary free-will theorists struggle to provide a precise yet reasonably uncontroversial characterization of free will (and/or definition of ‘free will’) for use in their debate. The more precise one’s proposed characterization, the more likely that one camp or another in the debate will find it question-begging; the more generic the proposal, the more likely that the referent of ‘free will’ will not be fixed securely enough to ensure that the interlocutors in the debate are disagreeing about the same thing (rather than having a mere verbal dispute in which two groups talk past each other because they are using the same phrase ‘free will’ to pick out different things). 
	There is no simple fix for this dialectical difficulty, but it has become common for non-classical theorists to fix the referent of ‘free will’ by saying that free will is a type of control or up-to-one-ness that is necessary for moral responsibility, such that a person is morally responsible for an action A only if she exercises this type of control or exhibits this type of up-to-one-ness when performing A. Since it would be easy to find objections to any attempt to give a dialectically neutral characterization of free will (or definition of ‘free will’), I will not attempt to provide one here; I leave readers to weigh the pros and cons of rival post-classical definitions of ‘free will’ for themselves. 
1.6 Contemporary Solutions to E2 of the Explanation Problem
In my experience, philosophers who are unaware of recent shifts away from the classical analytic paradigm often find it strange, even absurd, to suggest that there is room for a substantive and philosophically interesting debate about what explains and/or accounts for the lack of free agents in worlds at which determinism is true. Readers in this camp might wonder: Assuming that incompossibilism is true, isn’t it obvious—so obvious that it may go unstated—that certain determinism-related factors play at least some role in making people unfree when determinism is true? Does it really matter in the end whether the incompossibilists disagree about the fine-grained details regarding which determinism-related factors—the causation, the laws of nature, a conjunction of causal factors and facts about the past, etc.—pose a threat to human freedom? 
	Readers drawn to such questions must be reminded that the contemporary free will debate is no longer constrained by the assumptions and methods of the classical analytic paradigm. Once one abandons the classical analytic stipulation that ‘free will’ denotes an ability to do otherwise, the classical bridge inference is no longer a viable way to close the “explanatory gap” between an incompossibility solution to the correlation problem other and the classical incompatibilist solution—or any candidate solution—to E2 of the explanation problem. Indeed, for all that is stated by incompossibilism, it might simply be a brute fact that no one acts freely when determinism is true.[footnoteRef:14] Of course, few would accept that the incompossibility of free will and determinism-related factors is a brute fact; assuming incompossibilism is true, there must be some better explanation for its truth than that. But what is that better explanation? This brings us to the central point of this section: influential incompossibilists can and do disagree about what makes people unfree when determinism is true. That is, contemporary incompossibilists, unlike their classical predecessors, substantively disagree about the correct solution to E2. [14:  It should now be clear that the incompossibilist, when faced with the question “Why can’t a normal person acting freely assuming determinism is true?”, cannot adequately answer the challenge by saying “Well, because the actions of such a person would be completely settled by factors beyond his control.” Someone who answers in this way (see, e.g., Capes 2019) does not fully grasp the challenge posed by E2, i.e. the problem of pinpointing the factor(s) which make a person unfree when determinism is true. At best, an allusion to certain unidentified freedom-undermining “factors” indicates that incompossibilism is not a brute fact—but this only confirms the legitimacy of E2 without providing a solution to it. ] 

	The suggestion that the literature already includes a variety of philosophically interesting and conflicting solutions to E2 may take some readers by surprise. After all, philosophers generally speak as though all incompossibilists agree that determinism-related factors keep people from acting freely when determinism is true, but are divided about whether such factors preclude free will because they keep people from exercising the ability to do otherwise (as classical incompossibilists claimed) or, rather, such factors preclude free will because they keep people from being the source of their own actions (as non-classical incompossibilists such as Pereboom and G. Strawson claim). Unfortunately, the existence and contours of this lively in-house dispute among incompossibilists have been obscured in part because the dispute cannot be adequately characterized using the jargon and narratives of the classical analytic paradigm. 
	For purposes of categorizing extant solutions to E2, it is helpful to distinguish between two kinds of factors which are, arguably, beyond one’s control. First, there are two types of actor-extrinsic factors. On the one hand, there are states of physical world outside (i.e. external to the properties which constitute) a given actor. These actor-extrinsic factors include both aspects of one’s immediate environment, (e.g., the physical properties of the room one is sitting in) and complete states of the world in the remote past, e.g. states which obtained before the first human was born (e.g., there were no humans when dinosaurs roamed the Earth). On the other hand, there are actor-extrinsic factors which govern or otherwise account for the way in which the universe evolves from one state to another over time. For example, determinism-related factors are those which, given the state of the physical universe at one time, ensure that the fine-grained state of the physical universe at the next moment—and every moment thereafter, until the end of time. The specific nature of the factors which account for the evolution of the universe is a matter of debate, e.g., they may be causal relations, laws of nature, and so on. Second, there are features of an actor which may be (arguably, at least) beyond an actor’s control. These include the properties which an actor has at a given moment (e.g., one’s precise brain state at a given moment), features an actor has during their entire lifespan (e.g., one’s genetic endowment), as well as an actor’s essential properties, if there are such things (e.g. those properties which establish an actor’s cross-world identity, such that we can posit that an actor in one possible world is—or at least has a counterpart in—some other possible world). 
	We might introduce a completely new set of labels to track the three mutually exclusive and collectively exhaustive classes of factors (which may be beyond one’s control) described above, but I will instead import and refine a few terms that have become commonplace in discussions of the paradox of moral luck (e.g., Hartman Chapter 10 this volume). This choice reflects my conviction that the problem of determinism and the paradox of moral luck are best understood as two rhetorically distinct frameworks for investigating the same metaphysical problem, i.e. what I call the problem of free will (Mickelson 2019b).[footnoteRef:15] Like the problem of free will, the paradox of moral luck is grounded partly in the observation that our normal practices of blame and punishment seemingly presuppose that we have the type of control required for basic-desert responsibility, and yet close examination of individual actions indicates that no human has that type of control—rather, every human action is settled mostly—if not entirely—by factors beyond our control.[footnoteRef:16] Moral-luck theorists have normalized the practice of using ‘luck’ as shorthand for the more cumbersome phrase “factors beyond one’s control” (Hartman 2017: 23–31, Anderson 2019, Statman 2019), and I will follow that convention here. Inspired by Nagel (1977, 1979, 1986), I will speak of three basic types of luck: causal luck, circumstantial luck, and constitutive luck.[footnoteRef:17]  [15:  This interpretation stands in sharp contrast to the standard narrative within the moral luck literature, according to which the traditional problem of determinism is equivalent to what moral-luck theorists would call the problem of antecedent causal luck, where “causal luck” is understood narrowly (and, I think, mistakenly) as deterministic antecedent causal luck (Mickelson 2019b).]  [16:  Notably, moral-luck theorists use the term ‘control’ (e.g. in statements of the “control principle” generates the paradox of moral luck) to pick out the same type of basic-desert-grounding control that most free-will theorists now pick out with the term ‘free will’ (Mickelson 2019b).]  [17:  I say “inspired by” because Nagel’s original taxonomy of luck/factors beyond our control was unprincipled: Nagel’s categories were neither mutually exclusive nor collectively exhaustive (he did not suggest they were) in ways that make it unsatisfactory for use in a discussion of rival solutions to E2 (Mickelson 2019b). Unfortunately, there is no way capture the overlapping metaphysical problems in the literatures on free will, moral luck, and constitutive luck without making some adjustments to (or completing replacing) the distinctive jargon used in each. For those who resist updating Nagel’s terms/categories vis-a-vis moral luck, they are welcome to apply any labels they prefer. (For example, here is an alternative labelling for the three types of factors identified in my taxonomy of luck: use the phrase ‘statial luck’ in place of ‘circumstantial luck’ (to indicate a lack of control over agent-extrinsic states of the world) and use ‘interstatial luck’ in place of ‘causal luck’ (to indicate a lack of control over whatever it is, if anything, above the states of the world that account for the way the world evolves over time). We could then identify distinct types of interstatial luck based on what specifically accounts for the evolution in a given world (e.g. the type of causation, laws of nature, etc.). The general definition of ‘constitutive luck’ may be left unchanged, since I think it is sufficiently broad in Nagel to cover the features of an actor which may be beyond that actor’s control.] 

	For present purposes, let us say that a person is subject to causal luck when one lacks control over the factors which settle how the world evolves from one state of affairs to another (e.g. causal relations, causal laws, laws of nature, or the like). Let us say that one is subject to circumstantial luck when one lacks control over the non-causal/agent-extrinsic states of affairs (e.g. states of the universe prior to one’s birth). Finally, one is subject to constitutive luck when one lacks control over one’s own constitutive properties (e.g. one’s genetic endowments with regards to intelligence and personality, or that one is an ordinary human rather than some other type of subhuman or superhuman creature).[footnoteRef:18] Using these three categories of luck, we can easily identify a variety of extant solutions to E2: causal luck solutions, circumstantial luck solutions, constitutive luck solutions, and hybrid solutions. Let’s consider each in turn. [18:  I understand constitutive luck broadly to include both a lack of control over actual and modal facts about a person. On this understanding, we may distinguish the type of constitutive luck one suffers from when the endowment one has in the actual world is beyond one’s control (“endowment luck”) and the type one suffers when their essential properties, roughly the properties that underwrite one’s cross-world identity, if there are any such properties. That is, it might be that one’s entire “modal profile” (roughly one’s every possible endowment) is beyond one’s control (“modal profile luck”). Following this line of thought, the problem of free will quickly becomes a debate about the metaphysics of personal identity rather than causation or the laws of nature. 
] 

	A strict causal luck solution to E2 proposes that it is impossible for people to act freely when determinism is true because there are certain causation-related factors which make it the case that no human can exercise free will. The classical incompatibilist (“owing to determinism”) solution to E2 may be classified as a type of causal luck solution. That said, there is plenty of room to wonder what this classical causal luck solution really amounts to. Philosophers commonly speak as though determinism per se precludes free will. Taken literally, however, this is an untenable response to E2. Why? Determinism has the ontological status of a proposition, and this proposition merely provides a description of a certain kind of world. There is little reason to suppose that a description (even if true) could itself pose a threat to free will; it is not the description, but what it describes, that has the ontological standing to preclude the exercise of free will (e.g., Hermes and Campbell 2012; Hermes 2013). 
	Philosophers who contend that certain evolution-governing factors described by determinism have the ontological standing required to undercut human freedom (as opposed to determinism itself) carry the dialectical burden of specifying which evolutionary factors do the freedom-undermining work when determinism is true. Philosophers often pinpoint the deterministic quality of causation (laws of nature, or the like) which obtain when determinism is true as a specific threat to free will (e.g. Pereboom 2001, 2014; Sartorio 2016). Notably, though, the laws of nature may be deterministic in a perfectly standard sense of the term ‘deterministic’ even when the type of zero-leeway determinism described by James and depicted by van Inwagen (above) is false (e.g. Dennett 2003, Stone 1998, Sehon 2010, Mickelson 2012, 2019a, 2019b).[footnoteRef:19] Other potentially freedom-relevant features of the laws of nature described by determinism are their strength, i.e. that they are “strong” rather than “weak” (Perry 2004), and their potency, i.e. that such laws are “unconditional” rather than “conditional” (Mickelson 2019a).[footnoteRef:20] Given these distinctions, there is ample dialectical space for a lively in-house debate among the subset of incompossibilists who endorse a causal luck solution to E2—a group we might call causal incompossibilists—to disagree about which determinism-related factors (if any) are antagonistic to free will. Given that some determinism-related factors are present even when determinism is false, such disagreements may have very interesting implications for the general project of assessing which account of free will is best (Mickelson 2019a, “Hard Times for Hard Incompatibilism,” ms.).  [19:  By endorsing James’s definition of ‘determinism’, I have in effect defined ‘determinism’ to pick the thesis that the naturalistic factors which account for the evolution of the physical universe (laws, causation, or the like) are strong, deterministic, and unconditional; philosophers who think we should add some kind of ceteris paribus clause to the traditional (Jamesian-style) statements of determinism) are, in effect, using ‘determinism’ to pick out the thesis that the relevant evolutionary factors are strong, deterministic, and conditional (Mickelson 2019a; see also supra n. 6 above). Given the latter definition, determinism may be true even in a world at which God regularly intervenes in the natural order—which is interesting because it means that a libertarian might argue that God’s intervention introduces freedom-relevant actual-sequence leeway into the world (e.g. Stone 1998). ]  [20:  Notably, some philosophers have advanced a doctrine paradoxically called “Humean determinism” (Beebee and Mele 2002). I say “paradoxically” because so-called Humean determinism may be true in a world with weak laws of the sort the permit unlimited moment-to-moment actual-sequence leeway in the world (as depicted in van Inwagen’s forking-paths diagram, above). This means that the phrase “Humean determinism” refers to a paradigmatic doctrine of indeterminism by any traditional definition of the term ‘determinism’. Since this is an odd development, the reader may wonder how such a twist of terminology might have arisen. In brief, the term “Humean determinism” arose when it was noted that a certain logical entailment thesis that van Inwagen introduced as a proxy for the metaphysical doctrine depicted in his no-forking-paths diagram (above) was open to a broadly Humean interpretation. Early commentators took the Humean interpretation of the proxy thesis as evidence that there is a Humean interpretation of determinism, but the availability of a Humean interpretation of van Inwagen’s proxy thesis might instead be taken as evidence that this proxy failed to capture its target doctrine. On the latter line of reasoning, van Inwagen’s proxy thesis was given the label ‘determinism’ by mistake, and it is upon this mistake that the unhappy notion of “Humean determinism” was built. (For a full discussion, see my “Humean-law Determinism, Humean-law Compatibilism, and The Consequence Argument,” ms.)] 

	Incompossibilists who reject libertarian solutions to E1 may—and arguably must[footnoteRef:21]—categorically reject causal luck solutions to E2. For example, G. Strawson is an impossibilist, and a fortiori an incompossibilist, who rejects the classical solutions to E1 and E2. With his Basic Argument, G. Strawson argues that we (“the folk”) intuitively accept that there is an “ultimate starting point” source condition on free will, but the type of “buck stops here” sourcehood we intuitively want—and generally take ourselves to have—could be achieved only be a causa sui.[footnoteRef:22]  Satisfying the sourcehood condition, in other words, would require an act of ex nihilo self-creation. However, the notion of self-creating ex nihilo implies the existence of a nothing-self, which is a contradiction in terms. Clearly, the notion of ex nihilo self-creation is incoherent irrespective of what the world is like (e.g. irrespective of what type of laws of nature obtain or what the remote past was like). In other words, the Basic Argument tells us that all causal luck and circumstantial luck solutions to E2 are false; it is specifically constitutive luck, and not any and every sort of luck around, that “swallows everything” (Mickelson 2019b). Among other things, this means that philosophers who are still working on the outdated classical analytic assumption that a mere incompossibility solution to the correlation problem guarantees that a casual luck (“incompatibilist”) solution to E2—or, equivalently, that any argument for incompossibilism is an argument for incompatibilism (a.k.a. causal incompossibilism)—is guilty of begging the question against someone (we might call them a constitutional impossibilist) such as G. Strawson. [21:  If, contrary to what proponents of libertarian accounts of free will (i.e. libertarian solutions to E1) claim, indeterminism doesn’t “help” a person to act freely, then we can, by standard abductive reasoning, conclude that determinism doesn’t “hurt” (e.g. Mickelson 2019a, 2019b, “Hard Times for Hard Incompatibilism,” manuscript.)]  [22:  Thomas Nagel expresses similar views in his discussions of the paradox of moral luck (Mickelson 2019b).] 

There seems to be little sympathy in the literature for a strict circumstantial luck solution to (E2), i.e. a solution which says that it is impossible to satisfy the condition on free will named in (E1) when determinism is true strictly because people lack control over certain (non-causal, agent-extrinsic) states of affairs which obtained prior to their actions.[footnoteRef:23] However, philosophers often combine circumstantial luck with another type of luck to create a hybrid solution to (E2). For example, some philosophers promote a causal/circumstantial luck hybrid solution according to which it is the combination of our lack of control over the laws and circumstances in the past which makes us unfree. For example, Pereboom appears to be in this camp, as he contends that normal humans would lack free will when determinism is true because in such conditions one’s actions are deterministically caused by factors beyond their control, where it appears that the additional “factors” he is alluding to are certain past states of the world over which the actors exercised no control (Pereboom 2001, 2014). Constitutive luck solutions to E2 may also come in hybrid form, and some philosophers have suggested that circumstantial/constitutive-luck hybrid solutions are more compelling than any type of causal luck solution (e.g., Levy 2011: 96, Latus 2001, Nagel 1986: 113–14).[footnoteRef:24] [23:   Carolina Sartorio comes close to endorsing a strict circumstantial luck solution to E2 when she suggests that determinism would pose no threat to free will but for the fact that we are “causally impotent” vis-à-vis the events in the remote past when determinism is true, but she might also be interpreted as endorsing a causal/circumstantial hybrid solution (which is distinctive because of her unusual emphasizes the freedom-undermining role played by our lack of control over circumstances in the remote past) (e.g. Sartorio 2016: 151-152). We might classify those incompossibilists who contend that past circumstances (apart from such things as the laws of nature and one’s constitutive properties) pose a distinctive threat to free will as circumstantial incompossibilists.]  [24:  Philosophers who struggle to grasp this in-house debate regarding the solution to E2 often assume that an incompossibilist may accept the conclusion of every argument against compossibilism, but this is a mistake. For example, Gregg Caruso says that he endorses both Pereboom’s “hard incompatibilism” and Levy’s “hard luck” impossibilism (e.g. Caruso 2019, Dennett and Caruso 2021: 176), but this position (taken at face value) is incoherent. While both Pereboom and Levy are incompossibilists, they endorse contrary solutions to E2 of the explanation problem. Levy—as Caruso notes (2021: 196)—self-identifies as a compatibilist to indicate that he is an anti-incompatibilist insofar as he rejects a defining tenet of Pereboom’s hard incompatibilism, namely the “incompatibilist” thesis that deterministic laws/causation poses a distinct threat to free will (Levy 2011: 1, n.1). In more generic language, it seems that Caruso accepts a contradiction when claims to accept both (i) Pereboom’s incompatibilism (according to which the truth of determinism is negatively, though not spuriously, correlated with the existence of free human agents), and (ii) Levy’s anti-incompatibilist view (which I consider a fleshing out of G. Strawson’s position, e.g. Mickelson 2019b) that determinism is negatively, but spuriously, correlated with the existence of free human agents. Complicating matter is that, to date, Caruso has not addressed the ambiguity of the terms ‘incompatibility’ and ‘incompatibilism’, so readers have no reason think that Caruso or his critics are alive to the conflict between the two “incompatibilist” routes to skepticism that he endorses. Using the tools of the framework provided here, Caruso might reasonably update his position to the view that at least one (but not both) of these two routes to skepticism is correct.] 

	Summing up, we have seen that classical analytic theorists conceived of the free-will debate as an in-house dispute among anthropocentric possibilists over the correct understanding of the ability to do otherwise, with the classical compossibilists adopting one view and classical libertarian theorists adopting another. The classical libertarian solution to E1 fit perfectly with the classical incompatibilist solution to E2, such that all classical libertarians were also classical incompatibilists. Since all classical compossibilists were anti-incompatibilists, it made sense for the classical analytic theorists to propose that the fundamental divide in the free will debate is that between (classical) compatibilists and (classical) incompatibilists. However, the debate has outgrown the bipartite compatibilism/incompatibilism taxonomy that we inherited from the classical analytic theorists. In the contemporary debate, philosophers are invited to select from a much wider range of positions. Most notably, there is dialectical space in the contemporary debate for a philosopher to reject both compossibilism and the broadly (neo-classical) incompatibilist that causal and/or nomological factors beyond one’s control play a key role in precluding free will when determinism is true. 
[bookmark: _1fob9te]1.7 Testing the Quality of Candidate Solutions to the Explanation Problem
The observation that incompossibilists can and to disagree about the correct solution to explanation problem sheds new light on the overall dialectic of the free-will debate. Teasing apart E1 and E2 makes it easier to see that an incompossibilist who aims to solve the explanation problem must provide a solution to E2 that fits with his proposed solution to E1. By “fit,” I mean that whatever is singled out as the “threat” to free will in one’s solution to E2 must be the kind of thing that could keep a person from satisfying the necessary condition on free will named in one’s solution to E1. For example, we have seen that the internal coherence of the classical incompatibilist solution to the explanation problem was assured, via the classical bridge inference, by the classical libertarian solution to E1. Likewise, G. Strawson’s suggestion that people have an incoherent “ultimate starting point” conception of sourcehood fits well with the view that constitutive luck (i.e. the lack of relevant control over one’s constitutive properties) and not contingent determinism-related factors is what makes it impossible for a person to satisfy the source condition on free will impossible when determinism is true.[footnoteRef:25]  [25:  The notion of sourcehood which drives G. Strawson’s constitutive source impossibilism also fits well with Nagel’s observation that many people are paradoxically committed to the existence and impossibility of moral luck (Mickelson 2019b). It not clear, however, that Pereboom’s characterization of the source condition fits with his preferred incompatibilist (a.k.a. causal incompossibilist) solution to E2 (Mickelson “Hard Times for Hard Incompatibilism,” ms.).] 

	Stepping back, the fact that incompossibilists disagree about what free will is and what undermines it implies that incompossibilists also disagree about what incompossibilist intuitions are tracking. We must resist the temptation (encouraged by the lingering influence of classical analytic narratives) to assume that incompossibilist intuitions are rational insofar as they track the freedom-undermining effects of determinism-related factors, for some incompossibilists contend that they track the threat posed by the toxic combination of determinism-related factors and circumstantial factors, others contend that these intuitions track the menacing nature of constitutive luck alone, and the list goes on. These rival accounts of what makes incompossibilist intuitions rational and incompossibilism true cannot all be right, but they may all be wrong—after all, incompossibilism may be false and all incompossibilist intuitions may be faulty. 
	It should now be clear that embracing incompossibilism is just a starting point for a person with incompossibilist intuitions. His project is not done until he tells his rivals—compossibilists, agnostics/neutral-inquirers, and rival incompossibilists alike—a plausible and detailed story about what free will is (i.e. by answering E1) and precisely what undermines it when determinism is true (i.e. by answering E2). Indeed, there seems no way to assess—therefore no reason to accept—that incompossibilism is true and/or that incompossibilists intuitions (as opposed to compossibilist intuitions) are truth-tracking until incompossibilism is coupled with a specific solution to the explanation problem. Put another way, incompossibilism is a useful rhetorical landmark in a complicated dialectic, but it is not among the viable endgame positions in the free-will debate.[footnoteRef:26]   [26:  In a recent “glossary for the uninitiated,” Alfred Mele asserts (without evidence) that he is “following standard practice” when he defines ‘incompatibilism’ to pick out a perhaps spurious incompossibility claim (e.g. Mele 2019a: 1, n.1; see also CH. 31, this volume). Indeed, Mele has gone so far as to charge those who use term otherwise of using it in a “nontraditional” (Mele 2017a: 6, n. 4) way for which he has “never had any use” (Mele 2019b: 3, n. 1). Mele’s failure to defend these claims is problematic, for they appear to be patently false. As noted in the main text, Lehrer (by his own account) introduced the term ‘incompatibilism’ to name a view about the relevance of determinism (or something it describes) to free will, which conflicts with Mele’s suggestion that his incompossibilist definition of ‘incompatibilism’ is the traditional one. Mele’s claim that it is “standard practice” to define ‘incompatibilism’ to pick out a perhaps spurious correlation claim also seems false, for (as noted the main text) a large number—if not the majority—of philosophers regularly use ‘incompatibilism’ (following Lehrer) to pick out a species of causal incompossibilism as opposed to a perhaps spurious incompossibility claim. Since it follows from Mele’s claims that anyone who defines ‘incompatibilism’ differently than he does now—which includes Lehrer, Pereboom, Sartorio, Vihvelin, McKenna, and many others—is guilty of using the term in a non-standard and non-traditional way, the reader is left to wonder why Mele has never (for the benefit of his “uninitiated” readers and for purposes of clarifying the debate) explicitly identified any of these major figures as perpetuating a nonstandard and non-traditional definition of ‘incompatibilism’ for which he has no use. Finally, Mele’s claim about his own use of the term ‘incompatibilism’ is evidently false, for it is an uncontentious fact that Mele used (without complaint) ‘incompatibilism’ to pick out a species of causal incompossibilism when he boldly concluded that Pereboom's Four-Case Argument fails as an argument for incompatibilism (Mele 2005: 80 and 2006: 144, 189; see also the non-incompatibilist incompossibilist “fallback” position recognized in Mele 2008: 278). 
 	Given how Mele has chosen to disambiguate ‘incompatibilism’ since Mele 2013, this term (in his work) no longer names on the of the endgame positions in the free-will debate. Moreover, Mele has endorsed no term to pick out the distinctive explanatory (causal incompossibilist) conclusion of the Four-Case Argument. Mele’s failure to clearly and contrastively define his jargon has led some philosophers to mistakenly say that the “incompatibilist” (i.e. incompossiblilist) conclusion of Mele's revised Zygote Argument (e.g. Mele 2013, 2017; Mickelson 2015b, 2021a) aims to support the same “incompatibilist” (causal incompossibilist) conclusion as its predecessor, the Four-Case Argument (e.g. Sartorio 2016). Given that Mele’s revised Zygote Argument is deductively invalid and informally fallacious when its conclusion is interpreted to be a statement of causal incompossibilism, it is puzzling that Mele has made no attempt to address such misunderstandings, despite having ample opportunity to do so. For example, Mele’s 2018 response to Sartorio 2016 fails to note that, by Mele’s standards, Sartorio deviates from the standard practice of defining ‘incompatibilism’ as a perhaps spurious correlation claim, for she uses the term to name a type of causal incompossibilism; relatedly, Sartorio misdescribes the revised Zygote Argument by calling it an argument for incompatibilism given her purportedly non-standard definition of that term—even though Mele’s argument is fallacious when characterized as having the explanatory conclusion that Sartorio attributes to it. Given the way in which Mele’s preferred definition of the term ‘incompatibilism’ shifts depending on the dialectical context (e.g. whether he is advancing a criticism or responding to one), Mele is vulnerable to the charge of sophistical motte-and-baileying (see my “Motte-and-Bailey Incompatibilism,” ms.)] 

2. The “Incompatibility” Relations of Incompatibilism
Since the early stages of the classical analytic period in the free-will debate, free-will theorists have been conflating relations which are as fundamentally different in kind as correlation and causation under the term ‘incompatibility.’ Just as there is no single incompatibility relation picked out by the term ‘incompatibility,’ the term ‘compatibility’ has become an umbrella term for a variety of non-incompatibility relations. While the failure to track these distinctions was arguably little more than a bit of bad housekeeping for those working in the classical analytic paradigm, these distinctions are indispensable to those working with a more contemporary characterization of the debate. In this section, I review the relations currently conflated under the label ‘incompatibility,’ and thereby expose the substantive ambiguity of the terms ‘incompatibilism’ and ‘compatibilism.’ 
2.1 Relevance Relations versus Correlation Relations
Outside of academic philosophy, people speak of an “incompatibility” relation between things when they wish to indicate that those things cannot co-exist in harmony in virtue of a conflict rooted in their respective natures. So understood, incompatibility is a type of antagonistic relevance relation. To say that a relevance relation holds between two relata is to say that the relata are connected in such a way that the existence and/or specific properties of one relata (e.g., its causal properties, its truth-value) is relevant to the existence of and/or specific properties of the other. As I am characterizing it, the class of relevance relations is very broad and includes causal relations (assuming a strong/non-Humean account of causation), settling relations, fixing relations, non-causal determining relations, grounding relations, backing relations, and explanatory “because” relationships.[footnoteRef:27]  [27:  For an interesting discussion of ongoing disputes about the demarcations between these relations, see Wirling 2020. ] 

	Relevance relations may be fruitfully contrasted with another extremely broad class of association relations, namely correlation relations. As suggested by the etymology of the term ‘correlation’—it is derived from a combination of the Latin cor- (“together”) and relatio (relation)—a correlation is a type of mutual relationship or connection between two or more things which may or may not be underwritten by a relevance relation. That is, unlike a relevance relation, the type of co-occurrence or co-variation associated with correlation—no matter how regular or useful for making predictions—may be a complete fluke. While the strength of a correlation is often described in statistical terms, the generic class of correlation relations is quite diverse. For example, the non-explanatory covariance relation of supervenience is a mere correlation relation which is sometimes contrasted with the explanatory relevance relation of superdupervenience (e.g., McPherson 2021). When two things stand in a relevance relation, there will also be a correlation relation between them; however, a correlation relation may or may not be underwritten by a relevance relation. Because of this asymmetry, it is always a mistake to infer that a relevance relation holds between two things on the meager grounds that they are correlated. As such, the distinction between correlation relations and relevance relations allows us to understand the cum hoc, ergo propter hoc fallacy in its broadest terms. We will return to the topic of correlation relations in a moment. 
2.2 Three Relevance Relations: Conceptual, Metaphysical, and Logical Incompatibility
[bookmark: _3znysh7]In standard discourse, it is evident that incompatibility is an antagonistic relevance relation, i.e. it is not a mere correlation relation. Familiar examples of incompatibility, in the standard relevance-relation sense, include: incompatible medications (which chemically interact in a way that reduces the wanted medicinal effects or brings about negative effects for the patient), incompatible roommates (who have conflicting personalities), and genetic incompatibility (which indicates that the genetic properties of two individuals make it impossible for them to produce viable—live, non-sterile, etc.—offspring). Based on the way free-will specialists speak—that determinism threatens (Baker 2006: 313; Pereboom 2001: xxii), conflicts with (Kane 1999: 218; Chisholm 1964/2009: 24; Ayer 1954/2009: 15), rules out (McKenna and Pereboom 2016: 169), undermines (Nahmias et al. 2006: 40), precludes (Mele 2006: 189), vitiates (Fischer 1994: 159), is menacing to (Haji and Cuypers 2006), is a problem for (Campbell 2011: 23), and cannot be reconciled with (Dennett and Caruso 2021: 5) free will and/or moral responsibility[footnoteRef:28]—the non-specialist might reasonably suppose that incompatibilism is named after some variation of the standard antagonistic, relevance-relation notion of incompatibility. On this interpretation, ‘incompatibilism’ names the view that determinism-related factors are incompatible with—in the sense that they destroy, rule out, preclude, undermine, make impossible, conflict with—free will, i.e. it names a broadly causal luck solution to E2 of the explanation problem. Notably, most philosophers consider this type of relevance-relation incompatibility to be at the heart of the “traditional” incompatibilist position (e.g. Vihvelin 2008, 2013; McKenna 2010; Levy 2011: 1, n.1; Pereboom 2001:128-129; McKenna and Pereboom 2016: 151). [28:  I have been told by more than one philosopher (in public discussion and private correspondence) that all of the words/phrases listed here are ambiguous, such that none of the phrases here clearly expresses the idea that an antagonistic relevance relation holds between things—indeed, the English language has no terms which do. I doubt this is correct, but I will not argue the point here. I raise the point only to make the reader aware of the fact that at least some mainstream analytic philosophers do not use these terms to indicate the presence of a relevance relation and, instead, expect their readers to guess the intended meaning of such terms in their work. This has raised concerns about sophistical (i.e. non-accidental) equivocation and motte-and-baileying (see supra n. 27).] 

	Incompatibility relations come in a variety of species, some of which may be distinguished by the ontological status of the relata. For example, when philosophers talk about the conceptual incompatibility of free will and determinism, they are talking about an incompatibility relation that holds between concepts or the conceptual content of certain statements (e.g. van Inwagen 1983: 1, 66, 87; Nahmias et al. 2006: 30; Mele 2012a: 434). In these discussions, context clearly indicates that the standard relevance-relation notion of incompatibility is at play. For example, the concepts BACHELOR and MARRIED are conceptually incompatible in the relevant sense. Unpacking the content of BACHELOR, we find that a necessary condition on being a bachelor is being unmarried, and this reveals a direct tension in the content of the concepts BACHELOR and MARRIED —a tension which accounts for (explains, grounds, or the like) the fact that it is impossible for anything to be a married bachelor. Likewise, to say that the concept FREE WILL is incompatible with DETERMINISM is to say that there is a conflict rooted in the content of these two concepts from which it may be derived that it is impossible to exercise free will when determinism is true. It is unsurprising that philosophers working in the wake of the classical analytic paradigm would focus on the issue of conceptual incompatibility, for—as the discussion of the classical bridge inference in the previous section makes plain—the classical incompossibilists’ proposal that some type of dual-ability to do otherwise is a necessary condition on free will commits them to the conceptual incompatibility of FREE WILL and DETERMINISM.
	Although conceptual incompatibility is an interesting relation, it is arguably not a basic one. We can unpack this relation in either logical or metaphysical terms. In logical terms, we might flesh out the conceptual incompatibility of BACHELOR and MARRIED by saying that the proposition that S is a bachelor and the proposition that S is married are logically incompatible: the truth of the former proposition (in virtue of its meaning) would preclude the truth of the latter (in virtue of its meaning), and vice versa. Put another way, the statement “S is a married bachelor” is self-contradictory given the meaning of the terms in the statement. For ease of refence, I will call a logical incompatibility relation that holds necessarily a strict logical incompatibility relation (since the term ‘strict’ is often used in logical contexts to connote necessity).[footnoteRef:29]  [29:  In this chapter, I use the term ‘proposition’ to pick out abstract truth-value-bearing entities. While I recognize the distinction between propositions and statements, I will treat the distinction loosely here because two (or more) statements may stand in any of the logical relations described here, and likewise two (or more) propositions may stand in any of the logical relations described here.] 

Alternatively, we might cash out conceptual incompatibility as a metaphysical incompatibility relation. Continuing with our example, a thing cannot “fall under” the concepts BACHELOR and MARRIED simultaneously: any person who satisfies the necessary conditions on being a bachelor is someone who has the property of being unmarried, and it is impossible for someone who has the property of being unmarried to simultaneously have the property of being married. Anyone who has the property of being a bachelor lacks the latter property of being married because having the former property precludes one’s having the latter property (and vice versa). By contrast, BACHELOR and HAPPY are not conceptually incompatible, which we can unpack by saying that it is metaphysically possible for a single thing to exist which simultaneously “falls under” or “answers to” both concepts.
2.3 Two Correlation Relations: Inconsistency and Incompossibility 
The three incompatibility relations discussed so far belong to the class of non-spurious relevance relations, a class I have contrasted with perhaps spurious correlation relations.[footnoteRef:30] With this distinction drawn, let us further flesh out the distinction by considering different kinds of correlation relations which are routinely picked out by the terms ‘incompatible’ and ‘incompatibility’ in the contemporary free-will literature: metaphysical incompossibility and strict logical inconsistency. [30:  I purposely avoid language which suggests that relevance relations are types of correlation relations (e.g. phrases such as ‘relevance correlation’). I think this way of speaking would exacerbate current confusion by needlessly blurring the otherwise sharp distinction between perhaps spurious (i.e. perhaps non-relevance) correlation relations and (always, by definition, non-spurious) relevance relations.] 

Metaphysical incompossibility is a type of correlation relation and, as with any other correlation relation, it may be spurious. Two subtypes of spurious correlation are worth noting, what I will call indirect correlation and trivial correlation. A correlation relation is indirectly spurious when the correlation between phenomena is brought about or otherwise ensured, via independent routes, by some third variable (a.k.a. a confounding variable). A stock example of an indirectly spurious correlation relation is the strong correlation between ice cream sales and murder rates: as ice cream sales rise and fall in a given region, so do the murder rates there. However, this is not because eating ice cream causes people to commit murder or that murdering inclines people towards eating ice cream. Rather, the rise in ice cream sales and murder rates is only indirectly related by a third variable which brings about each (via independent causal mechanisms), namely: the rise in outdoor temperatures. On the other hand, trivially spurious correlations—such as that between the number of people who drown by falling into pools each year during a given period and the number of films that Nicolas Cage appeared in each year during that period—are a complete fluke; there is no hidden third variable or other underlying story which accounts for and/or explains them. 
Spurious metaphysical incompossibility also comes in both indirect and trivial forms. A salient example of indirect incompossibility is evident in the following view about the relationship between God’s foreknowledge and human free will. Assume for a moment that determinism is true and that free will is metaphysically incompatible with—directly destroyed by, precluded by, undermined by—the type of causal laws described by determinism (i.e. grant that some type of causal luck solution to E2 is correct). Assume also that God exists. From these assumptions, one could plausibly argue that God knows (given his knowledge of the laws of nature and facts about the early state of the universe in which we live) what will unfold in the future timeline of this universe, including every action a given person performs. However, it does not follow from this that God’s foreknowledge is a freedom-undermining factor of the world. One can reasonably hold that God’s foreknowledge is incompossible with free will, but only spuriously so. For example, one may identify some third variable, such as the causal relations described by determinism, as the feature of the world which directly destroys free will and (independently) accounts for God’s foreknowledge. Here, God’s foreknowledge—despite being a factor beyond our control—is not metaphysically/explanatorily relevant vis-à-vis the fact that no one acts freely when determinism is true, just as the rise in murder rates is not causally/explanatorily relevant to the rise of murder rates in the example above.[footnoteRef:31] In short, one may affirm that God’s foreknowledge is (spuriously) incompossible with human free will while denying that these phenomena are metaphysically incompatible. [31:  One may draw upon the recent “Dependence Solution” to the problem of free will and foreknowledge to flesh out the asymmetrical dependence relationship of God’s foreknowledge on our actions, such that God’s knowledge of the future is not a threat to free will (see, e.g., Zagzebski 2021)—even if, as I have stipulated here, something else (deterministic factors beyond one’s control) in the world is “doing the work” of destroying free will. (Notably, use of terms ‘incompatibility’ and ‘incompatibilism’ has spread to the free will/foreknowledge literature, where the terms are problematically ambiguous in the way that they are in the free will/determinism literature.)  ] 

Metaphysical incompossibility may also be completely trivial. A spurious incompossibility relation is trivial when it holds between two phenomena which bear no direct nor indirect relevance relationship to one another; their incompossibility is a mere fluke. For example, fluffy kittens and round squares are incompossible, but only trivially so: the existence of fluffy kittens does not keep round squares from existing (or vice versa). In this case, the incompossibility follows trivially from the metaphysical impossibility of round squares alone. Although free-will experts have shown little concern for the distinction between metaphysical incompatibility and spurious incompossibility in recent years, the value of the distinction should be plain enough to open-minded inquirers. For example, only someone with a good grasp of this distinction is in position to grasp the upshot of G. Strawson’s Basic Argument. As noted in the previous section, the Basic Argument aims to show that free will is metaphysically impossible because people’s actions are settled by constitutive properties of the agent that are beyond that agent’s control, i.e. free will is impossible due to constitutive luck. It follows a fortiori from the impossibilist conclusion of the Basic Argument that free will is trivially incompossible with all determinism-related factors (e.g. the deterministic laws of nature) and, in the same uninteresting way, that free will is trivially incompossible with fluffy kittens, dirty diapers, and lilac bushes in bloom. So, if the Basic Argument is sound, then determinism-related factors—despite being among the factors beyond human control—do not even partly account for or explain the lack of free agents in worlds at which determinism is true; determinism-related factors are completely irrelevant to—and, hence, are not metaphysically incompatible with—free will. In sum, the Basic Argument promotes a solution to E2 which implies that causal luck solutions (including the classical incompatibilist solution) to E2 are categorically false—for this argument concludes that determinism-related factors are trivially spuriously incompossible with free will, which is something that all casual luck solutions to E2 deny (since the latter, by definition, propose that a non-spurious antagonistic relevance relation holds between the two).
Corresponding to the sharp distinction between the metaphysical relations of metaphysical incompossibility and metaphysical incompatibility, we may draw a distinction between the logical relevance relation of strict logical incompatibility and its correlation counterpart strict logical inconsistency (a.k.a. logical non-compossibility, logical incompossibility).[footnoteRef:32] Here, I assume a common non-relevance definition of ‘logical inconsistency’: Statements are logically inconsistent if and only if they cannot be true at the same time.[footnoteRef:33] In the language of first-order propositional logic, we may say that propositions p and q are logically inconsistent if and only if ~(p · q) is true, or, equivalently, that p materially implies the negation of q, i.e. that (p → ~q).[footnoteRef:34] The latter way of expressing the logical inconsistency is relation is particularly useful for our purposes since it is uncontroversial and widely known that material implication is not a relevance relation (e.g. Mares 2020). In short, to say that p and q are logically inconsistent is to give us information about how the truth-values of p and q covary; it tells us nothing about why the truth-values covary in this way. For example, such claims do not tell us that the inconsistency is due to some kind of conflict between propositions p and q, e.g. that their inconsistency is due to an underlying (syntactic and/or semantic) incompatibility. [32:  For readers who prefer to use the term ‘incompossibility’ to refer to the strict logical inconsistency relation, I strongly suggest using the qualifier ‘logical’. Failing to do so may lead to confusion, e.g. between questions/views about how the truth-values of certain propositions are related (if at all) across possible worlds, and questions/views about the possible co-existence of a specific proposition (i.e. some truth-value-bearing entity) and some other thing (e.g. another proposition, some other type of abstract object, some physical object, etc.) should be carefully distinguished from questions. For example, to say “Determinism is logically incompossible (a.k.a. strictly logically inconsistent with) the thesis that someone has free will” is not equivalent to saying “Determinism is metaphysically incompossible with free will.” The latter is a claim about the possible co-existence of the thing picked out by the term ‘free will’ (which does not have the ontological status of a proposition) and the doctrine of determinism (which has the ontological status of a proposition); this metaphysical incompossibility claim says nothing about the truth-value of determinism. The former claim, by contrast, assumes the existence of two propositions and asserts something about the truth-values of two propositions. Notably, one may easily reject the latter (metaphysical incompossibility) claim without taking a stand on the former (strict logical inconsistency/logical incompossibility) claim—and, indeed, without taking a stand on any of the central questions in the free-will debate. ]  [33:  Restated in the language of possible worlds, we may say that statements are logically inconsistent if and only if they cannot be true at the same time at the actual world (irrespective of the reason/reasons why). For examples of this generic, non-relevance definition of ‘inconsistency’, see, e.g., Bergmann, Moore, Nelson 1990: 2, 16; Tidman and Kahane 2003: 16. Given this definition of ‘logical inconsistency,’ both contrary statements (i.e. those which can both be false but cannot both be true) and contradictory statements (i.e. those which cannot both be true and cannot both be false) qualify as logical inconsistent statements—even when the contrariety relation is rooted in the semantic content of the two statements and not in their logical form, e.g. “The Taj Mahal is pink all over” and “The Taj Mahal is blue all over” (Layman 1999: 144). As such, I consider definitions of ‘logic inconsistency’ on which two propositions/statements are inconsistent if and only if their conjunction entails a contradiction (e.g. Barker 1985: 348) to be overly narrow for general purposes, even if there are contexts in which this type of stipulative/technical definition is useful.

It is worth noting that introductory logic texts which focus primarily on propositional/sentential logic often describe “truth-table tests” for inconsistency and narrowly define ‘inconsistency’ in terms of such tests (e.g. Hurley 1994: 322-323, 327-328; Lemon 1992: 69; Hurley and Watson 2018: 360, 724). The truth-table method is designed to identify a conflict in the respective logical forms of two (or more) statements, where this syntactic conflict alone ensures that the statements cannot be true at the same time (i.e. there is no possible assignment of truth-values to the components of the statements on which the lines under the main operator of each statement has the truth-value true). While such truth-table tests are sometimes said to reveal “truth-functional inconsistency” (Bergmann, Moore, Nelson 1990: 73-75), it seems preferable to say that such tests identify a syntactic logical incompatibility between two (or more) statements, for the same reason it is preferable to avoid speaking of a “causal correlation” when one means to say that a given correlation is due to a direct causal relation between the correlates (i.e. we have reason to avoid treating causal relations and relevance relations more generally as special types of correlation relations). For present purposes, I set aside uses of the term ‘inconsistency’ in metatheory (see, e.g., Lemon 1992: 68, 75)]  [34:  Since the material conditional (p→ ~q) is true so long as its antecedent has the truth-value false and/or its consequent has the truth-value true, it is also logically equivalent to the disjunction (~p v ~q).] 

Like metaphysical incompossibility, a logical inconsistency relation may or may not be spurious. For example, given the spurious correlation between ice cream sales and homicide rates, the material conditional “If the rate of ice cream sales rises during period P, then the rate of homicides increases during period P” is true, but it would be a mistake to think that this material conditional claims that the rise of ice cream sales is directly relevant to (accounts for, causes, etc.) the number of homicides during P. An inconsistency relation between two statements (and/or propositions) may be spurious even when it holds necessarily, i.e. when it holds in all possible worlds; in such cases, let us say that a strict logical inconsistency (or simply strict inconsistency) obtains. For example, consider the following material conditional: “If Joe has a picture of a round square, then 2+2=5.” This strange conditional is not only true, but necessarily true: a false antecedent suffices to make a material conditional true, and the antecedent of this conditional is not just false, it is necessarily false. Here, then, we have an example of a material conditional that is necessarily true even though there is no relevance relationship whatsoever (either in syntax or semantics) between the propositions expressed in the antecedent and consequent. Indeed, the statement “Joe has a picture of a round square” is strictly, though trivially, inconsistent with all possible statements.
By contrast, a strict logical incompatibility relation holds only when there is a direct conflict between two (or more) strictly inconsistent statements.[footnoteRef:35] For example, the proposition that John is a bachelor is strictly logically incompatible with the proposition that John is married, for the term ‘bachelor’ means (among other things) unmarried. Along similar lines, the proposition that Object O is a circle is logically incompatible with the proposition that Object O is a square. By contrast, let us say that the round-square thesis states that a round square exists and the fluffy-kitten thesis states that a fluffy kitten exists. The fluffy-kitten thesis is strictly inconsistent with the round-square thesis, but the inconsistency is spurious; the two theses are not strictly (or otherwise) logically incompatible. To put the point another way, the material conditional “If the fluffy-kitten thesis is true, then the round-square thesis is false” is true—indeed, necessarily true—but only trivially so.  [35:  The term ‘logical incompatibility’ is not a technical term in classical logic—indeed, this term rarely mentioned, let alone defined as a technical term, in any standard classical logic text. Presumably this is because the standard tools of classical logical cannot track relevance relations. I take it that recent work on relevance logics (Mares 2020), grounding relations between propositions (e.g. Fine 2012a and 2012b), and the logic of ‘because’ (e.g. Schnieder 2011) is aimed (in part) at fleshing out the sorts of logical relevance relations which fall under (what I am here calling) logical incompatibility and strict logical incompatibility.] 

2.4 Characterizing Compatibility 
For each of the relations discussed above, questions arise about what we should say when we wish to deny that two things stand in that relation. For example, any two things which are not incompossible are compossible, i.e. their co-existence is metaphysically possible. As such, for any two phenomena A and B we might select, the claim “A is incompossible with B” will be semantically equivalent to the claim “It is not the case that A is compossible with B.” Likewise, any two propositions which are not inconsistent are consistent. Unfortunately, matters are more complicated when it comes to denying that a relevance-relation of incompatibility (whether metaphysical, logical, or conceptual) obtains. Any two things which are metaphysically incompatible are also incompossible, but not vice versa (since incompossibility may be spurious but metaphysical incompatibility cannot be). As such, one can deny that two things are metaphysical incompatible without accepting that the things are incompossible (and the same goes, mutatis mutandis, for logical incompatibility and logical inconsistency). Now, we could agree to use ‘compatibility’ very narrowly, such that two things are compatible so long as they are not incompatible. However, if philosophers were to use ‘compatibility’ in this narrow way while holding fixed the wording in standard definitions of ‘compatibilism,’ anyone who categorically rejects causal luck solutions to E2 would qualify as a compatibilist. In other words, this use of ‘compatibilism’ would open space for compatibilists who are not compossibilists (Mickelson 2015a)—and, indeed, this anti-compossibilist space has been claimed by some anti-incompatibilist impossibilists who identify as compatibilists to avoid being miscategorized as classically-styled incompatibilists (e.g. Levy 2011: 1).
3. Conclusion
The terms ‘incompatibilism’ and ‘compatibilism’ were developed for use within the classical analytic paradigm, and they have become substantively ambiguous since free-will theorists started using them outside that dialectical context. It is no longer the case that there are only two basic positions one may take regarding the relationship between free will and determinism, and it may be best to stop using language which misleadingly implies otherwise. To repair the discourse, we might introduce new terms which reflect the distinct relations and explanations that are most important in contemporary discussions of the problem of determinism. As suggested above, we might avoid the term ‘incompatibilism’ by referring to philosophers who accept an incompossibility solution to the correlation problem and a causal luck solution to E2 as causal incompossibilists (as opposed to referring to them with the degenerated term 'incompatibilists'), and those who endorse causal incompossibilism and the source solution to E1 as causal source incompossibilists. By contrast, we might classify those who endorse a source solution to E1 and a constitutive luck solution to E2 as constitutional source incompossibilists, and so on. While I find questions about how to best define and/or redefine certain terms of art to be worthy of serious consideration (e.g. Mickelson 2015a), such matters cannot be settled here. The modest goal of the present chapter is to clarify the language of the contemporary debate in a way that leaves the reader with a better understanding of the problem of determinism and its surprising array of rival solutions.
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