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1. INTRODUCTION

The developments of artificial intelligence (AI) re-open 
and re-frame many traditional philosophical questions 
such as what rationality, reasoning or free will is or what it 
means to be a human being. With the recent development 
of ChatGPT technology, these questions pertained to the 
public space and steered a discussion particularly about the 
reasoning capabilities of conversational and generative AI 
in comparison to humans and its role in our rational dis-
course. These discussions are closely linked to the topic of 
the possibility of artificial generative intelligence (GAI). 
The recent book by Landgrebe and Smith (2022) offers com-
pelling arguments against the possibility of GAI as well as 
machines’ abilities to master human language, social in-
teraction and morality. Despite these arguments, there is a 
problem on the side of human’s imaginative power to per-
ceive more than there is and treat AI as humans and so-
cial actors (Banks 2019; Nass and Moon 2000) indepen-
dent of its actual properties and abilities or lack of those. 
The mathematical and ontological arguments will not help 
against this strong human tendency to treat conversational 
AI (CAI) as if it was human. This tendency is reinforced by 
the fact that CAI is developed with the aim to appear hu-
man-like. The consequence of this might be that on the phe-
nomenological level and pragmatically speaking, AI could 
be acknowledged to master language, enter our discur-
sive practice and be a social actor despite its lack of human 
properties. Perhaps, it is something that we are already see-
ing with the current version of ChatGPT. I will argue that 
this phenomena needs to be taken seriously.

I will focus on a specific domain of CAI’s application, 
namely, healthcare because the importance of the gap be-
tween CAI’s actual properties and emulated ones; and con-
sequently ethical considerations are particularly important 
given the highly sensitive context and vulnerable groups 
that use CAI. This is intensified when CAI is used for psy-
chotherapeutic purposes. Hence, the understanding of its 
capabilities and limitations as an agent entering the psy-
chotherapeutic and rational discourse is essential. In the 
context of healthcare, CAI can be used for such purposes 
as real-time data collection, answering patients’ questions, 
providing them with information and accompanying or 
initial interventions (Ahmed et al. 2021; Fiske et al. 2019)1 
(2021. The wide use and importance of CAI are reflected in 
the fact that this technology can be certified as a medical 
device. For example, the chatbots for mental health Woebot 
and Wysa were recognized by FDA as medical devices. The 
increased recognition of this technology reflects its poten-
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tially important role in healthcare, mainly considering closing the treatment gap and providing an under-
deserved population with initial interventions.

In this paper, I will offer a reflection on CAI and a way of making sense of it. Thereby, I will place the 
reflection in a broader context of pragmatism and the narratives accompanying it inspired by postphenom-
enological account of technology (Ihde 1990; Verbeek 2005). Both place their subject—either language or 
technology—in a broader context of social and normative practices. In this understanding, technology is 
a mediator between humans and the world and is influenced by those practices, including the language 
used when describing it (Coeckelbergh 2018, 2020a). Thus, one of the important aspects of understand-
ing technology is looking at the narratives and framings encompassing it (Coeckelbergh 2018; Mager and 
Katzenbach 2020)—this will be the starting point. Based on this, I will analyze CAI’s role and limits in 
the space of reasons, mainly by drawing on Brandom’s philosophy accompanied by reflections inspired by 
Wittgenstein and Searle. Finally, I will draw conclusions regarding CAI’s limits and role in psychotherapy 
and mental health.

2. THE HUMANIZATION NARRATIVE OF CAI

CAI in the context of mental health and well-being is often described as “digital therapists”. Already this 
description gives a sense of one of the main narratives regarding this technology. CAI is developed with hu-
man-like features and with the aim to emulate human features and abilities such as intelligence, reasoning 
or empathy. The humanization narrative and idea date back to Alan Turing and his famous imitation game 
or also called the Turing test (Turing  1950). Despite the strong trends of developing human-like AI, it is 
worth asking if the concept of Turing test is meaningful in the context of CAI. Every narrative has a guiding 
power because it is a framework which allows some options and does not give way to others. It is a frame-
work that nurtures some questions and omits others. The humanization narrative leads to understanding 
AI in human terms instead of trying to make sense of AI per se with its own peculiarities. In the end, AI is 
a new entity with new capabilities and limitations. If the humanization narrative is too strong it can have a 
negative effect of a Procrustean bed. This can be illustrated by the recent strong trend in the development of 
CAI in mental health and well-being—namely to develop it in a way that CAI is able to form a therapeutic 
relationship with its users (Darcy et al. 2021). The therapeutic alliance is even measured by the same instru-
ments as with human therapists. Is this useful, valuable and desirable? The research suggests that the hu-
man-likeness might be an important factor in positive experiences and adherence (Abd-Alrazaq et al. 2019)
written, and visual languages. Chatbots have the potential to be useful tools for individuals with mental dis-
orders, especially those who are reluctant to seek mental health advice due to stigmatization. While numer-
ous studies have been conducted about using chatbots for mental health, there is a need to systematically 
bring this evidence together in order to inform mental health providers and potential users about the main 
features of chatbots and their potential uses, and to inform future research about the main gaps of the pre-
vious literature. OBJECTIVE We aimed to provide an overview of the features of chatbots used by individu-
als for their mental health as reported in the empirical literature. METHODS Seven bibliographic databases 
(Medline, Embase, PsycINFO, Cochrane Central Register of Controlled Trials, IEEE Xplore, ACM Digital 
Library, and Google Scholar. However, the studies are highly inconsistent in their measurements and theo-
retical underpinnings (Li and Suh 2021). This is not surprising because CAI is often measured as if it was a 
human therapist and there is not enough conceptual understanding that would adequately capture its role 
and place in our practices and its actual properties that should be measured.

The consequence of these humanization trends leads to giving users and patients the narrative of hu-
man-likeness and hence at least implicitly guiding them in using and treating this technology parallel to 
practices with a human therapist or physician. Consequently, users are encouraged to form a therapeutic 
relationship with it and understand their experiences with CAI similar to an experience with a human. 
Due to the interactive nature, users might tend to over-trust this technology and the pieces of advice that it 
might give to them (Chow et al. 2023). This is problematic because CAI’s responses depend on the formu-
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lation of the problem or questions (Chow et al. 2023; Dowling 2023). The problem is intensified when CAI 
gives wrong and harmful health advice. For example, the National Eating Disorders Association needed to 
take their chatbot, Tessa, offline because it provided users with harmful responses (McCarthy 2023). Hence, 
the humanization aspects of the interaction with CAI are connected with many ethical problems and the 
narrative opens questions such as: should we trust digital therapists the same way as we trust human thera-
pists? If we change the perspective by going outside of this narrative, then we could ask:

Does it even make sense to create human-like AI? What is the actual value of creating human-like AI 
and emulating human properties and abilities?

Perhaps this narrative of human-like AI arises from an overoptimistic and non-reflective understand-
ing of AI that is, in the end, not (always) helpful. In this context, it might be important to understand philo-
sophical work as therapeutic work in line with Wittgenstein (Wittgenstein 1953)—shedding light on our 
misconceptions and ways how we create meaning in our practices. What is needed is to find novel ways of 
conceptualizing CAI that will be more informative not only for using the CAI and making sense of it in an 
individual experience but also for study designs and measurements. In the rest of the paper, I would like to 
analyze CAI in terms of its possible role in the space of reasons and consequently its limits there. Thereby, I 
do not attempt to provide a full account of CAI’s limitations and strengths, just to sketch a path in the com-
plex landscape of CAI and its application in psychotherapy and mental health care.

3. CAI IN THE SPACE OF REASON

When talking to CAI, it seems like CAI can offer information, explanations even empathetic statements. In 
the case of CAI for psychotherapy and mental health, CAI teaches evidence-based techniques, often based 
on cognitive behaviour therapy and can offer insides into someone’s life. For example, CAI can spot such 
patterns in behaviour as a tendency to have lower moods on specific days. Users can ask for advice and help. 
What cannot be denied is that we talk to CAI—we engage with it in a conversation, in discursive practice. 
In the case of digital therapists, users even engage with it in a therapeutic conversation and a therapeutic re-
lationship (Darcy et al. 2021). At least, it seems like it. However, in which sense is CAI part of this practice?

Pragmatic epistemological theories understand language and discursive practice as embedded in a so-
cial and normative space (Brandom 2009; McDowell 1984). Being part of discursive practice means having 
certain commitments and entitlements (Brandom, 2009). Brandom formulates this in the following way:

[Knowing] involves adopting three different attitudes: attributing a commitment, attributing an 
entitlement, and undertaking a commitment. […] Knowledge is intelligible as a standing in the 
space of reasons, because and insofar as it is intelligible as a status one can be taken to achieve in 
the game of giving and asking for reasons. But it is essentially a social status, because it incorpo-
rates and depends on the social difference of perspective between attributing a commitment (to 
another) and undertaking a commitment (oneself) (Brandom 1995, pp. 903-904).

When making a claim, we are committed to offering reasons and are consequently vulnerable to criticisms 
because others attribute the same commitment to us. When making a claim, we, at least implicitly, attribute 
entitlement to others. Namely, we expect that others will endorse the claim and use it in the space of reasons 
as well. In return, we are acknowledged by others as reliable and competent rational agents with some level 
of epistemic authority and trustworthiness. The aspect of otherness could be added to the space of reasons. 
We talk to others that can have a different perspective based on differences in understanding, attitudes and 
experiences (Gabriels and Coeckelbergh 2019; Strijbos and Jongepier 2018; Zahavi 2014).

Similar to the speech act theory (Searle 1969), an important aspect of this account is that participating 
in a space of reason is not about empirical description of mental states such as knowing, but about actively 
participating in a normative practice and maintaining it (Heinrichs and Knell 2021)we use some elements of 
the philosophical theories of Wilfrid Sellars and Robert Brandom for examining the interactions between 
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humans and machines. In particular, we adopt the concept of the space of reasons for analyzing the status 
of artificial intelligent agents (AIAs by undertaking commitments. To formulate it with Wittgensteinian 
terms, it is about making a move in the game of giving and asking for reasons and knowing which moves 
are allowed and which are not. This game is social.

Coming back to the initial question: is CAI making a move in this social and normative game?
It is and it is not. It seems like CAI makes claims, maybe even knowledge claims (Heinrichs and Knell 

2021)we use some elements of the philosophical theories of Wilfrid Sellars and Robert Brandom for exam-
ining the interactions between humans and machines. In particular, we adopt the concept of the space of 
reasons for analyzing the status of artificial intelligent agents (AIAs. When a digital therapist writes: “This 
sounds like a busy and stressful time. You decided to show up and take care of your needs. You are showing 
commitment to your mental health, I am proud of you”, it seems like it is expressing utterances about the 
state of the world and the user. The consequence might be that the user feels entitled to claims made by CAI 
(Heinrichs and Knell 2021)we use some elements of the philosophical theories of Wilfrid Sellars and Robert 
Brandom for examining the interactions between humans and machines. In particular, we adopt the con-
cept of the space of reasons for analyzing the status of artificial intelligent agents (AIAs and form a relation-
ship with it because of the expressive speech acts. Furthermore, it seems like CAI entertains its epistemic 
authority (Chow et al. 2023). However, CAI is not part of the space of reason because it is not undertaking 
and attributing commitments and entitlements. It is not social and normative. It also does not perform ex-
pressive speech acts. The moves are not based on semantics, on understanding or normative attitudes, but 
on statistics, on probabilities. CAI might be able to follow rules, e.g., when the AI is combined with statis-
tical and symbolic rule-following models (Maruyama 2021). However, the decisive question here is the old 
question of normativity. What does it mean to be following a rule and what type of normativity is constitu-
tive in the space of reason?

I do not attempt to provide an answer to this highly complex question. Instead, I attempt to spark re-
flections about these traditional questions and express doubts that reasoning and normativity can be re-
duced to a set of explicitly defined rules (Coeckelbergh 2020b). Furthermore, I argue that it would be sim-
plistic to claim that CAI is not entering the space of reason and is merely a tool because it does not function 
like us humans and does not have human properties. There are two reasons. First, I argue that in order to 
make sense of CAI, there is a need for a shift from strongly comparing it to humans because of the danger 
of a Procrustean bed approach. Instead, having a more creative approach by looking at its peculiarities, 
strengths and limits can be more helpful in making sense of it. Second, even if CAI does not have the neces-
sary properties of entering the space of reasons, it emulates that it does. The power of this emulation should 
not be underestimated. More powerful than CAI’s actual capabilities is our imaginative power triggered by 
the emulation of CAI’s human-likeness and its role in the space of reason. It is a common and well-known 
feature of humans to anthropomorphize technology (Nass and Moon 2000; Silvio 2010). However, this ten-
dency is so actively and strongly encouraged by human-like design of CAI that it might be hard to see the 
difference. If we strongly believe that CAI is like us, it might become like us because we will treat it like it.

The arguments formulated by Landgrebe and Smith (2022) do not seem to account for this phenom-
enon when CAI is acknowledged as an agent in our discursive practices. They formulate four criteria to be 
fulfilled for AGI to master a language. The first reads as follows:

[T]he machine has the capability to engage in a convincing manner with one or more human in-
terlocutors in conversations of arbitrary length in such a way that the human interlocutors do not 
feel constrained in the realisation of their conversation-related intentions by the machine-interloc-
utor. This means that when the human interlocutor engages in the conversation, she must be able 
to realise her intentions without making the sorts of special effort which (for the moment at least) 
we are familiar with making when dealing with a machine […] (Landgrebe and Smith 2022, pp. 
217-218).
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It could be argued that human interlocutors will get used to the type of conversation with AI that first was 
perceived as limiting and different from other human interlocutors, however, with time, it became natural. 
The feelings of constraint and effort might change with time as they pragmatically depend on the current 
practices. We can get used to talking to CAI and adapt our conversation style to it. Even though it does not 
change the fact that CAI does not have human capabilities, it will change the fact that CAI is part of the 
discursive practice. If only looking at the ontology, many difficulties that are connected to this will be left 
unaddressed.

To conclude, CAI’s emulation of human conversation brings the focus back to us and our practice of 
how we treat CAI and how we want to treat it. It might be reasonable to shift from the type of questions 
“Can CAI be part of the space of reasons?” to “Under which conditions is it desirable and beneficial that 
we treat CAI as if it was part of the space of reasons and in which sense?” Consequently, there is a large set 
of questions that we need to answer in order to define CAI’s role in our practices. These questions include:

What kind of epistemic authority should we ascribe to CAI?
How much or what types of agency should and do we want to ascribe to CAI?
What is the value of a emulation of human-likeness and rational normative discourse?
What type of relationships are desirable to have with CAI?

In the last part, I want to reflect on CAI and its role as digital therapists from an approach inspired by medi-
cine. Medical knowledge has been highly enriched by learnings from pathology. Similarly, looking at pa-
thologies—at mistakes and blind spots—of CAI can inform us about its functionalities and strengths that 
might be important for our rational and normative discourse as well as therapeutic landscape.

4. THE PATHOLOGIES, STRENGTHS AND LIMITS OF CAI

Earlier this year, Kellin Pelrine beat AI in the Go game with a strategy that would be easily spotted by hu-
mans.1 This shows an important blind spot or pathology of AI, namely its limited capacity for general-
ization, understanding novel situations and ascribing meaning to them. Floridi and Chiriatti (Floridi and 
Chiriatti 2020)we discuss the nature of reversible and irreversible questions, that is, questions that may en-
able one to identify the nature of the source of their answers. We then introduce GPT-3, a third-generation, 
autoregressive language model that uses deep learning to produce human-like texts, and use the previous 
distinction to analyse it. We expand the analysis to present three tests based on mathematical, semantic 
(that is, the Turing Test have described three important tests in which GPT-3 failed in similar ways. Here 
again, the problem is the absence of AI’s understanding because AI works based on statistical models and 
its output is “a statistically good fit” (Floridi and Chiriatti 2020)we discuss the nature of reversible and ir-
reversible questions, that is, questions that may enable one to identify the nature of the source of their an-
swers. We then introduce GPT-3, a third-generation, autoregressive language model that uses deep learn-
ing to produce human-like texts, and use the previous distinction to analyse it. We expand the analysis to 
present three tests based on mathematical, semantic (that is, the Turing Test. In the same article, Floridi and 
Chiriatti highlight that the issue of AI is not about the output, but about the process of how this output is 
achieved. This is crucial because the focus on the output might give more power to the emulation of CAI’ as 
a partner in the space of reasons and might turn the emulation into an illusion.

Another pathology of CAI is its lack of otherness, of a unique perspective that each human has (Walsh 
2016). The claims or statements that CAI presents are based on a collection of digital data that are statisti-
cally processed. What kind of perspective is it? It might seem that it could be the view from nowhere, how-
ever, in a negative sense. The nowhere is empty, and cannot bring the novelty and heterogeneity that others 
do. These are also essential elements of empathy—the ability to access others’ experiences and recognize 
them in their otherness (Irarrázaval and Kalawski 2022). In psychotherapy, empathy plays an important 
role in helping clients to develop greater empathy towards themselves and others (Irarrázaval and Kalawski, 
2022). When chatbot’s responses are perceived as empathetic (or even more empathetic than the ones ex-
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pressed by humans) (Montemayor et al. 2022) the important sphere of intersubjectivity is not present. The 
chatbot is fully there for the person, however, can it also teach the client to transfer this kind of empathy 
from “nowhere” to themselves and others?Furthermore, as stated in the previous subchapter, CAI cannot 
attribute and undertake commitments and entitlements which are essential normative limitations. Finally, 
an important pathology of CAI is its incapability to distinguish between truth and fiction -- this problem 
is often referred to as the hallucination (Alkaissi and McFarlane 2023) of CAI which once again leads to the 
humanization narrative.

These pathologies point out important limitations of CAI, but also its important strengths. The under-
lying statistical processes give CAI the ability to process a large amount of data and spot patterns that hu-
mans cannot. This can be useful in the therapeutic process where CAI can offer users insights based on a 
big variety of data, answer many basic questions about mental health and provide them almost immediately 
with overviews of current approaches and theories (if properly trained and updated). The limits are its lack 
to offer reasons and justification for its claims. This calls for caution when ascribing CAI epistemic author-
ity and asking for advice. When integrating CAI’s claims into one’s own belief system, one solution could be 
to reflect upon its justification and invite other people, human therapists, to participate in this justification.

The further limits are that CAI is not able to understand the uniqueness of personal experiences and 
provides users with more profane advice than what can be statistically found in the data. The lack of other-
ness positively means that CAI cannot be judgmental and it can have the positive effect that users might feel 
more comfortable sharing their experience (Vaidyam et al. 2019). This is already an important step in a psy-
chotherapeutic process similar to leading a journal. However, the lack of otherness vastly limits CAI’s ca-
pabilities as a therapist because it cannot offer a second-person perspective that is filled with attitudes such 
as compassion, empathy or kindness which are important for a therapeutic change (Strijbos and Jongepier 
2018). Finally, CAI’s lack of normative attitudes makes it unfit as a partner in a relationship, particularly in a 
therapeutic relationship that is strongly embedded in a space of values. The power of emulation can be that 
users can practice techniques and skills in an effective medium where interpersonal aspects are emulated. 
However, it has be reminded that a emulated relationship and therapeutic process are different from an au-
thentic one.

CONCLUSION

CAI’s role in the space of reasons, in our practices such as therapeutic process should be carefully shaped 
by as many stakeholders as possible and by looking at CAI’s own limitations and strengths. The human-
likeness of CAI and its human narratives can be dangerous because they might give too much power to 
the emulation of human-likeness. The danger here is that the emulation might dictate reality and not vice 
versa. What we need is a more granulate understanding of such concepts as agency, rationality and norma-
tivity. We need to refine our understanding of our practices because there is a new entity entering them. Or 
rather, we allow a new entity to enter them. In the case of psychotherapy, CAI’s role should be defined by its 
strengths and limited by its weaknesses. A careful approach is particularly essential in such a sensitive con-
text as the one of mental health and well-being. There are no digital therapists, there are only emulations of 
digital therapists. But we can discover the important strengths of these emulations.

NOTES

1 First reported by The Financial Times: https://www.ft.com/content/175e5314-a7f7-4741-a786-273219f433a1?uuid=
SNeychiOfriWpmcP0682

https://www.ft.com/content/175e5314-a7f7-4741-a786-273219f433a1?uuid=SNeychiOfriWpmcP0682
https://www.ft.com/content/175e5314-a7f7-4741-a786-273219f433a1?uuid=SNeychiOfriWpmcP0682
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