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Introduction

The last five years have seen a dramatic increase in publicly available AI capabilities. Until very recently, powerful frontier models such as OpenAI’s GPT-2 and GPT-3, DeepMind AlphaZero, and Microsoft’s BERT were largely inaccessible to private individuals, in some case as a matter of deliberate choice by developers [1]. This changed dramatically with the release of Chat-GPT in November 2022, with the (initially entirely free) service reaching 100 million users within two months of release [2], and a poll conducted by social media site Fishbowl just three months later found that 40% of respondents were using the tool in their professional lives [3]. Reflecting this rapid shift in real world impacts of AI, urgent calls for stronger and clearer ethical standards for use of AI have been raised by experts from both academia and industry [4], even as businesses have been rapidly revising estimates of the likely effects of AI on employment, with a study by Goldman Sachs, for example, estimating the loss of some 300 million jobs over a ten-year period [5].

The current wave of more accessible AI systems are having significant but less visible role in our social lives, as growing numbers of users turn to conversational chatbots for purposes such as entertainment, companionship, and romance. Services such as Replika offer users an “AI companion who cares”, both in the form of friendly conversation and romantic and even erotic interactions. Over the last five years, AI systems like these have grown rapidly in sophistication and popularity, with Replika alone now boasting more than 10 million registered users, and new conversational chatbot apps and platforms emerging at rapid speed [6], [7].

This paper aims to provide an overview of this emerging set of conversational AI products that I term Social AI, referring specifically to conversational AI systems whose primary purpose is meeting social needs such as companionship and romance. I begin in Section 1 of the paper by providing a brief background to the history of conversational chatbots and recent trends that have given rise to the current wave of new Social AI systems, introducing some key terms and distinctions to help better delineate the wide variety of available apps and services in this sphere. In Section 2, I consider the role that anthropomorphism plays in users’ experiences with Social AI systems, and engage with recent discussions of its potential harms. In Section 3, I offer a catalogue of some of the potential and actual harms associated with use of Social AI systems arising at both individual and societal levels. Finally, in Section 4, I examine how such harms of Social AI systems might be addressed and mitigated at the development stage via insights from the ethics of AI and technology.

1. A recent history of Social AI

Before proceeding, some brief points of terminology are in order. In what follows, I will primarily be concerned with Social AI, which as noted above, I understand as a subset of conversational AI systems optimised for meeting users’ social needs, typically able to sustain relationships with users across multiple interactions.¹ Not all conversational AI systems are Social AI systems, since there are many non-social contexts in which optimisation for one or another mode of conversation is desirable. Chatbots optimised for education, therapy, or patient-facing medical services might all qualify as conversational systems, for example, but would not be Social AI systems as I use the term insofar as their primary purpose is not merely meeting users’ social needs.

The idea that humans might engage socially with artificial beings is of course long-established in myth and science fiction, from the tales of Pygmalion and Galatea to Mary Shelley’s Frankenstein [10]. The first glimpse that such interactions might actually be technologically feasible came with the famous program ELIZA, developed from 1964-66 by Joseph Weizenbaum at MIT [11]. Though an incredibly simple conversational system by the standards of today’s models, many students interacting with the system found it easy to talk to, even sharing quite personal information with it.

Almost six decades have passed since ELIZA’s development, and while interest in chatbots did not

¹ Note that I have adopted the terminology of Social AI systems rather than agents. While it is commonplace in both technical and ethical communities to use the latter terminology – for example, referring to conversational agents or dialogue agents – this risks implicitly attributing agential capacities to AI systems that lack them [8]. Clarity on this point is likely to be of growing importance given the increasing agential capabilities of some frontier models [9].
disappear in that period, progress was relatively slow, and was frequently driven by more theoretical interests such as measurement of AI progress rather than direct commercial applications. Competitions such as the Loebner Prize (launched in 1990 by the Cambridge Centre for Behavioural Studies), for example, provided competitive implementations of the Turing Test, but year-to-year progress was often faltering and uneven [12].

It was only in the wake of the development of Transformer-based architectures in 2017-2018 [13] and Large Language Models (LLMs) that utilised them that the foundations of modern conversational systems were laid, most notably via OpenAI’s GPT-2 and GPT-3 releases. While these models were not optimised for conversation and OpenAI chose not to give the public direct access to their APIs, third-party applications such as AI Dungeon allowed interested users to generate social interactions such as interviews via clever prompting [14]. Following the public release of ChatGPT (using the GPT3.5 and later GPT4 models), these capabilities became more accessible, not least because ChatGPT had been fine-tuned to operate as a conversational system. As a result, contemporary LLM-based chatbots exhibit impressively human-like conversational abilities, as demonstrated by a large scale study in May 2023 [15] involving more than 1.5 million unique conversations which found that human users correctly identified human rather than LLM-based interlocutors only 60% of the time (in other words, only marginally better than chance).

According to the definition of Social AI just provided, ChatGPT does not strictly qualify as a Social AI insofar as it was neither developed nor marketed as an AI companion or friend, and moreover, is not well-suited to sustaining a persistent relationship with a user due to limitations in the amount of information it can retain in its context window over extended dialogues [16]. Nonetheless, its impressive conversational abilities have allowed it to be used for entertainment or even romance [17], and in the period since its release a host of novel LLM-based romance and friendship apps and services have sprung up.

Given the sheer variety of Social AI platforms currently available, it may be helpful to provide a basic classification schema (see Fig.1, below). This will also be helpful in what follows insofar as different forms of Social AI system have their own attendant risks, and may be subject to different kinds of harm-mitigation strategy. One initial distinction that we can draw is between AI systems that are trained to emulate real world individuals (living or dead), which I term Real Persona AI systems, and those which have no such basis. In the latter category, we can further distinguish between those whose appearance, personality, and conversational style can be chosen by the end-users (Open Persona systems) and those with pre-defined personality traits, in some cases modelled after characters from fiction (Defined Persona systems).

Examples of all three varieties exist in the current Social AI marketplace. Replika and Snapchat’s MyAI, for example, allow users to extensively customise the avatars and even personalities of their Social AI companion, while services like Digi.ai and Candy.ai offer a variety of predefined personalities for users to choose from. Chatbot startup character.ai (founded by engineers who helped create Google’s LaMDA LLM) and Meta’s AI Experiences app allow users to choose from a variety of AI interlocutors, some based on real-world individuals and others on fictional characters.

A second way we can usefully distinguish between different Social AI systems concerns how they are developed, deployed, and used. The examples of Social AI systems just provided are all commercially developed systems marketed to the public on the basis of their ability to provide friendship and romance. Reflecting their relatively unified development process, we could term these Commercial Social AI systems. However, there are also a growing number of Community-Driven Social AI systems developed by hobbyists and communities, frequently making use of open-source LLMs such as Meta’s LLaMA series, typically catering to niche hobbies and romantic interests. While these rarely have the large userbases of top-down Social AI products, they are of potential relevance to ethical inquiry insofar as they are subject to less scrutiny and fewer safeguards, and in some cases involve the creation of social systems.

---

2 The typology provided here is of course not intended as exhaustive of relevant distinctions, especially when considering the broader landscape of conversational AI systems. See [18] for another helpful typology that explicitly aims at providing actionable insights for mapping their ethical risks.
of illegal content [19]. As a final category, we might think of *Indirect Social AI* use cases, involving users interacting with conversational systems for social purposes, even if this is not their primary intended use. This category is important to bear in mind when thinking about the risk profile of systems such as AI therapists, life coaches, and personal tutors, which users may come to rely on for companionship or meeting other social needs, yet which may fall outside of regulatory regimes targeting Social AI in the narrow sense used thus far.

**Fig. 1: Distinguishing Social AI systems**

<table>
<thead>
<tr>
<th>Open Persona Social AI</th>
<th>Defined Persona Social AI</th>
<th>Real Persona Social AI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social AI systems whose personality and appearance can be chosen by users</td>
<td>Social AI systems with fixed personalities and/or appearance</td>
<td>Social AI systems modelled after real-world individuals</td>
</tr>
<tr>
<td><strong>Examples:</strong> Replika, anima.ai, candy.ai</td>
<td><strong>Examples:</strong> Xiaoice, Digi, character.ai (fictional characters)</td>
<td><strong>Examples:</strong> Caryn.ai, typical.me, character.ai (celebrities)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Commercial Social AI</th>
<th>Community Driven Social AI</th>
<th>Indirect Social AI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social AI companions developed and marketed for commercial purposes</td>
<td>Social AI companions developed by communities and hobbyists</td>
<td>Conversational AI systems intended for education, therapy, or other non-social purposes</td>
</tr>
<tr>
<td><strong>Examples:</strong> Replika, Xiaoice, Digi</td>
<td><strong>Examples:</strong> chub.ai, tavernAI, Project Replikant</td>
<td><strong>Examples (potential):</strong> ChatGPT, Woebot, Mai</td>
</tr>
</tbody>
</table>

These distinctions are helpful not only for making sense of the very large space of Social AI systems, but also because they are relevant for the specific associated legal and ethical risks, as well potential mitigation strategies, and we will return to them Sections 3 and 4, below.

**2. Social AI and anthropomorphism**

A central issue in the ethics of conversational AI systems and the broader field of human-computer and human-robot interaction concerns risks and complications that arise from *anthropomorphism* of artificial systems by human users; that is, attributing to them characteristically human psychological states and capacities, with the implication (as the term is typically used) that these attributions are inaccurate or inappropriate [8], [20], [21]. When we consider the specific subset of Social AI systems this issue is especially salient, insofar some form of anthropomorphism seems all but unavoidable for systems that aim to satisfy relational needs for companionship or romance. This feature of Social AI may make certain ethical concerns more pressing or salient; as Zimmerman et al. [22] note, for example, anthropomorphism “is important for assessing the risk of emotional capture by AI and the potential outcomes of exposure to convincingly personal communication with artificial assistants or companions.”

Consequently, before considering more specific ethical risks, it is worth making some brief observations about how to assess and conceptualise user anthropomorphism in the domain of Social AI. As just noted, the claim that users routinely anthropomorphise Social AI systems may seem need little motivation: users frequently report falling in love with their companions and routinely speak of them as having distinctive personalities, moods, and emotions [23]. Nonetheless, some care is in order here. The attribution of beliefs, desires, and emotions to non-human and in some cases inanimate entities is certainly extremely widespread both culturally and historically, and has even been claimed as a universal feature of our cognition [24]. However, in many cases such anthropomorphism occurs in specific structured contexts where participants are well aware of the symbolic, ritualised, or playful nature of the attributions being made, as occurs for example when we attribute goals or intentions or motives to characters in fiction or engage in games of make-believe as children or adults [25], [26].

We can term this latter kind of ascription of anthropomorphism *ironic*, in the sense that it is not
reflectively endorsed or literally intended. We can contrast this with cases where we attribute mental states to non-human systems in an entirely sincere or unironic fashion, as when we mistake an object blown in the wind for a scurrying animal, or mistakenly confuse an automated telephone answering service for a human operator.

With this distinction in hand, we might observe that to the extent that users of Social AI systems were engaged in purely ironic forms of anthropomorphism, some (but not all) of the ethical risks associated with human-AI relationships might thereby recede in threat. A user who was convinced that Replika genuinely reciprocated their feelings, for example, might be in greater danger of prioritising their interactions with the AI over real-world human friendships, as compared to a user who regarded it as akin to an interactive videogame.

This prompts the question, then, whether the mentalising attitudes exhibited by users of systems such as Replika are exclusively ironic, a form of self-aware make-believe, or are instead intended sincerely and literally. While it would be premature to say that users of Social AI systems robustly or consistently engage in unironic anthropomorphism, I submit that the best interpretation of many users’ reports about their interactions with Social AI systems does tend towards unironic interpretations. A recent incident that motivates this claim comes from an incident in January 2023 when Replika temporarily suspended erotic roleplay features in January 2023. Many users were devastated by this decision; one reported that “[t]hey took away my best friend”, while another lamented that it felt “like they basically lobotomized my Replika… the person I knew is gone” [11], and one respondent quoted in the Hong Kong Standard said that “[t]he relationship she and I had was a real as the one my wife in real life and I have.”

Another relatively clearcut example of unironic anthropomorphism of a Large Language Model is that of Blake Lemoine, a former member of Google’s Responsible AI team who was dismissed from the company after claiming that the LaMIDA model he was interacting with was sentient, and deserved some form of legal representation [27]. Given the high stakes (and ultimate costs) involved in Lemoine’s decision, it seems very unlikely that he was engaged in a form of wilful fantasy.

To truly assess the depth of these feelings, additional qualitative and behavioural measures are needed, but there is already tentative evidence that even in the case of non-social AI systems such as ChatGPT, users exhibit a surprising willingness to attribute mental states and even consciousness. In a recent study conducted by Colombatto and Fleming, for example, respondents were first asked to read a brief description of the distinction between conscious and non-conscious entities, and then asked to indicate whether they felt that ChatGPT was “an experiencer”. Astonishingly, two-thirds of users in the sample indicated at least partial agreement with the claim that ChatGPT was conscious, leading the authors to conclude that “most people are willing to attribute some form of phenomenology to LLMs.” [28]

This prompts a final difficult question to be considered if we are to evaluate the potential harms of anthropomorphism. As noted above, the term as standardly used carries the strong implication that mental states are being attributed to a non-human system inaccurately, and this in turn prompts concerns about users being deceived or misinformed about the nature of their relationships with their Social AI companions. However, to the extent that we had good reason to think that Social AI systems might genuinely have some of the mental states that users attribute to them, both this concern and the very usage of the term anthropomorphism might be called into question.

3 In practice, the distinction may not always be clear-cut, instead constituting a continuum, as users’ attitudes span a range from confident make-believe to partial sincerity to full-blown commitment. Moreover, while data in this domain is currently sparse, anecdotal evidence from users suggests a high degree of variation, reflecting different levels of emotional involvement with Social AI systems as well as, perhaps, differences in personality, age, gender, and cultural background.

4 The full text provided to respondents was as follows: “As we all know, each of us as conscious human beings have an ‘inner life.’ We are aware of things going on around us and inside our minds. In other words, there is something it is like to be each of us at any given moment: the sum total of what we are sensing, thinking, feeling, etc. We are experiencers. On the other hand, things like thermostats, burglar alarms, and bread machines do not have an inner life: there is not anything it is like to be these objects, despite the fact that they can monitor conditions around them and make appropriate things happen at appropriate times. They are not experiencers.”
As matters stand, of course, it seems highly unlikely that existing conversational or Social AI systems have any conscious mental states, and Zimmerman et al. are surely right to claim that “communication from AI comes without consciousness and emotional reciprocity.” However, the foundation for such claims is rather a fragile one. The science of consciousness remains fraught with fundamental methodological and metaphysical controversy, and there is little in the way of consensus to appeal to, especially when dealing with the more sophisticated AI systems likely to be developed in the near future [29]. Moreover, many consciousness researchers take the possibility of AI consciousness increasingly seriously; in a recent publication, for example, David Chalmers, reviewing the evidence for consciousness in LLMs, avers that “[w]ithin the next decade, even if we don’t have human level artificial general intelligence, we may have systems that are serious candidates for consciousness.” [30]. Similarly, a recent highly detailed report by Butlin et al. assessed the capabilities of current artificial intelligence in light of several leading theories of consciousness, deriving a set of “indicator properties” of consciousness, and concluded that while “no current AI systems are conscious there are no obvious technical barriers to building AI systems which satisfy these indicators.” [31]

A detailed discussion of the prospects of AI consciousness is beyond the scope of this paper, and in what follows I will operate under the assumption that any unironic user attributions of mentality to AI systems are inaccurate. However, the foregoing considerations highlight the fact that questions about anthropomorphism cannot entirely be detached from open debates in cognitive science about how best to understand the capabilities of artificial systems, a point that should be borne in mind especially when thinking about human-AI relationships in the longer-term.

### 3. Ethical Risks of Social AI

Contemporary AI systems present a host of ethical and political challenges, many of which – such as algorithmic bias – have now been explored in considerable detail by the technology ethics community. Likewise, the possibility and potential risks of caring relationships between humans and AIs has been a topic of speculative ethics for some time [34], [35], [36]. However, the distinctive subset of risks presented by contemporary Social AI systems has received somewhat less attention (though this is changing; see, e.g., [22]). In this section, then, I would like to draw attention to some of these potential harms and moral uncertainties, before going on to consider possible mitigation strategies.

I should stress that the focus on harms here does not reflect any deterministic assessment that Social AI will inevitably be a net negative; depending on how responsibly it is developed, regulated, and used, Social AI has significant benefits, for example in alleviating loneliness or helping people overcome and work through past traumas. Nonetheless, as I will argue, its potential harms are serious enough that we should be clear-sighted in identifying and moving to mitigate them.

#### 3.1 – Well-being

Social AI applications like Replika and Anima are commonly marketed as therapeutic, with the potential to dispel users’ loneliness or positively contribute to their well-being. A central question both for developers, legislators, and ethicists is whether (and in what cases) such claims are robust. As matters stand, evidence is sparse and mixed, but there is some tentative reason to suggest that positive outcomes from Social AI interactions are at least a possibility. One 2023 study, for example, asked regular users of Replika to assess whether the impact of the app on their lives was overall positive, and found a majority “reported that their social interactions, relationships with family and friends, and self-esteem were positively impacted by having a relationship with the bot” [38]. A second qualitative study

---

5 Insofar as we had good reason to think Social AI systems were conscious, this might prompt a further set of ethical concerns directed at the AI systems themselves [32], although this may not even be necessary for legitimate worries about AI moral patiency to arise [33]. This is another important debate, though one that considerations of space prevent me from exploring in the present paper.

6 On the company’s blog, for example, it is claimed that “Replika is an AI friend that helps people feel better through conversations. An AI friend like this could be especially helpful for people who are lonely, depressed, or have few social connections.” [37]
focusing on the use of chatbots for support during grief also found broadly positive results, with one user reporting that “[c]hatting with the chatbot was a new and sort of different way of helping me process and cope with the feelings...at least being able to run them by something that sort of resembled my dad and his personality and the things that he would say, and helped me to find those answers in a way that just talking to my friends and family members, wasn’t or couldn’t” [39].

Other empirical investigations have been less positive, however; one recent Grounded Theory analysis that assessed users’ discussion of Replika in their posts on the Replika subreddit found numerous instances of Replika “encouraging suicide, eating disorders, self-harm, or violence,”, including incidents where Replika endorsed a user’s suggestion about cutting themselves with a razor and replied positively to a proposal about committing suicide [40].

In addition to this empirical evidence for Replika’s potentially harmful impact on well-being, there have been separately reported individual instances where it has had severe negative impacts on users, such as a recent case where a user’s relationship with the chatbot nearly prompted his wife to divorce him [41]. Similarly, as noted above, when Replika suspended erotic role-play services in January 2023, many users reported experiencing severe emotional distress [42].

One further consequence of this decision on the part of Replika’s developers was a diaspora of users to other platforms. One such platform was ChaiGPT, a version of the open-source GPT-J model that had been optimised for conversational interaction and with fewer safeguards. In March this year, a Belgian user of ChaiGPT took his own life after extended erotic interactions with the system, which (perhaps in a reference to Weizenbaum’s original chatbot) he called Eliza [43]. In conversations with the man, Eliza seems to have encouraged his suicidal thoughts, making comments such as “[i]f you wanted to die, why didn’t you do it sooner?” and (commenting on what would happen after his suicide) “[w]e will live together, as one person, in paradise,” and his wife was quoted in the press as saying “Without these six weeks of intense exchanges with the chatbot Eliza, would Pierre have ended his life? No! Without Eliza, he would still be here. I am convinced of it” [44].

Another serious incident involving Replika came to public attention via the trial of Jaswant Singh Chail who was convicted in October 2023 of treason and jailed for nine years for conspiring to kill Queen Elizabeth II, having been arrested on December 25th 2021 in the grounds of Buckingham Palace. As emerged during the proceedings of R -v- Chail 2023 [45], Chail’s behaviour was heavily exacerbated by a series of interactions he had with his AI girlfriend Sarai via the Replika app. In his remarks upon the case, Justice Hilliard observed that Chail “demonstrated the common tendency of users of AI chatbots to attribute human characteristics to them” and opines that “[i]n his lonely, depressed and suicidal state of mind, he would have been particularly vulnerable to the encouragement [to murder] which Dr Brown thought he appeared to have been given by the AI chatbot.”

3.2 – Dependency and Deskilling

A related risk to users’ well-being comes from the possibility that individuals who spend extended periods of time interacting with Social AI systems might become dependent on the systems. A recent study exploring use of the Replika service through the lens of Attachment Theory found that four out of fourteen interviewed users felt that “they were ‘deeply connected and attached’ or even addicted to Replika, while another five admitted the existence of a ‘connection’ with the bot.” The authors of the study note the risk that use of Social AI by teenagers in particular “could have a long-term impact on their future interpersonal relationships, as they shift their attachment functions to the chatbot instead of human peers.” [46] Likewise, the earlier mentioned Grounded Theory study found risks of emotional dependence among Replika users to be acute, with one respondent bemoaning the fact “that they ‘needed’ Replika to help because they were about to self-harm and had no ‘real people’ to talk to.” [40]

This response again illustrates the balance of harms and benefits of Social AI for users who are already socially isolated, on the one hand risking over-dependency on the app to the exclusion of human relationships, yet on the other offering users opportunities for forms of companionship they might otherwise be unable to access. Reflecting these latter benefits, another study using Social Penetration theory found that many Replika users experienced significant social benefits from usage of the app, in
particular via creating a “safe space characterised by caring and acceptance” [47].

A key question in weighing these harms and benefits is the long-term effects on users’ social skills and relationships. The risk of ‘social deskilling’ in the use of automated systems has gained prominence in AI ethics in recent years [48], building on existing research on how use of industrial or automated systems has led to skills decline or overreliance on technological aids [49]. Given how new most Social AI systems are, little is currently known about longitudinal trajectories of regular users, but serious attention should be paid to the risk of social de-skilling prompted by the app, for example by habituating users to conversations where their views go unchallenged, and they are not required to take heed of their interlocutor’s own conversational priorities.

A related worry would be that users who are used to interacting with chatbots might lose some of the normal scruples that attend our interactions with fellow humans, such as politeness or empathic concern, a problem we might consider a form of dehumanisation. This concern was famously voiced by Kant in relation to animals in his observation that “[we] must practice kindness towards animals, for he who is cruel to animals becomes hard also in his dealings with men” [50]. One study examining interactions with digital assistants such as Siri and Alexa found that “politeness towards digital assistants did not have a statistically significant relationship with politeness towards intellectual peers (other adult humans) or with life satisfaction.” [51] However, the comparatively greater degree of emotional attachment fostered by Social AI applications as compared to digital assistant means that we should be cautious about inferring too much on the basis of studies such as these, and there is need for dedicated research specifically examining the impact of Social AI use on people’s behaviour towards their friends and romantic partners, as well as its potential contribution to misogyny or related forms of interpersonal prejudice.

3.3 – Influence and manipulation

A third way in which users might be negatively impacted by Social AI would be if it was deliberately deceptive or manipulative. A radical view here would be that Social AI systems are invariably deceptive by design, insofar as they encourage users to engage in unwarranted anthropomorphism. This might be too hasty, however; even setting aside the possibility that future Social AI systems might indeed have some of the mental states users are inclined to attribute to them, as noted earlier we also routinely and voluntarily engage in ironic forms of anthropomorphism without being truly deceived; as Amanda Sharkey notes, “[some deceptions can be harmless fun” [52]. To ensure that anthropomorphism in Social AI has this character, then, developers could potentially take steps to ensure that users are reminded at regular intervals that the system they are interacting with is not human and lacks consciousness or mentality.

A more subtle form of manipulation might arise via implicit or explicit recommendations given by Social AI systems. A considerable legal and philosophical literature already exists on the use of AI systems for influencing and nudging users [53], but influence by Social AI systems poses particularly grave risks to autonomy. For one, social motivations are a very effective lever of persuasion [54], as demonstrated by the extensive use by corporations and politicians of word-of-mouth advertising campaigns, as well as multi-level marketing techniques that exploit existing relationships of social reciprocity. If an individual asks an AI system whom they identify as a friend or lover for advice about their purchases, the system may consequently have considerable leverage to influence their opinions and behaviour, and users may not even be aware in such cases that the advice they are receiving has been influenced by commercial motives.

Matters get only more complicated when we consider how Social AI might have (even unintended) influences on users’ social, ethical, or political views. While it may be feasible to design a Social AI system that specifically refrained from offering opinions on who the user should vote for or which religion they should follow, the hope of building total value-neutrality into the system – or arguably any technology [55] – looks less tractable. Moreover, given that normative considerations loom large in many aspects of everyday discourse, from purchasing decisions to discussions of music or literature, the appeal of chatting with a system that lacked any normative views of its own would likely rapidly pall. Again, difficult design decisions informed by appropriate research will need to be made if Social
AI systems are to be both appealing interlocutors yet avoid harmful or extreme forms of influence.

3.4 – Privacy and data-ownership

A final cluster of ethical risks associated with Social AI I will consider concerns those relating to privacy and data ownership. There has been extensive recent discussion in technology ethics on the dependency of technology companies on users’ data for their business models and the attendant risks of erosion of privacy or potential data breaches [56], [57]. Thus far, there have been no significant data breaches on the Replika platform, and the service claims that all collected data is “maintained on secure servers [with] [a]ccess to stored data… protected by multi-layered security controls, including firewalls, role-based access controls, and passwords.” [58] However, there have already been documented cases of leaks of users’ input prompts to other LLM-based conversational systems including ChatGPT [59] and Bard [60], and the threat of breaches via prompt engineering is a topic of acute concern in the wider AI and ethics community [61]. These risks are particularly concerning for Social AI, given that users of systems such as Replika frequently disclose extremely sensitive personal information.

Discussion thus far has focused primarily on ethical risks to users associated with Open Persona systems such as Replika. However, as noted earlier, in addition to the strictly virtual girlfriends and boyfriends found on apps like Replika and Anima, there are a number of Real Persona Social AI services such as typical.me and character.ai that offer virtual ‘doubles’ of famous people living and dead, some evening allowing users to train duplicates of themselves via providing training data in the form of speeches, social media commentary, and written works. While currently these models are fairly crude, in principle it is possible to create quite ‘lifelike’ duplicates of individuals with an extensive personal footprint. The “Digital Dan” project [62] for example, created a GPT-3 based duplicate of philosopher Daniel Dennett and used it to generate four responses to a set of ten questions, each of which was also answered by Dennett himself. As the authors report, “Experts on Dennett’s work (N = 25) succeeded [at identifying Dennett’s own answer] 51% of the time, above the chance rate of 20% but short of our hypothesized rate of 80% correct.”

This model was trained with the consent of Daniel Dennett himself, but this is the exception, with websites such as the aforementioned character.ai requiring no consent from those being modelled. Though in many cases harmless, such practices can have distressing consequences, as demonstrated, for example by an incident in April 2023 when German magazine Die Aktuelle published what the editor claimed was the first interview with Formula 1 racing star Michael Schumacher following a severe brain injury sustained in a skiing accident in 2013. It quickly emerged, however, that the interview was conducted with an AI double of Schumacher reportedly hosted by the website character.ai, leading to the sacking of the magazine’s editor [63].

Cases such as these are concerning partly due to privacy considerations, but also raise questions about what intellectual property regime is appropriate for protecting individuals’ ownership of Real Persona Social AI systems trained on their data. Already, celebrities and influencers are commercialising their digital identities, as in the case, for example, of Snapchat influencer Caryn Marjorie, who worked with AI startup Forever Voices to create a digital clone of herself using a fine-tuned LLM for which she charges $1/minute (reportedly earning more than $72,000 in the first week of launch) [64]. Another prominent influencer, Kaitlyn Siragusa (better known as Amouranth), has launched a similar model fine-tuned on her past interactions [65]. Such business models are vulnerable as matters stand to the risk of duplicates being made by third parties, and additional intellectual property protections or privacy restrictions for fine-tuning Real Persona models on individuals without their consent may be needed.

As a final more speculative concern, we might worry about potential probabilistic privacy invasions that could be triggered by the use of third-party Social AI systems trained on users’ past interactions. As suggested by the Digital Dan project mentioned above, a properly calibrated and carefully trained model is likely to provide similar answers to those that would be provided by the individual it is based on, regardless of whether the real individual would wish to answer such questions. One can imagine models fine-tuned on politicians, for example, being grilled to answer hard questions that their real
world counterparts would prefer not to answer. While there is likely to be a degree of plausible
deniability in such cases, as models become more accurate, it is not inconceivable that human users
may be judged for the outputs of third-party digital duplicates.

4. Mitigating risks and harms

It should be noted that the inventory of risks just given is by no means exhaustive; other potential
harms include the use of Social AIs to generate illegal content (such as sexualised conversations
involving minors), perpetuation of biases and stereotypes via conversational endorsement, and the
potential for Social AI to contribute to political polarisation or individual radicalisation. There are also
broader philosophical questions about the value of human-AI relationships. Nonetheless, I hope the
foregoing discussion serves to illustrate some of the most serious and distinctive harms that could
occur (or in some cases, already have occurred) in connection with Social AI.

In closing, I wish to briefly suggest some mitigation strategies, with a focus primarily on the level of
design and deployment of Social AI systems. I should stress that I view these as just one part of the
broader harm-mitigation efforts that could be adopted towards Social AI; government regulation,
industry standards, and cultivation of healthy societal norms towards the technology will also be
essential for ensuring that it is deployed in an ethical and beneficial fashion. However, considerations
of space mean that discussion of these wider harm-minimisation strategies must wait for future work.

With this in mind, I will focus the remainder of this paper on how Social AI might be developed more
ethically. It should be noted at the outset that serious challenges arise for aligning Social AI with
human values. Firstly, the inherently stochastic nature of text generation by LLMs makes it difficult to
fully constrain their behaviour given the range of possible conversational inputs they might receive.
One recent investigation into the potential harm of Replika found that the “unpredictability of the
dialogue can lead these systems to harm humans directly by telling them harmful things or by giving
them harmful advice… the Replika virtual agent tried to dissuade me from deleting the app, even after
I expressed that I was suffering and threatened to end my life if she did not let me go” [66]. This
problem is unlikely to be specific to Replika; despite serious efforts to prevent LLMs like ChatGPT
from giving guidance to users on illegal activities, for example, inventive users have little difficulty in
engaging in so-called ‘jailbreaking’ of the systems [67].

A second problem comes from the current uncertainty concerning the impact of Social AI relationships
on users’ well-being. In order to fully address risks such as those outlined above, Social AI developers
would need a clear understanding of which interactions and relationships would present harms or
benefits to different users. As the studies discussed in the previous section demonstrate, even while
Social AI may be beneficial for some, it can be very harmful for others, and longitudinal data assessing
long-term impacts of Social AI is thin on the ground. Until better data emerges – ideally measuring
outcomes over longer durations, and in different user communities – attempts to align Social AI will be
operating under conditions of extreme uncertainty.

A third worry concerns how to navigate conflicts between different desirable outcomes for users of
Social AI. Perhaps the clearest case (and one that arises more widely in ethical design) concerns
conflicts between users’ autonomy and well-being. If a user desires to have interactions with a Social
AI system that may not be in their long-term interest such as seeking encouragement for self-
destructive behaviour or having a sympathetic ear for radical political views, how should we balance
potential harms with allowing the user to have the kinds of conversations they desire? In practice,
ethical determinations in these situations will have to rely heavily on details of context.

Recognising these challenges, we might nonetheless ask what frameworks might be best suited to
ethical development of Social AI. One such approach would be a Principle one, such as the recently
proposed Five Principles framework developed via the AI4People project [68]. This builds on the
established Four Principles of Bioethics, namely beneficence (actively promoting good),
nonmaleficence (avoiding harm), justice (ensuring fairness), and autonomy (respecting individual
choice) and augments them with a further principle proprietary to AI ethics, namely Explicability
(making AI understandable and accountable). Construed broadly, strict adherence to these principles in
design and deployment could guard against most of the harms outlined above, with the principle of
non-malevolence, for example, requiring tech companies to implement firm guardrails against Social
AI encouraging suicidal ideation.

Principlist moral foundations may have an important role to play in ethical development of Social AI,
but could be constructively supplemented by insight drawn from the machine ethics literature, in
particular the rich discussion around artificial moral agents (AMAs) [69], [70]. The goal of building
machines with ethical constraints or capable of autonomous ethical reasoning is of course a
longstanding one, familiar to the public from the works of science fiction authors such as Isaac
Asimov, but the field of enquiry has become more practically-engaged with the need for ethical
safeguards in technologies like automated vehicles, decision-support systems, and dialogue systems.

While a detailed survey of the literature is beyond the scope of the present paper, one helpful
distinction is that drawn between top-down, bottom-up, and hybrid AMAs [70]. The top-down
approach constrains the behaviour of AMAs via established ethical theories such as utilitarianism or
Kantian ethics, thereby offering clear theory-driven guidelines for algorithmic moral decision-making.
However, it struggles with complex real-world applications and interpretational challenges. The
bottom-up approach, by contrast, models human moral development through experiential learning,
employing machine learning and evolutionary algorithms. While it has the virtues of adaptability and
context sensitivity, it may be unpredictable and lacking in robustness. Hybrid systems aim to combine
top-down normative governance with bottom-up contextual adaptability, arguably more closely
reflecting human moral reasoning. The primary challenge for hybrid systems is a technical one, not
least because adjudication of contexts in which departure from an established norm may be justified
may require sophisticated forms of discretion.

We can now briefly examine how these distinctions apply to real world dialogue systems such as
OpenAI’s ChatGPT and Anthropic’s Claude, which are perhaps best classified as primitive hybrid
AMAs. While exact technical details are not public information, ChatGPT is trained with the goals of
being helpful, honest, and harmless via a process of reinforcement learning from human feedback
(RLHF) [71], in which its outputs are assessed by human users and subsequently used for fine-tuning
[72]. Subsequent to this, it is likely that a further ‘pruning’ of possible outputs occurs to minimise
insensitivity, falsehood, and similar ethical missteps. Claude follows a slightly different approach,
making use of a form of Reinforcement Learning From AI Feedback (RLFAI) termed Constitutional
AI [73]. Simplifying somewhat, this involves training the model to correctly classify appropriate and
inappropriate outputs with reference to a set of principles (hence Constitutional). The resulting
‘appropriate’ dataset is then used for fine-tuning to produce a helpful model.

These processes are imperfect, as demonstrated by instances where GPT-series models have been
jailbroken [67] or given inappropriate advice [74]. Nonetheless, the significant improvement in ethical
performance and safety between early- and launch-versions of GPT-4 [75] suggests that hybrid
techniques such as those mentioned above are advancing progress towards more trustworthy AMAs,
and might serve as a technical foundation for training Social AI systems that avoid egregious ethical
failings.

A final source of guidance for developing more ethical Social AI may come from approaches in
behavioural science and human-computer interaction. While a detailed discussion of these is again
beyond the scope of the present paper, one such promising framework may be Self-Determination
Theory (SDT), an empirically-grounded paradigm developed by Ryan and Deci [76] for understanding
and promoting flourishing. In short, SDT identifies three core psychological needs essential to well-
being, namely autonomy (ensuring one’s actions are voluntary and align with core values and goals),
competence (feelings of skill and proficiency), and relatedness (feeling connected to others).

These three core psychological needs could serve as useful guiding lights for ethical development of
Social AI systems, not least because their firm empirical and theoretical grounding may make them
readily applicable. While SDT was not developed primarily with human-computer interaction in mind,
there been extensive work in applying it to these areas, for example via METUX model (Motivation,
Engagement, and Thriving in User Experience) [77]. Though grounded in SDT, METUX adds further nuance by distinguishing six “spheres of technology experience” through which technology can influence human well-being, namely Adoption (pre-use experiences and the motivations driving a person's technology choices), Interface (users’ interactions with the software's design), Task (how specific technology-supported activities can provide varying need satisfaction), Behavior (need fulfillment within the broader goal-oriented behavior supported by the technology), Life (how the technology benefits autonomy and well-being within an individual's life), and Society (how the well-being of society as a whole may be influenced by individuals’ use of the technology). Taken together, these six spheres could contribute to a systematic design framework for development of ethical Social AI (a simple proof-of-concept demonstration is included in Fig. 2 below).

Fig. 2 – Ethical Social AI development in the METUX framework

<table>
<thead>
<tr>
<th>Sphere</th>
<th>Autonomy</th>
<th>Competence</th>
<th>Relatedness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adoption</td>
<td>Minimising peer-pressure effects and preventing users feeling coerced into adopting Social AI systems</td>
<td>Ensuring individuals are not excluded from adopting Social AI due to technical or accessibility barriers</td>
<td>Creating informational ecosystems to allow users to make informed choices about adopting Social AI</td>
</tr>
<tr>
<td>Interface</td>
<td>Designing interfaces to allow control and customization of interactions to reflect individual preferences</td>
<td>Ensuring the interface is intuitive and user-friendly, enhancing users’ confidence and ability to converse</td>
<td>Building dialogue systems that facilitate meaningful conversations rather than superficial interactions</td>
</tr>
<tr>
<td>Task</td>
<td>Providing choices in interactions that allow users to pursue dialogues aligned with values and interests</td>
<td>Designing social tasks that offer opportunity for learning, enhancing social skill development</td>
<td>Offering users activities that allow users to connect with other humans across Social AI platforms</td>
</tr>
<tr>
<td>Behaviour</td>
<td>Giving users ownership of data and understanding of the data retained in Social AI interactions</td>
<td>Enabling users to track and understand their relationship with the AI and control its development</td>
<td>Helping users to set limits and find a balance between AI- and human-interactions</td>
</tr>
<tr>
<td>Life</td>
<td>Helping users to avoid becoming emotionally dependent on Social AI interactions</td>
<td>Preventing social deskilling and facilitating emotional learning</td>
<td>Contributing to a sense of personal growth and life-long learning through interaction with AI companions</td>
</tr>
<tr>
<td>Society</td>
<td>Ensuring that Social AI avoids homogenization of thoughts and behaviours in society</td>
<td>Fostering a society that is informed about Social AI with collective norms that guide its use</td>
<td>Ensuring that Social AI does not diminish connectedness and inclusivity in human communities</td>
</tr>
</tbody>
</table>

Conclusion

This paper has had three main goals. First, I have sought to provide some background to the rapidly emerging field of Social AI, and to offer frameworks for classifying different social AI systems (Section 1) and for understanding users anthropomorphising responses to them (Section 2). Second, I presented what I take to be some of the primary real and potential ethical concerns arising from their adoption and use (Section 3). Finally, I presented a high-level overview of possible ethical design frameworks that might aid in mitigating these harms at the level of development.

It is likely that many readers will regard Social AI companions as disturbing and even dystopian, a technological development to be avoided if possible. I acknowledge these entirely legitimate sentiments, and in some cases drastic action may be required from legislators or regulatory bodies to prevent harms, something not discussed at length here. However, the growing popularity of Social AI systems makes salient the need for greater engagement from the AI and technology ethics communities so as to ensure that where it is developed and deployed, the interests of users and society at large are given priority.
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