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What is man in nature? Nothing in relation to
the infinite, everything in relation to nothing, a
mean between nothing and everything.

PAScAL

Say first, of God above or man below,
What can we reason, but from what we know.
POPE

When all around take fundamental ideas for
granted, these must be the truth. For most minds
there is no comfort like it.

JACQUES BARZUN



Introduction

All the world over and at all times there have been
practical men, absorbed in irreducible and stubborn facts;
all the world over and at all times there have been men of
philosophic temperament, who have been absorbed in the
weaving of general principles. WHITEHEAD

Much of our knowledge is generated by specialists. The most success-
ful scientists—physicists, biologists, sociologists, mathematicians —are
those who concentrate on small regions of their subjects and produce
highly detailed accounts of what they find. Their successes have tended
to establish an “approved” route to knowledge: make new pronounce-
ments only when they can be supported by an overwhelming mass of
minutiae. Obviously such a program can be pursued only in limited ar-
eas, by people who are therefore “specialists.”

Specialization gets a further boost whenever we examine critically
the works of some famous generalists of the past. Aristotle, for in-
stance, wrote treatises about every subject under the sun. He combined
most of the known facts of his day into systems and hierarchies, classi-
fications with headings and subheadings into which every object or
event in his world could be sorted. Unfortunately much of what he
wrote is now considered wrong. In some cases he was inaccurate be-
cause he worked from incomplete data; in other cases he simply blun-
dered, as when he assumed (without experimenting) that heavier bodies
must fall faster than lighter ones.

Similarly Kant, another generalist, overturned the philosophy of his
day by proposing an entirely new way of understanding reality, one in
which knowledge examines its own categories. Kant’s methodological
insights were truly revolutionary. Yet his speculations also wandered off
into areas such as astronomy and cosmology, where his pronounce-
ments are today considered naive. From instances such as these, gener-
alizing has gotten a bad name.
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But criticizing Aristotle for his physics or Kant for his astronomy
presupposes a specialist’s point of view. It assumes that the important
part of what these people were doing (or should have been doing) was
to make accurate and detailed accounts of the nature of reality. Yet that
is not in fact the enduring result of their work. Aristotle’s enduring con-
tribution to knowledge was the basic idea of classification and system-
atization, of arranging and docketing facts so others may know where
to look for them. In a sense, he invented natural science itself. Kant’s
enduring contribution was the idea that at least some of the content of
our world has been put there by the categorical ways we look at it. He
turned our attention to “systems of observations.” Without this concept
it is unlikely that such essential modern theories as relativity and quan-
tum mechanics would ever have got off the ground. These basic ideas,
then—ones such as the technique of classifying known facts, or the
concept of examining systems of observation—are the sort of contribu-
tions that generalists have left behind.

Examples could be cited indefinitely. In fact any book on the history
of philosophy is a compendium of generalists’ ideas, many of which
have filtered into the background of modern thought. But in an age of
specialization these contributions tend to be overlooked. They are often
so diffuse, and so deeply implanted in the very way we look at things,
that it is easy to imagine they were never new ideas, or that they were
always so obvious that no one needed to think of them. Asked to de-
scribe what such generalists have done for present knowledge, most
specialists will claim that they have left hardly a single description of
reality which scientists do not today possess in far superior form. Yet,
as I say, that is a narrow view. From the opposite direction, it can be ar-
gued that without generalists in the past there would be no such thing as
science at all today.

Another argument is sometimes heard in support of specialization.
Granted that many techniques of knowledge today are based on the
former work of generalists (it runs), nevertheless the time for such work
is now past. The basic concepts of science and scientific method have
been permanently established; the overwhelming success of the result
makes it impossible for us to envision any kind of new foundation.
Problems in knowledge today are only symptoms of badly fitting de-
tails, not evidence that anything is wrong with the design as a whole.
Therefore, claim the specialists, generalists are no longer needed.
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On the face of it, this argument can at least be faulted for presump-
tion. An instinct tells us to be particularly cautious whenever we are
tempted to assert that something we have just done has at last achieved
perfection. It is instructive to consider some embarrassing prior claims
of the same sort. Toward the end of the nineteenth century, just before
the discovery of the electron, many physicists were celebrating sci-
ence’s success in creating an ultimate world view around the concept of
indivisible atoms. Earlier, much of the medieval Christian system of
thought (such as embodied in the Summa Theologica of Aquinas) was
at the time believed to represent an unquestionable permanent structure
of knowledge. Today we laugh at such claims, but not at our own.

Yet there are even deeper reasons for being suspicious of any claim
that today we possess the ultimate route to knowledge. As Kuhn points
out in his important book The Structure of Scientific Revolutions,' es-
tablished routines of knowledge tend to become self-protecting and un-
critical of themselves. They cook our whole outlook so that we find
them more and more satisfying, while making us increasingly blind to
other routines. For this reason they seldom initiate radical changes
within themselves, as a result of the discovery of incompatible data; in-
stead they endure by patchwork and institutionalization until somehow,
somewhere, an entirely new route to knowledge opens up. When that
happens our world view often alters dramatically, and what formerly
seemed to us to be ultimate knowledge begins to look ill-conceived and
trivial.

By this process our search for perfect knowledge undergoes occa-
sional “revolutions”—not because a theory has been refuted by the
facts, but because it has been destroyed by another theory. From this
viewpoint our claim to have discovered the ultimate routine in theoriz-
ing seems more like a self-serving product of the theory itself than a
judgment about reality.

The fact is that revolutions in knowledge are most often instituted by
generalists, not by specialists. This is the generalist’s principal func-
tion: to bring us face-to-face with the whole design of knowledge, with
its foundations and its presuppositions, and force us to consider wheth-
er there is not a different—and hence possibly better—way. The spe-
cialist cannot grasp the whole picture in this fashion because he is too
much “in” the picture.
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About This Book

This book is written from a generalist’s standpoint. It is about the gen-
eral processes of knowledge, not about any particular knowledge. It
tries to answer the question: What do we think we know and why do we
think we know it? In this book I mention and analyze a wide range of
theories, attitudes, viewpoints and speculations, all part of what one or
another portion of the human race considers to be “knowledge.” I cite
all these notions not to create an encyclopedia of human belief, but just
to illustrate certain threads that I have found running through them.

These threads embody several insights about knowledge; yet they
can be appreciated only from a generalist’s viewpoint. They cannot be
reduced to specific objects or events in reality, nor do they constitute
any specific description of the world. My purpose in uncovering them is
to open new doors for understanding, in the same way that Aristotle’s
conception of classification and Kant’s emphasis on systems of obser-
vation opened new doors for understanding in their times.

The patterns I delineate in this book do not by themselves yield any
hitherto unknown facts; instead, they lead to a general analysis of the
ways that knowledge comes into being. As I will show, the possibilities
of knowledge are enormously greater than our present grasp of them.
This is because most thinkers prefer to be specialists: it seems easier
and more productive to dig very carefully in a small plot of knowledge,
rather than plow whole fields and run the risk of making crooked fur-
rows or stepping into a hole.

To balance this preference, specialists need to hear periodically from
the generalists. While specialization may generate the detailed mass we
normally call “knowledge,” it is generalization that gives this mass
shape, direction, and meaning.



1. Maxima and Minima

Most men take least notice of what is plain, as if that
were of no use; but puzzle their thoughts, and lose them-
selves in those vast depths and abysses which no human
understanding can fathom. THOMAS SHERLOCK

Human beings use two opposite approaches in their attempts to under-
stand reality. Our first attempt at knowledge discovers what I call maxi-
ma. People start with relatively large unanalyzed facts, connecting
them to more and more unanalyzed facts and pulling an ever-increas-
ing mass of reality into a total understanding. This is the approach of
curiosity, of exploration, and of unfettered common sense. It contem-
plates reality whole in all its aspects—large or small, fundamental or
trivial —without refinement or discrimination.

At more sophisticated moments, however, human beings also seek
another kind of knowledge: they dissect reality, experimentally and in-
tellectually, to get at its “basic elements.” They try to dig below mere
surface effects to discover the ultimate units of which reality is built.
This is the approach of science and analysis. It is a radically different
process from commonsense understanding, and when it succeeds it usu-
ally comes up with a totally new picture of reality. This picture is typi-
cally composed of new objects of knowledge, which I call minima.

For example, we are all familiar with solid objects. They come in all
sizes, shapes and weights; some hard, some soft, some brittle, some
strong. They are things we can feel with our hands and which resist
when we push them. They interact in ways we understand. We can de-
termine whether something is a solid object or not by poking it with a
known solid object and seeing what happens. They are typical maxima.

But physics offers us a radically different description of these things,
a description in terms of minima. It says that solid objects are mostly
empty space in which particles—electrons, protons, neutrons, etc.—
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whirl in unimaginably tiny orbits at incredibly great speeds. Physicists
assert that the appearance of solidity derives from the fact that these
particles are held in regular arrays by very strong “forces,” effects that
apply only to such tiny bits of matter. Our felt sensation of hardness re-
sults from other forces, which cause the arrays of particles to resist pen-
etration by other arrays of particles, such as those in our fingers.

Through all of this, particles of each type are said to be identical.
The quadrillions of electrons in a wooden match are all precisely the
same; when we burn the match to a cinder they remain the same, even
though some of them may now appear to us as smoke and vapor. There
is no difference, in other words, between the electrons in wood and the
electrons in charcoal or smoke—or for that matter between them and
the electrons in a gold ring or a summer breeze. Physicists tell us all
these things because they believe that they have carefully stripped away
the “inessential” features of reality to reveal its ultimate parts, and these
parts have turned out to be whirling particles.

On the other hand, none of the physicist’s reality is evident to me as
I sit at this desk. The pencil functions in my hand not because it is an
array of particles but because it is made of wood and graphite. My tea-
cup holds tea because it is glazed porcelain, and the tea is palatable not
because it is a collection of molecules banging into each other with a
certain average velocity but simply because it is hot. In these terms I
could get along very well if theoretical physics had never been thought
up. We must remember that its depiction of reality is unknown to more
than half of mankind. They and I can lead successful lives without un-
derstanding concepts of particles; but no one can survive without know-
ing what wood, hot water, and other common things are like.

Theoretical Knowledge

When we first examine the history of science, it seems as if it has al-
ways been trying to go in two different directions. On the one hand is
an ancient tradition of gathering facts together, of putting “data” at our
fingertips in readily appreciable form. Aristotle started assembling
known facts, indexing and classifying them without subjecting them to
radical reinterpretation. Two thousand years later Francis Bacon was
doing much the same thing, and today the bulk of published scientific
research is of this type. In between, the fathers of medieval Catholi-
cism and the French Encyclopedists undertook similar tasks for what
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they understood to be facts. On the other hand, every once in a while a
thinker appears who takes some part of this body of data and turns it
upside-down in our minds. He takes what we thought we understood
and processes it in such a way that we now see it entirely differently.
Such people—Dalton, Newton, Maxwell, Darwin, Mendeleev, Freud,
and Einstein, for instance —see the task of knowledge quite differently.
They are “theoreticians,” and they produce “theoretical knowledge.” At
first the picture they draw is disbelieved—partly because it seems so
odd, partly because we have been getting along very well without it.
But eventually we are won over, and science “progresses to a new level
of refinement.” Nevertheless the new knowledge always seems some-
what unnecessary; it is something we can take or leave alone in a sense
not applicable to the conceptions of everyday life.

But doesn’t theoretical knowledge prove its own worth? Can’t we
justify it solely by its successes? The electric light by which I work
glows because a filament of tungsten has been connected by copper
wires to a coil through which an iron core carries “magnetism.” Chang-
es in the strength of the magnetism cause a “flow of electrons” in the
wires, which heats the filament. No one guided just by a naive com-
monsense picture of reality would ever have stumbled across the partic-
ular configuration of materials called an electric system. For that it is
necessary to treat electrons and magnetic forces as real things. The
electric system in fact works, and it seems to work by virtue of our hav-
ing theoretical knowledge. Shouldn’t that prove theoretical physicists
right? Shouldn’t it establish their view of reality as the “correct” one
and ordinary knowledge, natural and convenient as it may seem, as “in-
correct”?

Under different circumstances it might be easy to answer these ques-
tions affirmatively. If it had turned out that the views of science and
common sense blended together—for instance if we could say that a
world of particles whirling through empty space is only a clarification
of the world of pencils and teacups, a sharpening and redefinition of
concepts already implicit—then there would be no conflict, and this
book would never have been written. We would simply trace the con-
ceptual steps from one picture to the other. But the whirling particle
picture of solid objects was not reached through simple clarification of
our natural concepts; it had a long, difficult gestation, filled with side-
tracks and abandoned notions. It seems to depend as much on our un-
derstanding mathematics as on our visualizing matter. Its very newness
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suggests it may not be the ultimate view, and in fact modern field theo-
rizing has proposed even odder descriptions to supplant it. Just because
certain concepts of physics “work” doesn’t mean other concepts
wouldn’t also “work,” perhaps even better.

As soon as we contemplate both science and common sense from a
neutral standpoint, our minds are presented with a challenge: how can
we reconcile, or even compare, two views of the same reality that are
utterly different, each of which is satisfying and useful in its own
sphere? Answering that question, in all its generality, is the first subject
to be treated here.

Scientific Knowledge

My discussion will not be confined to physics, although this discipline
offers one of the clearest examples of the departure of refined theoriz-
ing from common sense. The conflict is universal in science. Biologists
tell us that our sensations occur because electrical currents jump across
nerve endings, and that emotions result when complex molecules are
transported from cell to cell. Logicians analyze our thoughts into prop-
ositions, functions, and variables. Sociologists explain our friendships
in terms of peer groupings and class values. Throughout, there is a du-
ality of viewpoint: to those versed in scientific categories, everyday ap-
pearances seem confused because they are jumbled collections of
underlying mechanisms; while to laymen, scientific explanations seem
forced, abstracted, unreal. Yet scientists and laymen are supposedly
talking about the same reality. Why do they describe it so differently?
Earlier I mentioned a basic difference in method. In one direction
the search for knowledge takes us into ever-larger areas of reality,
building up an understanding from “maxima.” In the other direction it
requires us to limit our perceptions, to isolate and purify reality until we
expose its most basic bits, which I call “minima.” The approach to max-
ima is typical of everyday laymen’s understanding; the approach to
minima is typical of science. Both approaches are successful, both are
widely practiced, both have their supporters and detractors. Neither can
be dismissed outright. Yet wherever they are carried out consistently the
results are two non-comparable descriptions—in effect, two realities.
The scientific proponent of minima will argue that he has finally, af-
ter much work, isolated and exposed some of the fundamental single
threads of reality, unconfused by extraneous events. He will say that
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maxima are merely complicated weavings of such threads, so overlaid
with outside factors that they may appear to be a different kind of reali-
ty: but they are actually just the complex sum of the units he is describ-
ing. The commonsense proponent of maxima, on the other hand, will
say that minima are theoretical inventions: useful ideas, perhaps, but
still no more than artifacts of thought. They cannot be all that reality is,
because there is no way to add them up to the reality we normally see,
feel, and understand.

To illustrate this difference, let us return to the physicist’s descrip-
tion of solid objects. Working as a minimalist, he has refined and limit-
ed his observations to the point where he believes that his instruments
show him characteristics of the smallest possible bits of matter, the sub-
atomic particles. Every time he breaks up a solid object—wood, metal
or whatever—he observes the same bits. Moreover he seems to be suc-
cessful in extracting and isolating these bits; he can even rip them from
one solid object and implant them in another, using a “particle accelera-
tor”” When he does this he is able to predict changes in the solid ob-
jects attributable to changes in their particle compositions. As early as
1919, for example, Rutherford transmuted nitrogen into oxygen by
bombarding it with “alpha particles.” Finally, the physicist can record
movements of particles through films and cloud chambers, showing
graphically how they enter and leave solid objects and interact in emp-
ty space. All this physicists accomplish with assurance and regularity,
handling these tiny particles almost as easily as laymen handle pencils
and teacups. Surely their picture of reality is correct!

But let us now leave the physics laboratory, where particles are
cleanly isolated in evacuated chambers, and try to apply the physicist’s
picture of reality to ordinary events. I pick up a pencil and it feels hard
and smooth: how can I translate this observation into a statement about
particles? The physicist will assert that such a statement might be very
long and complicated, but “in principle” it can always be made. We
start with the surface of the pencil in which quadrillions of electrically
charged particles lie, each moving in a small orbit but tightly bound by
electrostatic forces to particles farther inside the pencil. The surface of
my finger is similarly composed of charged particles. As the two surfac-
es meet, the charges repel (being of the same “sign”); because the parti-
cles in the pencil are more favorably distributed by its cellular structure
than are those in my finger, the pencil remains rigid while my finger de-
forms. The deformation causes certain nerve endings in my finger to re-
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lease electrically charged particles. These attach themselves to nearby
atomic structures, causing further charged particles to be released far-
ther away, so that a chain of charged-particle-releasing events travels
along a nerve to my brain. There I have learned to interpret the occur-
rence of such events as a message that my finger has encountered some-
thing hard. Consequently the pencil feels hard to me.

How good is this explanation? Suppose I have just been holding an
ice cube before picking up the pencil, so that my finger is numb and
does not feel hardness. The physicist will probably say that certain par-
ticles in my finger have decreased their motions enough to interrupt the
passage of charges into my nerves. Suppose I have just been hypno-
tized to believe that the pencil is a worm, and so feel that it is soft in-
stead of hard. Here the physicist’s explanation may be less clear:
perhaps some charged particles have migrated in my brain in such a
way as to block those coming up the nerve from my finger. Suppose
now I recall a dream in which I felt the hardness of a pencil, when none
was actually present. “Now we are getting into psychology,” the physi-
cist will say; “that’s not my department.”

But these are just the sorts of knowledge that are useful to me: un-
der what conditions the pencil feels hard, when the hardness is an illu-
sion, and how it relates to my handling of the pencil. The particle
explanation has some interest, but by the time I expand it to apply to
these questions it has become exceedingly cumbersome and vague. Its
applicability “in principle” has turned out to be largely an empty prom-
ise.

Everyday Knowledge

In general, we find that any explanation in terms of minima works best
and is most illuminating when applied under those controlled condi-
tions where the minima are observed directly. As we move toward larg-
er parts of reality—toward maxima—while trying to understand them
simply as collections of minima, the whole explanatory system be-
comes less and less satisfactory.

Can we substitute an explanation purely in terms of maxima? The
physicist will immediately object that this is not practical. We cannot
populate our description of reality with such things as pencils and tea-
cups, treating them as basic explanatory elements, because such a pro-
cedure yields no comprehensible system. Gross objects are too various,
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too changeable. We must find their common constituents—their ele-
ments, units, or building blocks —and reduce our knowledge to permu-
tations of those parts. Thus would a physicist (or indeed any scientist)
argue.

Yet in fact most of the world’s people think in terms of maxima;
their “theories” are about gross objects. If we made a survey of the hu-
man population, asking of what physical reality consists, only a minus-
cule fraction would give the physicist’s answer—electrons, protons,
quarks, or whatever. The great majority would have never heard of
these objects and wouldn’t believe us if we described them. Of those
who had heard of particles, a great majority would then say that they
were special things studied by scientists (in the same class with galax-
ies, germs, and sea monsters) but not that they comprised the reality of
all ordinary objects. Only a tiny portion of humanity would identify the
scientifically “correct” constituents of the physical world; the over-
whelming opinion would fill it with various largish things—rocks,
clouds, people, etc. And quite a few would further populate it with enti-
ties, such as spirits or magical objects, that physics does not recognize
even in its own terms. It is perhaps fortunate for scientists that their ex-
plication of reality is not subject to worldwide democratic vote.

It is easy to attribute this situation to ignorance. Word of the discov-
eries of science simply has not spread. The very existence of a scientif-
ic community presupposes that anyone of normal mentality, properly
introduced to these concepts and exposed to the evidence in their favor,
will embrace the scientists’ picture of reality. To a limited extent this is
true. It is true, for instance, that a person so trained will use physicists’
concepts when dealing with certain portions of reality, such as particle
interactions.

But not even a professional physicist, devoting his career to the ex-
ploration of these ideas, uses them in everyday behavior. No scientist
regularly treats pencils as masses of whirling particles. Life would be
impossible if we had to translate everything into scientifically “correct”
terms. The scientists’ description of reality, even to themselves, is
something one uses in the laboratory but hardly outside it.

Thus it is pertinent to ask which body of knowledge embodies more
ignorance: that of the mass of humanity, who would be unable to cope
with the instruments in a laboratory, or that of the scientist, whose spe-
cial picture of reality is virtually useless in the everyday world.
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Of course it is no accident that conditions in the scientific laborato-
ry differ from those in everyday life. A central tenet of “scientific meth-
od” is that phenomena must be isolated and purified before they can be
understood. For the minimalist, the only way to reach basic reality is to
disassemble the flow of life and study its parts one by one, a procedure
most conveniently followed in laboratories. But in the long history of
human thought, scientific method is so new and so specialized that it is
perfectly proper to question its underlying justification. What guaran-
tee have we that theoretical concepts arising from this highly ritualized
disassembly procedure represent reality more accurately than the non-
scientific understandings held by most of mankind?

The fundamental weakness of theoretical science is that its concepts
of minima are superfluous to all but a tiny portion of human activities.
They are not generally applicable, in any practical way, to ordinary life.
Moreover, the mere fact that they find application in one limited area—
primarily, in scientific research itself —does not guarantee that they are
the best or most correct concepts even there.

Thus the argument that concepts of minima “work” (and therefore
must truly represent reality) unravels when we examine the conditions
which must be satisfied before such working is observed. These condi-
tions turn out to be so remote from ordinary life that we are justified in
asking if the postulated minima are not equally remote from common
reality.

The physicists’ assertion that solid objects really are collections of
particles, for example, should be as significant on a street corner as it is
in a laboratory. Before adopting this idea as an amendment to our naive
world view, we should make sure that it illuminates our grasp of reality
under all conditions. But in fact we find that it contributes to our under-
standing only under highly artificial circumstances. Citing its success
under these circumstances—under “laboratory conditions” —to support
its general validity asks us, in effect, to regard laboratory conditions as
“more real” than those in the rest of the world.

Theories of Maxima

In summary, there are good reasons to question the worth of any meth-
odology that generates only theories about minima. But what alterna-
tives do we have? Scientists may argue that in fact no one has ever put
forth a lasting theory using maxima, that all the insights of modern
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knowledge have been achieved by dividing and refining our ideas about
reality. As explanatory tools, they will say, concepts of maxima have al-
ways given way to concepts of minima. I believe that this is largely an
illusion, one which I will expose in the pages that follow. We do have
theories built around maxima, but we usually don’t recognize them as
such; and it is only through neglect that no one has yet pulled them to-
gether into an intellectual discipline in the way that science has assem-
bled theories of minima.

Let us therefore ask what kinds of knowledge maxima can yield di-
rectly. To answer this question we reverse the usual procedure of sci-
ence: instead of dividing objects into basic elements, we put them
together into larger and more comprehensive totalities. The result is a
description of whole reality rather than elemental reality. This reversal
of method, when carried out in a thorough and disciplined manner,
yields some remarkable conclusions.
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1.1 Orders of Reality

Every natural science always involves three things: the
sequence of phenomena on which the science is based;
the abstract concepts which call these phenomena to
mind; and the words in which the concepts are express-
ed... All three mirror one and the same reality.

LAVOISIER

One might at first suppose that any attempt to organize our knowledge
of maxima would lead directly to the concept of a single total universe.
If we start from the objects of everyday understanding, grouping them
in ever-larger wholes, do we not finally arrive at the idea of the largest
possible whole, containing everything? The remarkable fact is that we
do not.

Consider a simple illustration. On my desk is an ordinary book,
which will serve as well as any other object as a starting point for ex-
ploring reality. The minimalist tradition would choose to divide this ob-
ject into ever-smaller parts until it was reduced to its basic individual
constituents, then formulate a picture of reality in those terms. It would
say the book is made of matter and energy, particles and forces.

This approach would conform to the customs of traditional science;
however, I propose to explore in the opposite direction. This book be-
fore me is part of the physical cosmos. If I move it about on my desk
the resulting changes in gravitation will spread throughout the uni-
verse, making tiny but measurable changes everywhere. The mathema-
tician Borel calculated that the displacement of just one gram of mass a
distance of just one centimeter on the star Sirius will substantially alter
the configuration of gases on Earth. In at least this way, then, the book
is objectively linked to other physical objects—to the earth and its at-
mosphere, to my body, to the other planets, and to the distant stars.

But even if this were not the case, the book would still be linked to
the physical cosmos “as I understand it.” By this I mean that I expect
the book will react upon other physical things. I can drive a nail with it;
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it will make a bruise if it falls on me; it will burn in air. My natural un-
derstanding of reality places this book in a class with many other
things, all of which react on one another in familiar ways and all of
which add up to the physical cosmos.

Thus a first approach to organizing maxima is to aggregate this book
with other objects with which it interacts physically —rocks and radios,
comets and clouds—building an ever-larger picture. When I need to de-
cide whether or not a proposed object belongs to this picture, I simply
ask whether or not it could interact physically with this book, even
though it may not be interacting at the moment. Answering this ques-
tion locates the object within my knowledge of maxima. Thus by start-
ing from this book before me, I can define a physical reality containing
all objects with which it could react.

Once it is located in this reality, I can provide as detailed a physical
characterization of the book as I wish. It weighs such-and-such be-
cause it interacts with my scales in a certain way. It is hard, rectangu-
lar, and so forth, because it interacts in certain ways with the
appropriate instruments. I can further determine that it is flammable,
does not float, and so on, by bringing it into contact with other physical
objects. By such procedures I can eventually determine all the physical
“properties” of the book in terms of its practical effects upon other
physical things.

Such an approach to defining an object is similar to the concept of
“positivism” introduced by Comte, and has also been applied to mod-
ern physics by P. W. Bridgman under the rubric of “operationalism.”
By following this approach we can appreciate directly the difference in
orientation toward knowledge discussed earlier, for it contains no refer-
ence to elements or ultimate constituents. We do not look inside the ob-
ject, toward its smallest parts, but outside the object, toward the reality
of which it is a part. We contemplate maxima, not minima.

Nonphysical Properties

By defining the book in the foregoing way, do we eventually exhaust all
our possible knowledge about it? There seems to be no natural limit to
the detail with which its interactions with other physical objects could
be cataloged. But I know that this book also happens to be a copy of
Plato’s Dialogues. Surely such information has a place in human
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knowledge about this book; but where does it appear in our physical de-
scription?

At first it is tempting to say that the fact that the book is Plato’s Dia-
logues (and not, for instance, Scott’s Ivanhoe) is a subtle physical prop-
erty. It is related to the distribution of ink on the book’s pages. By
reflecting light from the pages into the eyes of human beings we can
elicit the same sorts of reactions as those by which we determined that
the book was hard, rectangular, and so on. They would characterize the
book as Plato’s and not Scott’s.

But now several complications ensue. The book on my desk hap-
pens to be translated into English; but suppose it were printed in the
original Greek? Having been educated after 1900 I never learned
Greek, and hence would probably fail to recognize Plato’s text or be
able to distinguish it from a Greek translation of Ivanhoe. 1 would be
“blind” to this property of the book, even though my eyes were receiv-
ing the proper light patterns reflected from its pages. To make this dis-
tinction about the book, then, I would have to show it to someone who
reads Greek.

As a physical property, the content of the book would thus have to
be treated as something tested by special human “instruments” —name-
ly an English reader for certain books, a Greek reader for other books,
and so on. But then how are we to distinguish these “instruments”?
There is no physical characteristic by which we could group them out-
side the fact that they identify certain classes of books. Thus we are led
to the circularity that certain physical properties of Greek books, i.e.
their contents, are only determinable by Greek readers, who are distin-
guished from other readers solely by the property that they recognize
such properties in such books; and the same for English books, Arabic
books, and so on. By assuming that the content of a book is a physical
property of it we are forced to fragment our concept of physical reality
(with respect to this property) into arbitrarily many separate realities.

For a more intense example, suppose my copy of Plato’s Dialogues
has been enciphered into a book-long cryptogram. Only one person
knows the key. Then we would have to say that whether the ink on its
pages is distributed in the manner of the Dialogues or in the manner of
Ivanhoe could be decided by only one observer in the world. If he dies,
then it cannot be determined at all. If he decides to hoax us, we cannot
confirm or deny his assertions. In such a situation we would be forced
to exclude the “content” of the book from our range of physical knowl-
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edge. We can include in our physical knowledge all kinds of detail
about light patterns reflected from the book’s pages—how the ink
marks are shaped, what variety of marks there are, the degree to which
they occur in repeated sequences, and so on; but as soon as we try to
extend our knowledge to connect these marks with such concepts as
“subject,” “meaning,” “language,” and the like, our knowledge sinks in
a quicksand of arbitrary distinctions. Taken physically, these properties
of the book become functions of the properties of other objects—the
observers who distinguish them—who themselves cannot be distin-
guished physically.

Behavioral Reality

Does this mean we must abandon any effort to know the content of a
book? Obviously not. Such efforts are impossible only when confined to
our understanding of physical reality. Let us assume that its content is a
property of the book, but call it a “behavioral” property. By a proce-
dure cognate to our locating the book in the physical cosmos we can
now locate its content in a “behavioral cosmos.” To do this we bring it
into contact with other behavioral objects and observe the reactions.
Just as we measured its weight on a scale, we now characterize its con-
tent as it relates to the thought processes of human beings. Using the
content of the book as a starting point we can explore a new area of re-
ality, behavioral reality, by understanding the ever-larger totalities of
which it is a part.

A wealth of new characteristics of the book now emerges. Beside the
facts that it is in English and is a collection of dialogues, we find that it
is philosophical rather than descriptive, more argumentative than narra-
tive, and so forth. We can analyze its use of language (both in Greek
and in English), its style of expression, and all such factors that literary
critics discuss. None of these characteristics, so important to us, can be
naturally included in any description of a purely physical book located
in a physical cosmos.

Moreover the “behavioral book” —what we may roughly call the
content of the physical book—is found to be part of a very large inter-
connected reality, just as the physical book was found to be part of a
very large physical universe. The statements in the book are products of
the thought processes of Socrates and Plato, which were in turn embed-
ded in Greek culture of the fourth century B.C. Behind them lay a tradi-
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tion of Mediterranean and Middle Eastern cultures; afterwards the
writings of Plato were a persistent influence in Roman and European
cultures. They helped shape institutions, establish moral values, and de-
termine knowledge.

We might compare the intellectual influence of Plato’s Dialogues
moving through time to the gravitational influence of a physical object
moving through space. Beyond the cultural effects just mentioned lies
the whole of human behavior—drives, values, instincts, skills, and so
on. These are further connected to living behavior as a whole, from vi-
ruses to primates; through the tree of evolution we could trace the deri-
vation of each behavioral pattern as it has been invented and perfected.

Thus behavioral reality appears as a true universe in itself, an inter-
connected assembly of objects of knowledge. It is interconnected in
fact, in the sense that (for instance) cultural behavior is influenced by
the evolution of species; but more importantly it is interconnected in
our understanding. We expect that the hostility of a person being as-
saulted, for example, is related to the general hostility of animals under
threat, and helps make up the hostility of a nation being invaded. They
are “the same sort of thing” and naturally fall together in our under-
standing of reality. Conversely, hostility and (say) a stone are not “the
same sort of thing”; one is behavioral, the other is physical.

Divisions in Understanding

The idea just introduced —that there are natural divisions in our under-
standing of reality, that we are compelled to regard (for example) emo-
tions and stones as belonging to two different kinds of existence —will
be a recurring theme in this discussion. Evidence for it is everywhere,
once we know how to look. In some ways this idea is so obvious that
we might assume it merits no discussion or analysis. But I will show
that it is not mere accident, or the result of ignorance about how such
kinds of existence are in fact connected; instead, it is a necessity built
into the very foundations of understanding. Without the recognition of
such divisions, knowledge stagnates and theorizing becomes impossi-
ble.

I now associate two quite different objects with this book before me.
One is a physical assemblage of paper, ink and glue; the other is the be-
havioral object called “Plato’s Dialogues”” One is embedded in a physi-
cal universe where it can be weighed, burnt, etc.; the other is embedded
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in a behavioral universe, where it may be thought about, criticized, etc.
The distinction between these two objects becomes evident when we
consider destroying one or the other. If I destroy the physical book (or
even all copies resembling it) I do not thereby eliminate the Dialogues
or the manifestations they have left in human behavior. On the other
hand if Plato (or even the whole Greek civilization) had never existed it
would still be possible to assemble the physical book with all its mark-
ings; it would just be regarded as fictional or meaningless. In other
words the physical book (and all the things with which it might react in
the physical universe) is known independently of the behavioral work
and all behavior connected with it.

The foregoing observation is made possible by my adopting a maxi-
malist viewpoint, whereby any object—physical or behavioral —is un-
derstood in terms of the reality within which it is found rather than in
terms of the constituents that can be dug out of it. The distinction be-
tween the two books is not based on our finding different minimal ele-
ments in them; it is based on our understanding that physical reality as
a whole is different from behavior as a whole.

Abstract Reality

Has the potential of this book as a starting point for exploring reality
now been used up? The answer is no; there is at least one more uni-
verse with which it is associated. Let us turn to one of the dialogues,
called the Timaeus. It starts with a summary of part of the Republic, af-
ter which one of the persons of the dialogue, Critias, recounts the leg-
end of Atlantis. Here there is no problem of understanding, even though
as far as we presently know Atlantis never actually existed. The physi-
cal references—the size of the island, the earthquake and flood that de-
stroyed it, the mud remaining where houses had been—are all
comprehensible because they refer to the sorts of things we encounter
in physical reality. The references to behavior—the bravery of her war-
riors, the magnanimity of her leaders—are similarly comprehensible in
terms of the behavioral reality we understand.

But then Timaeus starts unfolding an elaborate cosmogony, includ-
ing a scheme for associating the elements of Empedokles (fire, air, wa-
ter, and earth) with what are now known as the “Platonic solids.”
Geometric solids bounded by identical regular polygons were a novelty
in Plato’s day; it was relatively recently that Euclid had described some
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of them in the thirteenth book of his Geometry. Theztetus, who was
contemporary with Plato, was said to have proved that there could be
only five such. The theory of regular solids was a largely unused intel-
lectual tool, much like the tensor calculus in Einstein’s day. Intrigued
by the solids’ property of decomposing into one another under simple
geometric transformations, Plato assigned four of them to what were
then the “traditional” physical elements: the tetrahedron to fire, the
cube to earth, the octahedron to air, and the icosahedron to water. The
dodecahedron was taken to represent the whole cosmos. A geometric
calculus could then be formulated in which the decomposition of each
solid into sets of the others would parallel the transmutations that were
thought to occur among the physical elements. All this is set forth in the
dialogue.

I mention this theory not for its intrinsic explanatory value, al-
though it enjoyed a lengthy vogue during the Middle Ages. I mention it
to illustrate this question: how do we understand the Platonic solids that
it discusses? Are they part of physical reality or are they part of behav-
ioral reality?

Of course it is easy to manufacture physical objects “in geometric
shapes”—a “cube of sugar,” for example. But a “cube of sugar” is not
in any sense a geometric cube, because the sugar does not have any of
the properties required of the geometer’s object. Its faces are not per-
fectly flat, its edges do not meet in exact points, and so on. When we
prove a theorem about a geometric object we never refer to any physi-
cal thing; in fact it is just as easy for us to prove theorems about shapes
that cannot be represented physically at all, such as the tesseract. When
we create physical things “in geometric shapes” as an aid to visualiza-
tion, it is always clear that they are not perfect. Since perfect correspon-
dence to description is a necessary property of anything subject to
geometric proof, such things cannot be physical objects. This argument
has been stated many times before, but it is easily forgotten.

A subtler explication for geometric objects is that they are figments
of behavior. In this view Platonic solids, for instance, exist just to the
extent that we think about them. Certainly all we know about them (and
about all other entities of geometry, mathematics, and logic) we have
learned through strictly mental operations.

The proof that there are only five possible regular convex solids does
not require that we examine the shapes of all possible things, or indeed
that we use our senses in any way. It follows from the axioms of geom-
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etry by logical processes. It is a truth we acquire by sitting quietly in a
chair and thinking: the sort of knowledge some classical philosophers
called “a priori” Because the whole process begins and ends in behav-
ior, it is natural to suppose that it refers only to more behavior—that
Plato’s statements about the tetrahedron, for example, refer only to an
idea that was thought up and publicized by Euclid.

To be sure, an element of behavioral choice lies at the beginning of
any logical discipline. This was nicely illustrated in the nineteenth cen-
tury when the mathematician Riemann (and later Minkowski) showed it
was possible to construct consistent but different geometries by alter-
ing the fifth postulate of Euclid’s system, the famous “parallel postu-
late” The resulting “non-Euclidean geometries” were actually
generalizations of Euclid’s system, introducing certain constants to cre-
ate a more detailed characterization of space. Euclid’s parallel postu-
late had amounted to a tacit assumption that these constants were zero.
By assigning them various values in what is now called a “curvature
tensor,” it became possible to describe different varieties of space, each
with different geometric properties.

For instance, the sum of the angles of any triangle (which Euclid as-
sumed must always be 180°) varies in non-Euclidean space as a func-
tion of the curvature tensor. Thus it seemed that Euclid’s “a priori
knowledge” had been wrong, particularly after Einstein showed in 1915
that actual astronomical space could usefully be described as non-Eu-
clidean: that we could associate nonzero values of the curvature tensor
in physical space with the phenomenon of gravity. It seemed that Eu-
clid had unwittingly regarded a behavioral decision—to regard space in
one way and not in any other—as a geometric truth.

The actual situation, however, is this. No one has ever successfully
argued that Euclid’s theorems do not follow from his definitions, axi-
oms, and postulates. What is argued is that some of these beginnings
are not as “self-evident” as Euclid thought they were. Once we admit
them, the rest follows. The behavioral factor in geometry (and general-
ly in any abstract discipline) is exhausted at the very beginning, when
we formulate descriptions of what we are going to think about and how
we are going to express our conclusions. After that the conclusions are
independent of behavior. But this does not mean that the conclusions
are obvious, or that we always think of them. The conclusions of a logi-
cal system do not necessarily “lie within” the premises in the sense that
it merely takes a little juggling to expose them all.
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In 1895, for example, Peano published an axiomatic basis for mathe-
matics that can be conveniently summarized on a single page; but the
consequences that can be deduced in his system are so voluminous it is
unlikely they will ever be fully determined. In terms of the knowledge
generated by a discipline such as mathematics, all the development of
our understanding occurs after the initial formal decisions have been
made.

Only a few mathematicians spend their careers thinking about foun-
dations: they are like prospectors who spot a vein of ore and say “dig
here!” Following them come armies of other mathematicians who mine
the lode, who devote generation after generation to exploring the conse-
quences of the few basic ideas with which they started.

Thus it is proper to treat abstract disciplines (such as mathematics)
as processes of developing the consequences of initial decisions, rather
than of making the decisions themselves, in which case behavior ceas-
es to determine the results. This does not mean that no decisions are
made in abstract research. At every point it is necessary to decide where
to look next, to judge which consequences of the premises are impor-
tant and which are trivial. But such decisions do not change the conclu-
sions; they only influence which conclusions are sought.

The independence of mathematical truths with respect to our behav-
ior stands out clearly in some of the classic problems in the field. For
example, consider the statement that every even number is the sum of
two primes. This proposition, known as the “binary Goldbach conjec-
ture,” has puzzled mathematicians for more than 250 years. Computer
surveys have shown it to be true for numbers up to 15 digits long, but
no general proof has been found. Yet it is either true or not true. Any-
one could achieve instant fame by stating a proof or by finding a num-
ber that refutes it. No one has, but someone might do either tomorrow.
The point is that an immense amount of speculation about this matter
has so far failed to resolve it, which could not have been the case had
its verification merely involved examining our behavior. There is a
“hard reality” here, outside our thoughts about it.

Ideals

Those not in the field often fail to realize how extensive the disciplines
of logic and mathematics are. Whole libraries are devoted to housing
their conclusions. In an address delivered in 1900, Hilbert set 23 funda-
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mental problems as a background for twentieth century mathematical
research. Most have yet to be satisfactorily resolved, and some have
yielded the remarkable conclusion that they are undecidable within
present conceptualizations.

It is clear that for each of Hilbert’s propositions, determining wheth-
er it is true, false, or undecidable on the basis of presently accepted pre-
mises is truly a search for knowledge. Yet it is not a search of behavior,
for we have no control over its outcome. The only way we can influ-
ence the outcome is by changing our definitions and axioms, in which
case it becomes a new and different search. Thus our understanding is
enriched by such work, but what we end up understanding is neither
physical nor behavioral. We come to know a third universe, a section of
reality containing objects that I call ideals.

Ideals in this sense are real maxima we come to know by logical
processes. The objects mentioned in Plato’s Timaeus—tetrahedron,
cube, and so on—are discovered by certain explorations that also yield
a wealth of other objects of knowledge. Just as the physical book be-
fore me is a point of entry for understanding physical reality, and Pla-
to’s Dialogues is a point of entry for understanding behavior, so the
regular polyhedra provide a convenient (although arbitrary) starting
place for understanding ideals. From them we can branch in many di-
rections into geometry, mathematics, logic, and beyond.

As I will discuss more fully later, the field of ideals is not limited to
entities such as numbers and geometric shapes. In this century the de-
velopment of powerful general concepts in semantics and symbolic log-
ic have indicated how most abstractions can be connected in our
understanding. In particular, the concepts of “form,” “essence,” and
“universal” that pervaded classical philosophy refer to what I call ide-
als. It is now possible—through an understanding of relations, func-
tions, and classes—to demonstrate the kinship of purely philosophical
ideals to more rigorously described logical abstractions. They are all
“the same sort of thing” in our understanding.

Three Kinds of Knowledge

I now envision a tripartite division of our understanding of reality. We
know a physical reality composed of things such as stones and pencils,
which are able to react upon one another in certain ways. We know a
behavioral reality, composed of certain patterns associated with living
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things: the reactions of organisms, human thoughts, cultural institu-
tions, etc. And we know an ideal reality composed of the objects of log-
ic and abstraction. In the formal routines of human knowledge these
areas of reality are explored typically by the physical sciences, the hu-
manities and biological sciences, and the abstract sciences, respectively.

Such scientific disciplines are usually dedicated to dissecting and an-
alyzing reality into minima; here I am trying to build up a picture of re-
ality in terms of maxima. In this sense, therefore, the three areas of
reality —the physical cosmos, behavior, and ideals—are themselves the
ultimate maxima. Each represents the largest possible unit of our under-
standing in a particular region, the farthest we can go when trying to
grasp total reality from any single viewpoint. Hence I call them orders
of reality.

At this stage it is important to pause briefly for a clear exposition of
what the three orders of reality are; otherwise, the rest of my discus-
sion will not make sense. By referring to them I am pointing out the
most absolutely fundamental way we understand reality. I am saying
that everything in our world is part of one and only one such order. So
let us now examine these entities as plainly as possible.

The Physical Order

Physical reality is the easiest to describe of the three orders of reality
because many people think it is all there is. They equate it with exist-
ence itself. Thus the first requirement for apprehending physical reality
is to realize that it is limited, that there are real entities which are not a
part of it. In an earlier discussion I cited the Greek language as an ex-
ample of one such entity; anyone who doubts either that such a thing as
a language is real, or that the existence of a language is nonphysical,
should think carefully about it.

When we go to school we learn about many aspects of reality, one of
which might be the Greek language. It is typically taught to us in much
the same way as the multiplication table or the anatomy of the frog.
When examination time comes there are right and wrong answers to
questions about Greek, just as with other subjects. This does not mean
that the answers are absolute, or that counter-instances do not exist, or
that further research won’t turn up wholly different answers. But it does
mean that we regard Greek as having some basis in reality, otherwise
we would not tend to classify our assertions about it as right and wrong.
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When I ask a person “Do you speak Greek?” and he understands
what I am asking, we mutually presuppose the reality of such a thing in
the same way that if I ask him “Do you own a pencil?” our understand-
ing mutually presupposes the reality of pencils. In short, there is no ge-
neric difference we can find between Greek (as an object of knowledge)
and any indisputably physical thing (as an object of knowledge) which
would justify our claiming that one is more real than the other.

Nevertheless there are very clear differences between the Greek lan-
guage and any physical thing. About physical things we recognize a
large cluster of characteristics, all of which they have and none of
which are possessed by Greek or any other language: characteristics
such as mass, motion, the ability to reflect light and be handled, the
ability to be corked up in a bottle, and so on. These characteristics and
our concept of physical reality itself are in some sense reciprocal; that
is, the characteristics are found in the things we call physical, and the
things we call physical are just those entities in which we find the char-
acteristics. I will discuss this relationship in more detail later. The point
here is that we cannot avoid recognizing a broad gulf between such
things as languages and all the things we call physical, because the lat-
ter share so many characteristics not found in the former. In fact the
only basic characteristic they share is that they are both objects of
knowledge. We can find no other connection between them. Thus it is
appropriate to regard them as both real, but assign them to different “or-
ders” of reality.

Earlier, in contrasting a physical book with its contents, I touched on
the possibility that we might treat entities such as languages as special
parts of physical reality —parts that do not share the characteristics we
find in other physical things (ponderability, motion, tangibility, etc.),
but which still could be shown by very careful investigation to be inher-
ently connected to things that do.

One embodiment of this idea would describe a language as a com-
plex, subtle arrangement of the brains in many human beings. It is a
product of mental processes, and mental processes boil down to physi-
cal events taking place in brains. I discussed a similar viewpoint earli-
er, when trying to translate the hardness of a pencil into statements
about physical minima. Here again the result is of no practical use—no
one will ever learn a language by dissecting human brains—but more
fundamentally it tends to violate our grasp of reality itself. We compre-
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hend languages in a way that is basically different from the way that we
comprehend brain tissue.

There is an old philosophical conundrum about a tree falling in a
forest: if no one hears it, does it make a sound? A popular answer is
that it agitates the air but does not make a sound, for “sound” is a term
we apply only to the internal sensations of hearing. This answer asserts
that sound is a separate thing from air movements, such that the latter
can exist without the former. But conversely sound can exist for us
without air movements. We can talk about the sound of a falling tree
(the crack and squeal of the fractured trunk, the whoosh of its fall, the
crash of branches) without an actual tree falling. We would say of any
theory that denied this possibility that it was “unrealistic.” Similarly we
can talk about a language without speaking it; in fact scholars talk
about languages, such as Indo-European, that nobody speaks. Yet in
these cases we are not just discussing our thoughts of the moment. We
are discussing real things that happen to have no physical embodiment.

Thus physical reality is a limited part of total reality. It is that part, in
fact, wherein certain things that are indisputably physical interact with
other things—which are therefore also physical. I do not delimit this or-
der of reality by providing a definition, a crucial test to be applied to
each proposed entity to determine “is it physical?” Rather, I suggest we
start from something—anything—that we all agree to call “physical”:
this pencil, that stone, the light of the sun, or whatever. Then we ask,
“With what other things might it interact, as we understand the world?”
Through such questions we quickly gather a large mass of objects, all
of which fit and work together, into the whole called “physical reality.”
It includes manufactured objects such as pencils and natural objects
such as stones; the energy of a beam of light and the energy of a falling
weight; the bodies of living things as well as the remains of dead ones;
in short, everything that can interact with whatever object we have cho-
sen at the outset as indisputably physical. But it does not include every-
thing.

The Behavioral Order

Behavior, the next order of reality, can be delimited in the same way.
We start from an indisputable example —say, the thoughts that are pres-
ently in your mind as you read this—and proceed outward, identifying
everything that is directly connected (or might be directly connected, as
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we understand the world) with one’s thoughts. At the outset we find a
complex mass containing thoughts, sensations, attitudes, ideas, wants,
feelings, plans, theories, memories, and so on. These are all our own
personal behavior patterns, and they constitute the most indisputable
pieces of behavior that we know.

But among these behavior patterns is a consciousness of behavioral
events in other minds. These events in other minds influence those in
our own. For instance, my present plans and theories exclude eating ant
poison because I have read or heard that other people have suffered af-
ter doing so. Their sensations are not part of my experience; rather I
have borrowed them, or the idea of them, from the minds of other peo-
ple. Similarly, psychologists have unearthed much evidence that our be-
havior patterns are decisively influenced by the images we have of the
attitudes of other people, particularly our parents. The interaction be-
tween the behavior of our parents and our own behavior is fully as real
as the gravitational interaction between two planets, but it belongs to
the behavioral order of reality instead of the physical.

From the behavior found in our minds and the minds of other hu-
man beings we proceed further to the behavior of animals. Limited
communication, similar to that with a human infant, is now possible
with chimpanzees; there is no natural break, no difference of kind, be-
tween our interaction with the ideas and wants of a chimpanzee and
with those of another, albeit immature, human being. In the same way,
when we ride a horse or train a dog we “relate” on a behavior-to-behav-
ior basis. We understand that the animal wants certain goals and that it
lays plans on the basis of certain conceptions it has; we then adjust our
plans to aid or thwart the animal’s behavior in order to achieve our own
goals.

From our understanding of behavior in animals we can then proceed
outward through the whole realm of life, finding a variety of behavior
displayed by creatures of every size and description. The amoeba un-
der our microscope exhibits, in a reduced way, the same kind of behav-
ior that we do: it seeks and consumes food, avoids harm, multiplies
when it can. By understanding its behavior we can “fool” an amoeba
into doing what we want rather than what “it wants,” as when we exper-
imentally lure it to destruction with a scrap of artificial food. We can
trace through a train of evolution the connections “upward” between
the behavior of amoebas and that of multicellular animals, ending in
man; or “downward” to that of bacteria and viruses. In this way we can
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explore the whole realm of behavior, starting from an indisputable in-
stance, to its fringes and questionable areas, such as the “behavior” dis-
played by crystals of tobacco mosaic virus.

In doing this we must take care to observe the separation between
behavior and physical reality, for they are easily confused. To return to
an earlier example, when a falling tree creates physical vibrations in the
air is this not connected to the sound that is part of my behavior?
Shouldn’t any depiction of reality jump naturally from one to the other,
thereby delimiting a single realm in which physical reality and behav-
ior are mixed together?

In §2.2 I will develop arguments to show that at every point our un-
derstanding of reality depends absolutely on the clarity with which we
make separations such as this one between physical reality and behav-
ior. Similar considerations are applicable here. When we start from the
most typical, indisputable part of physical reality on the one hand, and
the most typical, indisputable part of behavior on the other hand, by the
time we reach their supposed meeting (such as the sound of a tree fall-
ing) we find ourselves talking in two entirely different ways. Air vibra-
tions are physical things, to be understood one way; sounds are
behavioral things, to be understood quite a different way. Air vibrations
have frequency and amplitude, affect instruments, and can be dis-
played on an oscilloscope. Sounds are pleasant or unpleasant, trivial or
frightening, meaningful or just noise. The physical-behavioral distinc-
tion is obscured when we only try to sort out the factors present in the
event “tree falls,” but it emerges clearly when we approach this event
from two different viewpoints, one of which has definitely started with
physical reality and the other of which has definitely started with be-
havior.

It is essential to grasp the fact that behavior is an order of reality in
its own right—it is neither reducible to other kinds of reality nor a mere
theoretical construction. The primacy and independence of behavior,
particularly of the individual human consciousness, has often been
maintained by philosophers, of whom Berkeley was perhaps the most
assertive. Taken to its extreme, this position is called “solipsism”; it
consists of the view that nothing is real except one’s own experience.

Solipsism has been called the only unassailable philosophical posi-
tion because it seems to have an absolute minimum of assumptions.
Nevertheless it is clearly sterile and impractical. It invites the sort of
summary criticism that Dr. Johnson made when he kicked a stone and
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said, “thus I refute Berkeley.” Under the title of “phenomenology,” Hus-
serl and later philosophers have tried to show how a picture of reality
might be built just out of the internal relations among the contents of
human thought; but their systems tend to seem strained and remote. I
mention them here only to point out that some thinkers have main-
tained that behavior is all there is, just as others have maintained that
physical reality is all there is.

The Ideal Order

Ideals, finally, constitute the third order of reality that appears in our
understanding of the world. Western philosophy might be said to have
begun with a recognition of the independent reality of ideals in Greece
two and a half millennia ago. The train of speculation that started with
Pythagoras, Plato, and Aristotle can be traced primarily to an over-
whelming realization that there exists a realm of truth to which human
reason has direct access.

To cite a classic example, knowing that the square root of two is not
a fraction does not require any other knowledge about the world; it can
be deduced by anyone who is clever enough and who takes the time and
trouble just to think about it. Plato tried to show that even a slave boy
could invent geometry, with a little help. The force of his “allegory of
the cave” is that true reality is populated by eternal ideal forms—what
we customarily take for reality consists only of their shadows. In this
way Plato maintained the primacy and independence of ideals as fully
as solipsists have done with behavior or naive materialists with physi-
cal reality.

As before, we can explore the realm of ideals by starting with a typi-
cal, indisputable example and working outward, showing how other en-
tities are linked to the starting point. For many ideals this procedure has
already been carried out meticulously and in great detail. It is in fact the
method of axiomatic exposition in mathematics, geometry, and logic.
Starting with a very few agreed principles, applying them repeatedly in
different combinations, all the discoveries of these disciplines can be
generated.

A good example (and practically the earliest one) is Euclid’s geome-
try. His definitions, axioms and postulates can easily be written on one
page; but from them flows the whole of classical geometry. When alter-
natives for the “parallel postulate” are substituted, new and different ge-
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ometries result. At the core of this order of reality —while we are still in
the realms of “pure mathematics” and “pure logic” —there is usually lit-
tle question of distinguishing the entities we are considering from both
physical reality and behavior. Establishing that 68921 is the cube of 41
clearly requires neither manipulating that many physical objects nor
consulting our attitudes about the matter. It is either the case or not, and
if it is the case it is so not just today or just for us, but everywhere and
forever and ever. Few matters can be so decisively determined, and
once determined are so hard to deny, as a mathematical calculation. It is
little wonder that the Greeks found absolute reality in them.

Yet as we proceed to the fringes of the ideal order we encounter
seemingly questionable cases. Plato made much of ideals such as
“beauty” and “justice”; are these not merely sophisticated references to
physical phenomena or patterns of human behavior? It was Plato’s ob-
jective to show that they are not, to show that it is possible to generate
truths about them in the same way that we generate truths about the
square root of two. His attempts were much less successful than mathe-
maticians’ manipulations of numbers. But Plato did do a good job of
demonstrating that beauty and justice themselves (whatever they may
be and whatever else we may be able to say about them) have a subsis-
tence apart from any specific beautiful thing or just act. In other words
he showed that ideals must be distinguished from the things that “par-
ticipate” in them if we are to make any sense of them at all. He estab-
lished what might be called the “principle of abstraction: that ideals
common to several things must be treated as having a different kind of
reality from the things they are common to.

Why Three Orders?

The foregoing three realms—physical reality, behavior, and ideals—
thus constitute distinct and independent orders of reality in our under-
standing. Do these three then cover all possible objects of knowledge? 1
believe they do at the present time. In §3 I will sketch the process by
which living things have evolved a grasp of these three orders: first
physical reality, then behavior, and lastly ideals. There is no compel-
ling reason to suppose the process will end here, but neither is there
clear evidence that it is going further. All the maxima of ordinary com-
mon sense belong to one or another of these three orders. For present



32 Processes of Knowledge

purposes I shall assume that they cover all the reality we know, and will
discuss the possibility of additions in §7.3.

Why is it important to recognize separate orders in reality? A first
answer is simply that this is the way we in fact understand maxima. As
we conceive of the world, at least some parts are clearly distinct from
other parts—not just distinct as individual objects, but generically dif-
ferent, absolutely unlike kinds of things. Stones are not in the same
realm as emotions, and neither are in the same realm as triangles.

When we use these entities as starting points, exploring their con-
nections to other entities, it may seem that the resulting systems of
maxima approach one another. My copy of Plato’s Dialogues, for in-
stance, is a physical book with a behavioral content mentioning ideal
geometric solids. Don’t all three orders thus meet in one object? But on
closer inspection the idea that they are all present in one location evap-
orates. This physical book shares no properties with Plato’s thought.
Plato’s thought is not blue, flammable, ponderable, and so on, nor is the
object I hold in my hand discursive, profound, tolerant, or the like. Sim-
ilarly, Plato’s thought has no geometric properties: it does not contain
any points, lines or surfaces. A tetrahedron, Plato’s thoughts about a tet-
rahedron, and a book in which I read about Plato’s thoughts about a tet-
rahedron are all very different things, even though we may at first think
they coexist. On the level of natural experience I cannot be more specif-
ic than this; to fully appreciate the separation among orders of reality,
you must consult your own understanding of the world.

But beside this empirical argument there are deeper reasons for sep-
arating the orders of reality, reasons that I will discuss in §2.2. It turns
out that divisions within reality are a precondition for theorizing. They
are not a defect of understanding, but an essential requirement for the
development of knowledge.

Divisions in Reality

Hence the exploration of maxima yields a surprising result: reality, as
we understand it, is not a single system but rather at least three sepa-
rate systems. Each system is an internally connected whole, but is iso-
lated conceptually from the other two. Our knowledge may roam
among physical things, observing the way they act upon one another; or
it may survey behavior, appreciating the relations between primitive
and advanced patterns, between individuals and groups; or it may study
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ideals, determining the properties of such things as sets, functions, and
numbers. But we cannot find any thing that is simultaneously part of
two systems: no physical objects that are also patterns of behavior, no
behavior patterns that are also abstract ideals, no ideals that are also
physical objects. At the level of maxima our understanding is inelucta-
bly divided—we cannot even frame the concepts necessary to erase
these divisions.
As a consequence, the rest of this book will take the following two
propositions as given:
* Human beings apprehend reality as three separate orders, which I
call physical reality, behavior, and ideals. Our natural understanding
of reality interconnects all the objects within each order.

e We are unable to discover in reality any object that is unquestion-
ably a part of two orders.

If you are unable accept either of these propositions, then you will
disagree with much of what I say. Bear in mind that I am talking about
the processes of knowledge, not about “ultimate reality.” In §7.2 I con-
sider the possibility of an unknown “underlying unity” in reality.

Yet obviously our knowledge is not totally fragmented. We do relate
the separate orders of reality, although not by direct, natural connec-
tion. The mechanism for accomplishing this is theorizing. When we
theorize, as I will show, we force the orders of reality to assume a se-
ries of unnatural relationships. We do this to further our explorations of
each kind of reality. The basic tools for this process are minima—those
products of our attempts to dissect and purify reality that I mentioned
earlier. So before going on to a full discussion of theorizing it is neces-
sary to consider these bits of conceptualization, and say something
about the reasons for their generation.
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1.2 Minima

There are no whole truths; all truths are half-truths. It
is trying to treat them as whole truths that plays the devil.
WHITEHEAD

In exploring our understanding of maxima we eventually arrive at a se-
ries of largest limits—the orders of reality just discussed. Within the
realms of physical reality, behavior, and ideals we strive to grasp an in-
creasingly wider scope of relationships, progressively knowing more
and more about that particular type of thing. But our understanding
does not naturally jump between these universes. Combining the sepa-
rate orders of reality is the job of theorizing; when we theorize we try
to build bridges between maxima in the form of concepts of minima.
Minima are therefore theoretical tools.

Earlier I mentioned the physicist’s depiction of solid objects as “re-
ally” consisting of particles whirling in empty space. Such particles are
conceived of as simultaneously physical and ideal. They are typical
minima, generated by a process of theorizing. To illustrate how such an
idea may arise, let us consider in outline the steps whereby human
speculation has arrived at modern physics. It is a remarkable odyssey of
thought, starting with the solid objects of everyday experience (such as
pencils and teacups) and ending up with the invisible and incredibly
tiny particles of physical theory, which whirl through empty space in
our hands.

Things, Changes, Regularities

The story starts with the naive, unanalyzed view of physical reality
shared by most of mankind. This view is not necessarily typical of
“primitive” people, for they often theorize in a highly developed ani-
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mism, a theory combining physical reality with behavior which I will
discuss in §2.1. Rather, we find it latent in everybody before they have
been exposed to the sophistications of science or religion. From a com-
monsense standpoint, our first efforts to express an understanding of fa-
miliar physical maxima result in descriptions falling under three basic
heads, which I will call “things,” “changes,” and “regularities.” Thus or-
dinary people describing physical maxima will usually start by assert-
ing that certain things (which can be named or pointed out) change in
certain ways, and we can recognize certain regularities among the
changes. People in all situations understand physical reality effectively
on this basis.

But when people begin to think about their commonsense notions of
things, changes, and regularities they find that the material falling un-
der these heads is too various and unwieldy to be conveniently interre-
lated. What they come up with is not a theory but rather a technology —
a set of rules of thumb. There are thousands of different things and
thousands of ways they can change, with varying degrees of regularity:
the best one can make of this jumble is a body of observations and reci-
pes. Thus people generate something like the ancient “arts and scienc-
es”: an astronomical prediction here, a formula for glassmaking there,
but no comprehensive schematization of the whole. Such schematiza-
tion as exists is (as I mentioned) animistic, lying in the province of
magic and religion. The notations and recipes that first arise when we
start to think about physical maxima are often valid and effective, but
they don’t yet constitute a full-blown theory.

In Western thought, the first departure from these commonsense no-
tions was stimulated by the insight that there might be universal facts
hidden among the variety we observe in things, changes, and regulari-
ties. About the sixth century B.C., the Greeks began to theorize on the
basis of conceptualizing ideals. I have already mentioned Plato’s at-
tempt to associate the five regular polyhedra with physical elements.
Fragmentary records survive of a variety of prior schools of thought, all
of which tried to achieve a few simple reductions in physical concepts
to make them fit an ideal mold.

Thus Thales of Miletus declared that “things” were all forms of wa-
ter, and Anaximenes said that they were all forms of pneuma, a stuff re-
sembling air. For Anaximander all things came from a characterless
neutral basis by a sort of “separating out” of opposing qualities. Empe-
dokles abandoned such unitary schematizations for things, declaring



1.2 Minima 37

that they were composed of mixtures of earth, water, air, and fire—an
idea that survived more than two thousand years. On the subject of
change, Heraclitus promoted this notion to first place, treating “things”
as simply illusions resulting from the successive configurations of a
universal constant flux. With respect to regularities, the Pythagoreans
were convinced that their newly developed ideas about the relations
among numbers and geometric shapes must be the key to the underly-
ing principles of physical events. They were the chords and melodies
for the “music of the spheres.” This rudimentary concept was later
twisted into a declaration that “things are made of numbers,” an attribu-
tion for which they were twitted by Aristotle:

There are some people who would even construct the whole universe out
of numbers, as do some of the Pythagoreans. Yet manifestly, physical ob-
jects are all heavier or lighter, whereas unit-numbers (being weightless)
cannot go to make up a body or have weight, however you put them to-
gether?

The point of all these speculations, which have mainly historical inter-
est today, is that they reflected a growing conviction that the worlds of
physical reality and ideals should not—could not—be unrelated orders
of reality. Ideals exhibit just the characteristics of simplicity and ratio-
nality that physical maxima seem to lack. Triangles, for instance, come
in all shapes and sizes, but their angles always add up to a straight an-
gle; might not physical things, which also come in a variety of shapes
and sizes, also have fixed common properties? The fact that the angles
of any triangle have a common sum is not obvious from mere observa-
tion or common sense; it must be dug out by reasoning. Some such in-
spiration apparently started the Greeks reasoning about physical reality.

But Greek reasoning did not get very far. Neither their explorations
of physical reality nor their understanding of ideals were sufficiently
well developed to create the “fit” enjoyed by modern physics. For the
next two millennia their principal legacy to Western thought was the
work of Aristotle, who arranged and codified many of the ancient ob-
servations about physical maxima. It was a useful corpus of data, but
not quite a physical theory.

However, one idea developed by Greek reasoners survived and be-
came the philosophical core of a new approach during the seventeenth
and eighteenth centuries. This was the concept of atoms, attributed to
Leukippos and Democritus. Even without further physical data to sup-
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port it, the “corpuscular philosophy” remained alive through the Mid-
dle Ages because of its attractiveness as a point of contact between
physical reality and ideals. Particles became the first minima of a new
science, one that ultimately also embraced forces and laws. European
thinkers developed a set of theoretical relations among these new con-
cepts through some such process as the following.

Particles, Forces, Laws

A piece of wood is a thing; burn it and it becomes a piece of charcoal,
which is another, different thing. If they were “really” the same, then
we wouldn’t be able to tell them apart; but if they are not “really” the
same, where did the wood go when it burned and where did the char-
coal come from? This puzzle illustrates a basic difficulty in reasoning
about the “things” of common sense: they appear and disappear. Cer-
tainly something must remain throughout the burning process. But that
something must be neither wood nor charcoal nor any other thing we
observe directly. Just as certainly, something disappears: whatever it
was that we experienced as white and hard was annihilated, being re-
placed by something black and crumbly.

To make this occurrence “amenable to reason” we must describe it
in such a way that certain “basic” entities remain unaltered, while the
things that come and go turn out to be unimportant. Thus we envision
immutable “particles” (atoms in this case) which are in both the wood
and the charcoal but which are neither wood nor charcoal by them-
selves. Burning them becomes simply a process of rearranging these
particles; it is of no theoretical importance that we choose to call one
arrangement “wood” and another “charcoal.” By envisioning particles,
theories about physical reality are saved from having to cope with
something inherently inexplicable—namely, the incessant appearance
and disappearance of their subject matter. The things of common expe-
rience become treated as scientifically incidental; only particles are re-
garded as “real.”

The essential requirement of any particle is that it be immutable; if it
changes we lose our theoretical reference for the changes we are trying
to explain. Yet particles, without themselves changing, must be capable
of producing all the varied appearances of things. So stated, this re-
quirement sounds paradoxical; and in fact it can be fulfilled only if we
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reinterpret our notion of “change.” Thus the redefinition of things into
groupings of particles immediately entails a redefinition of change.

Wood burning to charcoal is a change, but a complex one; a simpler
example is the pure motion of any thing, such as the flight of an arrow.
Nothing would seem to be easier to observe—or more difficult to de-
scribe in terms “amenable to reason.” If an arrow occupies precise posi-
tions during its flight, how does it get from one to the next? If it does
not occupy precise positions during its flight, where is it? Moreover,
why should it follow a predictable trajectory? Why not stop halfway, or
suddenly turn around and come back? We find that our idea of “arrow-
here to arrow-there” does not contain motion itself objectified; it is just
a combination of two ideas of the arrow in two different places. It is not
an idea of “something out there” —a “change-entity” —that guarantees a
continuous trajectory from position to position.

From such examples we see that raw ideas of change are theoretical-
ly sterile because they simply group ideas of things in various situa-
tions without themselves referring to any physical entities. What is
needed, therefore, is a concept explaining change as an integral part of
any physical event, a concept that describes “change-entities” that we
can identify and measure in their own right. This requirement is satis-
fied by the concept of forces. A force is a physical entity which, when
applied to a particle, results in what we observe as change. By envision-
ing forces, theories are given something “objective” to refer to when
explaining change.

A force is something independent of particles, which “acts on them.”
We say, for instance, that a force of one dyne is what makes a particle
(or group of particles) weighing one gram accelerate at the rate of one
centimeter per second per second. Yet at the same time a force cannot
be observed alone; it manifests itself only by affecting particles. Nor
can a particle be observed without impressing a force upon it. The two,
particles and forces, are theoretically interdependent.

From this scheme of thought arose the notions of “mass” and “ener-
gy,” which became ideal terms in which the basic characteristics of
physical particles and forces were expressed. A moving particle was
said to “have” a certain mass and a certain energy. The energy could be
transferred from particle to particle but the mass remained constant (in
pre-Einsteinian physics) until the particle was divided—hence was no
longer a particle. Thus things undergoing changes became reinterpret-
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ed into transfers of energy among immutable bits of mass. The job of
physics became one of explaining regularities among these transfers.

But mere ideas of regularity, like raw ideas of change, do not seem
to denote anything “objective” —they are only a catalog of associated
events. Hume argued this point with merciless logic. Moreover, raw
regularities display the same theoretical weakness as ‘“‘unrefined”
things: they appear and disappear. During the centuries before Newton,
astronomers devised an elaborate description of planetary motion in
terms of layers of “cycles” and “epicycles.” This scheme, successively
refined by Aristotle, Ptolemy, Copernicus, and Kepler, was a highly or-
ganized observation of regularities, but today it does not seem to us to
describe anything “out there.” It was all arbitrary and ad hoc, needing
frequent modifications to cover new data.

Newton, on the other hand, broke planetary motion down into two
mechanisms (gravitation and inertia) which by their interactions ac-
counted for virtually every regularity that had previously been ob-
served. The value of Newton’s scheme was not that it was shorter or
more comprehensible than the system of cycles and epicycles, but that
it seemed to refer to “real mechanisms”; it was more than just a recon-
ciliation of regularities. This became increasingly evident over the
years; Newton’s scheme stood as written, while the other would have
required constant tinkering to force it into line with new observations.
Newton’s explanation of regularities seemed universal; it applied as
well on earth as in the heavens and did not “appear” or “disappear” in
specific cases. As a result of successes such as this, physics began to re-
place the regularities observed by common sense with new, more re-
fined pronouncements called “laws.” By the late nineteenth century
those laws that had become “established” in physics were thought by
most scientists to be valid because they pointed out “mechanisms” in-
herent in physical reality, not just associations among data. For this rea-
son they were regarded as inviolable, since they were treated as real in
their own right, not just as assemblages of predictions. Inviolable laws
named “something out there.”

This set of “refinements” of common sense—particles, forces, and
laws —became the basis for modern physics. It has a logical coherence
centered around an attempt to describe physical reality in terms of min-
imal elements. It starts with the monadic immutable particle, which is
the “nexus” of any physical event. Forces “act upon” particles, result-
ing in what we observe as change. And the occurrences of forces corre-
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spond to the “operations” of inviolable laws. At every point in this new
scheme, physical reality has picked up ideal characteristics.

Physics

It is now traditional to regard the entities of physics as having been
“discovered,” as if they had always been lying around waiting for us to
recognize them. However, we might equally well regard them as hav-
ing been invented. A clue to the latter viewpoint lies in the way these
entities proliferate in our understanding. To start with, a particle never
identifies itself as such; at best any specific item in physical reality can
only be assumed to be an immutable particle until proven otherwise.
This is the same as saying that a particle is immutable with respect to
certain laws—those denoting mechanisms in which the supposed parti-
cle in fact remains unchanged. There may be other (as yet unknown)
mechanisms in which the supposed particle turns out to be a collection
of more basic particles. Atoms, for instance, are particles with respect
to the laws of chemistry but combinations with respect to the laws of
nuclear physics. Hence the recognition of particles is relative to the
statement of laws. But a law referring only to immutable particles
would have to be empty, for they do not (by definition) change. An
agent of change—a force—must be introduced to give “content” to the
law. The law then becomes meaningful only to the extent that it is a
statement about arrangements of forces or transfers of energy. Thus our
formulation of laws becomes a function of our identification of forces.
But forces and energy are so conceived that they manifest themselves
only by influencing particles; without particles to “act upon” they are
unknowable. In this way the particles depend on the laws, the laws on
the forces, and the forces on the particles.

This effect, in which concepts of minima tend to generate one anoth-
er, is not uncommon. Because minima are artificial bridges between
separate orders of reality, more are required as we explore reality fur-
ther. In modern physics this happened after the discovery of the elec-
tron in 1897 and again after the introduction of the quantum concept of
light in 1899. Before these developments, physical explorations had left
atoms unaltered; what evidence there was of subatomic phenomena was
minor and could be ignored. Subatomic particles were thought to be
impossible and light was treated as pure energy propagated continuous-
ly in the “luminiferous ether.” But electrons turned out to be just as
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surely particles as atoms, although incredibly smaller. To describe them
new laws were needed, and then new forces to give meaning to the new
laws. With light a complementary movement took place: when radiant
energy was shown to be discontinuous, a new particle (the photon) was
needed to explain it, followed by new laws to define the new particle.
With the development of atomic energy, and its consequent boost to re-
search into subatomic effects, the proliferation of minima in physics be-
came intense. This trend continues today, although there have been
efforts to consolidate particle theorizing around a few even tinier enti-
ties called “quarks.”

In the foregoing example we see displayed the basic differences be-
tween maxima and minima as units of understanding. Physicists ex-
plore physical maxima in their laboratories: they induce specific effects,
put materials into unusual environments such as high pressure or low
temperature, and make measurements. To assist this process they cre-
ate a series of increasingly specialized machines, from spectroscopes to
particle accelerators, that widen the scope of the physical effects and
measurements they are able to observe. Simultaneously mathemati-
cians develop increasingly sophisticated disciplines for handling ab-
stractions, from the infinitesimal calculus to theory of groups. Both
scientific communities are exploring reality, but their explorations can
never meet directly. Still it is clear that mathematics and physics are
able to help each other. So theorizers postulate the existence of mini-
ma—objects of knowledge that are supposed to lie in both orders of re-
ality. In the present instance, physics treats particles as physical
because they are the locations for mass and energy, but at the same time
as ideal because they are uniform, immutable, and precisely definable.
Forces are physical because they produce changes in things, and they
are ideal because they are always metricized. Laws are physical be-
cause they govern physical events, and they are ideal because they are
eternal, inviolable, and expressible mathematically. The complexities of
maximal reality have been boiled down to hypothetical points at which
different orders are supposed to coincide. Explanations outside these
points of intersection are now regarded as extraneous.

The Reality of Minima

My description of scientific theorizing might be construed as implying
that I think minima are not real, at least not in the same way that maxi-
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ma are real. Since that sounds like a radical pronouncement, let me
state carefully what I mean There is some physical reality associated
with what we call particles, forces, and laws—otherwise we could not
observe physical effects from them But the physical reality associated
with them has no natural ideal properties. Conversely, the mathemati-
cal concepts in which physics is couched express some ideal reality, but
there is no trace of physical reality about them. We can treat any of
these minima as being either wholly physical or wholly ideal, and
thereby grasp a part of reality: it is when we treat them as being partial-
ly or wholly both that our conceptualization goes astray.

Nevertheless minima are useful. By pinning two orders of reality to-
gether they enhance our explorations of both. If physicists had never
conceived of particles, forces, and laws, they would never have thought
to build the machines or conduct the investigations from which a great
deal of knowledge has flowed. Similarly mathematics has been en-
riched by the concepts of physics, which have stimulated mathemati-
cians to investigate many areas of ideals they might otherwise have
never discovered.

Each program of exploration acts as a lever upon the other, with
minima acting as fulcrums. The general interplay of the orders of reali-
ty—physical, behavioral, ideal —in this process deepens our under-
standing of all three. This is why we bother to build theories.
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2.Theorizing

A theory is no more like a fact than a photograph is
like a person. EDGAR HOWE

In the last section I began to discuss how theorizing fits into our gener-
al development of knowledge about the world. Our basic grasp of reali-
ty is a grasp of maxima, and it expands in the direction of ever larger
and more comprehensive parts. The natural trend of my understanding
of the pencil in my hand, for example, is toward the trees and minerals
from which it came and toward its effects upon paper, my hand, and the
other physical objects that it touches. The natural trend in understand-
ing my thoughts is toward the whole behavior pattern of which they are
a part, toward the behavior of other persons with whom I interact, and
toward living behavior in general. And the natural trend of understand-
ing ideals is toward greater generality: toward showing how a specific
geometric form, for instance, is related to a class of such forms which
in turn can be described by an analytic function, which is one of a class
of functions, and so on.

In other words, our natural understanding of reality expands out-
ward from whatever common objects we encounter, building increas-
ingly complex pictures of maxima. But while so doing, our under-
standing discovers that it is channeled into three separate areas: physi-
cal reality, behavior, and ideals. The more we know about these types of
reality the more it is clear to us that they are different in kind. Anyone
who dispassionately examines his understanding must agree that physi-
cal objects are “a different sort” of reality from thoughts, and both are
“a different sort” of reality from geometric figures. This holds through-
out reality, so we must ultimately treat knowledge as referring to three
separate orders.
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But we do not always act as if the orders of reality were separate. In
practice, we conceive of many parallelisms between them. Printed
books are treated as representing thought processes; numbers are treat-
ed as descriptions of physical events; ideal formulas such as the syllo-
gism and various systems of symbolic logic are treated as codifications
of mental reasoning. Such parallelisms do not occur to us entirely natu-
rally, as an inherent part of the world we explore: they are products of
theorizing, and our understanding of them is therefore “theoretical
knowledge.”

Theoretical knowledge, the study of parallelisms between the orders
of reality, cannot be considered knowledge of reality in a strict sense.
But it is not just game-playing either. It serves to enlarge our grasp of
reality, to make us aware of maxima we would not otherwise have en-
countered. Without an understanding of writing our ability to transfer
thoughts from one person to another through physical reality would be
severely limited. Without mathematical theories physicists would sel-
dom discover new physical realities; like ancient artisans they would
spend most of their time stumbling across isolated effects. These paral-
lelisms work in the other direction too. Writing enriches physical reali-
ty in that it helps organize people to produce the artifacts of civilization.
Physics enriches our knowledge of ideals by suggesting new problems
to be solved mathematically. In short, there is a strong “cross-breed-
ing” effect in theorizing, in which the interplay of one order of reality
with another widens our grasp of both.

The Role of Minima

Minima might be described as the gametes of theoretical “cross-breed-
ing.” Positing a bare parallelism does not yet give us a tool for increas-
ing our understanding of reality. To say in general that marks on paper
can correspond to words does not give us a system of writing; we must
specify which marks correspond to which words. To say in general that
mathematical numbers may represent physical quantities does not give
us a system of measurement; we must define physical parameters and
institute standard units. At first such correspondences, each of which is
a specific instance of parallelism, may be treated just as arbitrary asso-
ciations among maxima. But as they proliferate we begin to treat them
as inherently real. The parallelisms themselves become new objects of
knowledge.
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At this point, however, the tendency of our understanding begins
running toward smaller and smaller bits. We want to know the minimal
units of correspondence. What is the smallest written mark that has a
behavioral meaning? What is the smallest piece of physical reality for
which we can measure mass? What is the simplest law that describes
gravity? These become the ultimate questions answered by theoretical
knowledge. It may be possible to answer such questions without hy-
postatizing minima; but the normal procedure hitherto has been to
translate the answer into the “discovery” of a new type of reality. The
smallest pieces of physical reality for which we can measure mass are
particles, which are therefore assumed to be newly discovered realities
because they answer our question about minimal units. Similarly the
“law of gravity” is assumed to be a real mechanism. In this way the fo-
cus of our attention shifts from the maxima of natural knowledge to the
minima of theoretical knowledge: from the reality that has always been
the objective of our understanding to the manufactured tools by which
that understanding is now developed.

The What, Why, and How of Theorizing

One way to visualize the relationships between maxima, theories, and
minima is to consider the differences between the questions “what?,”
“why?,” and “how?” When we explore maxima we discover what reali-
ty is. We apprehend its physical, behavioral, and ideal parts in all their
particularity and diversity. Nothing is “explained”; everything must be
taken just as it is or we risk losing sight of it. We are led on to the far
reaches of reality without further analysis of what we find along the
way. But it is also useful for us to understand why. Reality by itself
does not explain “why.” Physical objects do not measure themselves,
behavior patterns do not automatically include self-consciousness, and
ideals do not systematize themselves. Our “why” questions are an-
swered by theories. Why do physical objects move the way they do?
Because they obey Newton’s (or Einstein’s) laws of motion. Why does
the pencil feel hard to me? Because when I touch it my finger deforms,
setting in train a series of events that culminate with certain electro-
chemical happenings in my brain. Why is the square root of two not a
fraction? Because when we assume that it is we are led to a contradic-
tion, which we have decided beforehand indicates impossibility. In all
these cases the “why” of some maximal fact is established by relating it
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to facts in another order of reality. The why of moving physical ob-
jects, for instance, amounts to a statement of ideal relations that we be-
lieve physical objects “obey.” Our behavioral reaction to grasping a
pencil is explained by citing physical events. The square root of two is
not a fraction because when we assume it is we get into a behaviorally
unsatisfactory position. Setting up parallelisms among the orders of re-
ality has provided answers to our “why” questions about the things we
observed when asking “what” questions.

But we do not stop at this stage. The “why” answers seem to be ster-
ile unless we can further break them down into details, unless we can
describe how the parallelism works at each step. Hence the “how”
questions. How do physical objects change? By particles rearranging
themselves under the influence of forces. How do my thoughts occur?
By the interplay of sensations, emotions, memories, drives, and so on.
How are geometric shapes composed? By combining points, lines, and
surfaces. “How” questions ask us to identify minima, which are then
supposed to be the elements that give life to the “why” answers. In ef-
fect, by going from “what” to “why” we have left reality; it is now nec-
essary to return to reality with a description of “how.” But we do not
actually attain reality; rather we define new artificial objects, the mini-
ma, which by this process are now taken to “underlie” or form the ba-
sis for the original maxima of natural knowledge.

In this way, theorizing transmutes our knowledge from that of maxi-
ma to that of minima. It starts with the observation that certain threads
of reality (certain systems of maxima) seem somehow cognate, al-
though they lie in different orders. It fits these threads to each other in
what I call a “parallelism” and is gratified to observe that the develop-
ment of our knowledge of each one suggests a development of the oth-
er; they “cross-breed,” the combination producing more total knowl-
edge than two separate explorations would have. Finally it supports the
parallelism by positing new entities—minima—that are supposed to be
links between these maxima from separate orders of reality. The mini-
ma become the “explanation” of how the parallelism works, as well as
our justification for adopting it.

We thus acquire a new knowledge of these minima (what I call “the-
oretical knowledge”), which has not been generated from a natural ex-
ploration of reality but is more like an understanding of things we have
created, a contemplation of our own tools. Nevertheless minima reflect
back through the theorizing process, so that we come to treat them as
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“actual” or “basic” reality. We cease treating as basic the maxima with
which we started. By such a process, for instance, the solid objects of
everyday experience become transmuted into the particles whirling in
empty space of modern physics.

Minima and Experience

One characteristic of theoretical minima is that we must think of them
as located beyond the grasp of ordinary experience. They are generical-
ly different from maxima, and so cannot be found in the maximal
world. For instance, as I noted in §1.2, the concept of atoms was adopt-
ed to provide a stable theoretical basis for explaining the variability of
physical “things.” Atoms were conceived of as radically unlike all oth-
er physical objects in that they alone were immutable. This meant that
these entities had to be incapable of direct observation, for every physi-
cal thing we know directly is variable. So theory placed them in the
world of the invisibly tiny, where we could suppose they existed with-
out contrary evidence from common experience.

It was to be expected that as soon as the machines of physics be-
came able to isolate and manipulate atoms, it turned out that they were
not particles at all, but were as complex as larger physical objects. The
theoretical location of “true particles” then had to be pushed farther into
regions of unattainable smallness: first into the subatomic structure of
electrons, protons, etc., and then, when these turned out to be too vari-
ous, into the mysterious microworld of “quarks.”

Another characteristic of theoretical minima is that their generation
is a “trap-door function.” Given any concept of minima, we can easily
say which orders of reality they are supposed to connect. But given
only two orders of reality, it is impossible to guess what minima we
might devise to bridge them. For this reason, the concepts of minima
that support a new theory usually come as surprising, unforeseen inno-
vations.

Theoretical Parallelisms

Transmutations from knowledge of maxima to that of minima occur
quite generally in all phases of theorizing. I have discussed the exam-
ple of ideal-physical theorizing because it is particularly clear, and also
because laymen (for whom physics is somewhat remote anyway) can
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easily hold it in perspective. But an equally important example, closer
to home, comes from physical-behavioral theorizing. Here the most
characteristic minima are called “causal links.” A causal link is a physi-
cal event—physical configuration A causes physical configuration B.
Yet it is also behavioral in the sense that we think of it in life-like
terms: A “made B happen,” once A had happened B “couldn’t help but
happen,” and so on.

Thus the causal link (the relationship itself between cause and ef-
fect) is hypostatized as simultaneously physical and behavioral. It is the
product of a theoretical parallelism between these two orders of reality.
When we carefully examine “causal links” (as Hume did) we find a
clear distinction between the successive physical states supposed to be
cause and effect and the behavior we suppose they exhibit in their con-
nection. But by positing the link we artificially join these two separate
kinds of reality together into one unanalyzable unity and treat it as real.
This “new reality” then provides both an explanation and a justification
for our making the original physical-behavioral association.

The Role of Theorizing

Is theoretical knowledge, therefore, just an illusion? One cannot object
to the theorizing process in general, for it stimulates the search for
much natural knowledge. We would never have stumbled across most
of what we understand about reality if we had not had theories to spur
us on. My objection to theorizing arises from the last stage of the pro-
cess—the assumption that minima are more real than maxima. Not only
is this based on a misconception, it is also counter-productive. It di-
verts our scientific explorations from understanding reality to examin-
ing our own research tools. An instance already mentioned is the self-
generating proliferation of particles, forces, and laws in physics. Be-
yond a certain point, the effort expended on “discovering” new parti-
cles is effort diverted from significant investigations of physical reality.
It is tools being used to make more tools, rather than to dig around in
the real world.

This does not mean that scientists should rigorously abjure calling
their explanatory minima “real.” A limited amount of such fiction has a
salutary effect on research. By calling minima real we bring our hy-
potheses to life and give our theorizing a solid feeling. But there the
justification ends. There’s an old nursery riddle: if you call a dog’s tail a
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leg, how many legs does it have? The answer of course is still four;
calling a tail a leg does not make it one. Similarly, calling minima real
does not make them so. At best such usage is only a psychological
stimulus to explore reality; at worst it stultifies the same exploration by
seducing us into ignoring maxima.

So my judgment about theorizing is that it is valuable as long as we
limit the conclusions we draw from it. Theories by themselves do not
reveal reality; they only help us look for it. Even in such a purely in-
strumental role, theorizing is an important human task. At the same
time it is a somewhat mysterious one. What sorts of things are theories
anyhow? Why do we create them the way we do? How do they accom-
plish their task? These are the “what-why-how” questions asked earli-
er, but now directed at theories instead of being answered by them.
They form the subject of the next three sections.
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2.1 Theories

Many shall run to and fro, and knowledge shall
be increased. Daniel 12:4

Theories are patterns of human thought. We encounter them when we
explore the behavioral order of reality. Earlier I mentioned Plato’s theo-
ry that the four “elements” of Greek physics (earth, water, air, and fire)
could be associated with regular polyhedra. This was a thought in Pla-
to’s mind which he expressed in one of his written dialogues, from
whence we can reconstruct it as a thought in our own minds. Thus a
first approach to answering the “what” of theories is to say that they are
parts of behavior, and specifically that they are objects in human
thought.

Every theory is “about” something. Within human thought we find
theories about stars, electrons, chemicals, and light; about plants, in-
sects, and primitive men; about surfaces, numbers, and sets; about lan-
guages, history, art, morals, and existence; and about human thought
itself. Not only is every theory about something; for practically every
thing we discover in reality, someone has constructed a theory about it.

Examined as real objects in behavior, theories exhibit various char-
acteristics to us. They are frail or durable, elegant or crude, natural or
artificial, satisfying or frustrating. Euclid’s geometry is an elegant and
durable theory. The kinetic theory of gases appears natural and satisfy-
ing. The phlogiston theory of combustion was crude and artificial.
Philosophical solipsism is a durable but frustrating theory. On the one
hand these characteristics seem to be a part of each theory, just as the
characteristics of being hard, smooth, yellow and so on seem to be a
part of the pencil on my desk. On the other hand, our perceptions of the
characteristics of a theory may change radically when we compare it
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with another theory. Before 1895, for example, the physics developed
by Newton, Maxwell, and Dalton was generally thought to be elegant,
durable, and satisfying; but by 1935 its basic concepts had been largely
abandoned. A theory believed to be exceedingly durable and elegant
had turned out to be incomplete and unsophisticated.

The Correctness of Theories

The traditional explanation for many of the characteristics of a theory is
that they are a function of its “faithfulness to nature” On this view, a
revolution such as the one in physics between 1895 and 1935 results
because the old body of theory was found to be “incorrect” —it did not
cover all the facts and contradicted some. We were wrong about its
characteristics because we did not have the whole picture in mind. But
Kuhn has pointed out that this traditional explanation is largely fiction-
al. Theories are replaced primarily because a more attractive scheme
has been formulated, not because nature calls the turn:

...a scientific theory is declared invalid only if an alternate candidate is
available to take its place. No process yet disclosed by the historical
study of scientific development at all resembles the methodological ste-
reotype of falsification by direct comparison with nature... The act of
judgment that leads scientists to reject a previously accepted theory is al-
ways based upon more than a comparison of that theory with the world.*

Kuhn elsewhere mentions “personal and inarticulate esthetic consider-
ations™ as frequent grounds for switching theories. It is as if our tastes
in theorizing change, and when they do we see our previous products of
this occupation in an entirely different light.

There are many instances in which large changes in theorizing have
followed small changes or additions to their subject areas. Most of the
phenomena of optics, for example, had been observed and explained by
the late nineteenth century; one would have expected that additional
data such as the photoelectric effect and discontinuities in black body
radiation could have been fitted into existing theories. But these new
observations were shortly followed by a profound change in theoretical
concepts about light—from wave models to particle models—which
has been seesawing in both directions ever since. Similarly, calcula-
tions of astronomical motions using Einstein’s mechanics differ only
slightly from those using Newton’s. But the theoretical foundations un-
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der them are radically distinct. In this case the “esthetic” differences be-
tween the two theories are fairly clear. Instead of Newton’s absolute
space and time, Einstein (in the Special Theory of Relativity) substitut-
ed an absolute propagation of light. Nowadays we do not easily envi-
sion space and time as physical “things”; it is more natural to treat them
as a perceptual framework or a pair of intuitive preconceptions (as Kant
did) about how the physical world should be arranged. Hence to have
space and time dominate a theory about physical things (while at the
same time being themselves totally passive, impalpable, and incorpore-
al) is in retrospect a strained viewpoint. A beam of light, however, is
clearly a physical “thing.” It is easy to imagine that its velocity of prop-
agation is absolute, even if that means relativizing our measurements of
space and time. It is historically more accurate to say that Einsteinian
mechanics won out because of these considerations, than because it
yielded more accurate astronomical predictions or explained the Mich-
elson-Morley experiment.

The significance of the foregoing is that we cannot attribute the char-
acteristics of theories (whether they are durable or frail, elegant or
crude, etc.) solely or even primarily to their ability to “cover” their sub-
jects. The notion that theories rise gradually from studies of their sub-
jects, steadily improving as we learn more, is fantasy. Reality does not
lead our understanding in such a straightforward way. Instead, theories
have a certain fashionableness about them; how we judge one depends
largely on whether it conforms to a preconceived theorizing style. Its
“faithfulness” to its subject is only one factor, and sometimes a minor
one, in deciding a theory’s attractiveness.

Theorizing Styles

What is there about a theory that determines its “style”? Let us return
once more to the example of solid physical objects (things like this pen-
cil) and compare two theories of radically different style. The starting
point is our natural grasp of physical maxima, of objects that we hold in
our hands and move around in the physical world. By theorizing in one
direction we arrive at modern physics—the scheme of particles, forces
and laws that I sketched in §1.2. The style of this type of theorizing
grew from the realization that mathematical truths could be discovered
just be reasoning about abstractions. From there it was an easy jump to
the supposition that truths about physical reality could be similarly rea-
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soned out. Thus ideal properties were found “underlying” physical
maxima: immutable particles as bases for the variety of things, metrici-
zable forces as agents changing particle arrangements, and mathemati-
cally expressed laws to describe regularities in the distributions of
forces. In order to verify that we understood a physical event we sim-
ply fitted it into our ideal framework by identifying the particles, forces
and laws involved, made a few mathematical calculations from mea-
surements and predetermined constants, and made a prediction. If the
prediction was fulfilled then we said we understood the event. Under
this scheme the basic criterion for knowledge was the ability to corre-
late physical reality with mathematical (or more generally, abstract)
models.

A Nonscientific Theory

Now compare modern physics with another style of theorizing about
physical objects. Dobu is a rocky island off the eastern tip of New
Guinea, inhabited by Melanesians. When anthropologist Reo Fortune
worked there in the 1950s, Dobuan life was relatively difficult, food
was scarce, and competition among individuals and between family
lines was keen. Success required wits, planning, and knowledge. The
knowledge by which a Dobuan got ahead was derived from an exten-
sive body of magical theory, which was generated within each family
clan and passed down in great secrecy; it was knowledge of incanta-
tion:

The ritual of Dobu consists essentially in the use of incantations in the
performance of certain activities such as canoe making and fish-net mak-
ing, in agriculture, in soliciting presents of valuables in the annual ex-
changes made by the long overseas expeditions, in the creating of love,
in the making of wind and rain, in the causing and curing of disease, and
in the causing of death...

Behind this ritual idiom there stands a most rigid and never-questioned
dogma, learnt by every child in infancy, and forced home by countless
instances of everyday usage based upon it and meaningless without it or
in its despite. This dogma, in general, is that effects are secured by incan-
tation, and that without incantation such effects cannot come to pass. In
its particular application it is most strongly believed that yams will not
grow, however well the soil is prepared and cared for, without the due
performance of the long drawn-out ritual of gardening incantations; ca-
noe lashing will not hold the canoe together at sea, however firmly the
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creeper may be wound and fastened, without the appropriate incantation
being performed over its lashing; fish nets will not catch fish unless they
have been treated with incantation...5

Other rituals were directed toward improving the weather, calming the
ocean, and preventing natural disasters.

This is clearly more than just the manifestation of a “technology” to
improve such activities as agriculture and seamanship; it represents a
firm belief that incantation, a personal interchange between man and
nature, is an essential part of the workings of reality. When asked how
European missionaries were able to grow yams without ritual, the
Dobuans flatly refused to admit that such events occurred; they were in-
herently impossible. Once yams had started to grow, a function of the
ritual was to coax neighbors’ yams into one’s garden and at the same
time talk one’s own yams into staying put. Supporting the incessant la-
bor directed to this end was a perfectly serious conviction, everywhere
asserted and never questioned, that in the middle of the night the tubers
regularly left their vines and walked about from plot to plot. When
asked how the yams could hear their daily exhortations, the Dobuans
indicated the buds at the vines’ growing points and asserted that they
were “ears.”

Animism

Field reports by anthropologists are filled with examples such as the
foregoing. In 1871 E. B. Tylor revived the term “animism” to denote
the attitude of mind that supports them. He wrote:

Conformably with that early childlike philosophy in which human life
seems the direct key to the understanding of nature at large, the savage
theory of the universe refers its phenomena in general to the willful ac-
tion of pervading personal spirits. It was no spontaneous fancy, but the
reasonable inference that effects are due to causes, which led the rude
men of old days to people with such ethereal phantoms their own homes
and haunts, and the vast earth and sky beyond. Spirits are simply person-
ified causes.’

The idea of a self-consistent animistic world view, parallel to that of
discursive Western science, was pursued by many anthropologists, cul-
minating (1910) in Lévy-Bruhl’s controversial concept of “pre-logical”
mental processes:
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...primitives perceive nothing in the same way as we do. The social mi-
lieu which surrounds them differs from ours, and precisely because it is
different, the external world they perceive differs from that which we ap-
prehend... The mystic properties with which things and beings are im-
bued form an integral part of the idea to the primitive, who views it as a
synthetic whole.®

The importance of Lévy-Bruhl’s work was that he treated the animistic
world view as a complete system of thought, instead of a fragmentary
tissue of errors and misunderstandings. His subsequent unpopularity
arose because he at first maintained that it was an inferior world view,
and implied that it was one from which his “primitives” could not es-
cape.

A typical current view is that stated by Malinowski, one of the pio-
neers of modern field anthropology. He points out that primitive people
have theories which we would regard as “scientific” as well as those
that are animistic or magical. The two coexist and can be contrasted:

Magic is based on specific experience of emotional states in which man
observes not nature but himself, in which the truth is revealed not by rea-
son but by the play of emotions upon the human organism. Science is
founded on the conviction that experience, effort, and reason are valid;
magic on the belief that hope cannot fail nor desire deceive. The theories
of knowledge are dictated by logic, those of magic by the association of
ideas under the influence of desire.”

In other words, animism is “wishful thinking.” It would be nice if I
could lure yams from my neighbor’s garden into my own; therefore I
will assume that this is possible and strive to make it happen. I want my
boat to withstand the waves and my fishnet to catch fish; therefore I
will speak to them as if they were conscious beings and influence them
with my pleas. But how different in form is this state of mind from that
of (say) a modern physicist? We might epitomize the typical scientist’s
philosophy in the same terms. It would be nice if the phenomena of na-
ture conformed to mathematical formulas; therefore I will assume that
this is possible and strive to discover what the formulas are. I want the
machines I build to function in certain ways; therefore I will treat them
as if they were controlled by ideal laws, and build them accordingly.
Nothing in the foregoing proves that there is anything inherently in-
ferior about relating physical reality to emotional states rather than to
abstractions, or about assuming that physical events are determined by
the operation of spiritual agencies rather than by impersonal laws. In
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fact, both approaches yield theories satisfying to their proponents. Both
are widely used. We cannot dismiss one style of theorizing out of hand
merely on the grounds that it is “improper.”

Animism and Science

Of course the most commonly cited deficiency of animism is that it
“doesn’t work,” or at least it doesn’t work as well as abstract reason-
ing. We know the Dobuan’s yams do not leave the earth and wander
about in the night because our abstract classification scheme tells us
that plant roots are not capable of that sort of action. Therefore all ef-
fort expended on wooing yams into one’s garden is wasted, and any
theory that tries to justify this effort is false. We might “prove” this by
going out in the night with a flashlight, looking for ambulatory tubers.
But from the tenor of anthropologists’ reports of Dobuan theorizing we
can surmise in advance that their world view would not treat such a
demonstration as conclusive. They would claim our presence had sup-
pressed the movements of the yams, or another magic agency had
blinded us to their actions, or in some other way animistic forces had
intervened to nullify our experiment. This is the way it is with ani-
mism. In the case of universal abstract laws one can make demands on
one’s data: disprove a principle by exhibiting a single adverse instance,
for example, or make a verifiable prediction by logical processes. But
when events are in the hands of willful spiritual agencies such experi-
mental methods no longer apply. Verification is now a matter of com-
municating with the agencies and discovering how to get along with
them. When you accomplish this, your theory is “working.”

Consider the conflict between animism and science from the oppo-
site point of view. In the fifth century A.D., Saint Augustine wrote:

It is not necessary to probe into the nature of things, as was done by
whom the Greeks call physici... For even these men themselves, en-
dowed though they are with so much genius, burning with zeal, abound-
ing in leisure, tracking some things by the aid of human conjecture,
searching into others with the aid of history and experience, have not
found out all things; and even their boasted discoveries are oftener mere
guesses than certain knowledge. It is enough for Christians to believe
that the only cause of all created things, whether heavenly or earthly,
Whethg‘,r visible or invisible, is the goodness of the Creator, the one true
God.!
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At the time we would have had to agree with him, for abstractly-based
science was then a much less useful and satisfying body of knowledge
than Christian doctrine. Its high points to date had been such theories as
Plato’s association of physical elements with regular polyhedra and the
Pythagoreans’ vague idea of a “mathematical harmony” in the uni-
verse. Against this the Church provided comprehensive and detailed
theories about heaven and hell, about the Eternal Source of all natural
phenomena and about man’s role in the world. It did not cripple such
theories to realize that we could not (for instance) observe heaven and
hell directly any more than it cripples modern physics to be told that we
cannot observe an electron directly. Church theories were adopted be-
cause they provided better explanations than did any other. Many of
them are still widely held today.

Here we see two different “styles” of theorizing about the same sub-
ject, about the ordinary objects of physical reality. One style depends
on abstraction and reasoning, on the identification of mathematically
definable forces and the statement of universal laws. The other depends
on communication and sympathy, on the recognition of vital agencies
in the physical world with which one must cooperate. When we com-
pare the two approaches from a neutral standpoint it is evident that in
the first case theorizing presupposes connections of some sort between
physical reality and ideals, while in the second case it presupposes con-
nections of some sort between physical reality and behavior. The laws,
formulas, and measurements of physical science are expressed in ideal
terms. The spirits and agencies of animistic theorizing are expressed in
behavioral terms. It is this fundamental difference in reference—each
positing a parallelism between physical events and a different indepen-
dent order of reality — that results in two distinct theorizing “styles.”

Animism and Everyday Life

It would be fair to say that animism is more generally used, even today
in “advanced” cultures, than science. If I bake a cake, I think of the in-
gredients as having behavioral properties, not ideal properties. Flour,
milk, eggs, and baking powder each “do” something to contribute to the
finished product. A chemist might characterize baking powder in terms
of the potential decomposition of sodium bicarbonate into sodium car-
bonate, water, and carbon dioxide gas, which proceeds at a certain rate
in the presence of moisture and heat by virtue of ionization. I would say
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it simply “makes the cake rise”” To assure that the cake rises, the
Dobuan will say an incantation; for the same purpose I select a “reputa-
ble brand” of baking powder. He is appealing to a behavioral agency
immanent in his kitchen. I am appealing to a behavioral agency (a man-
ufacturer) who is supposed to compound the powder so that “it works.”
Neither of us will be very conscious of impersonal abstract laws em-
bedded in the process.

If the cake fails to rise, the Dobuan may blame a malignant spirit; I
might blame a careless manufacturer. An instance of the cake falling
flat will not contradict any beliefs I hold, at least not in the sense that
the Michelson-Morley experiment was said to contradict Newtonian
physics. It will just mean that “something didn’t work.” It is clear that
this attitude is generally adopted in our everyday commerce with physi-
cal things. As I stated earlier, the more we examine the actual uses of
science the more we discover that it is a discipline mainly confined to
laboratories.

In fact it is clear that without a firm grasp of animistic thinking no
human being, not even the most capable scientist, could long survive.
When I put a bite of food in my mouth it is usually because I believe it
will “taste good,” “satisfy my hunger,” and the like, not because it con-
tains certain molecules or conforms to certain chemical specifications.
When I take a step I expect the floor will “support me,” without know-
ing its modulus of elasticity. Obviously these beliefs may be wrong: I
can get food poisoning, the floor can give way under me, and so on. But
if science had never been devised or if I had never heard of calories,
elasticity, and other idealizations, I would still be able to get along sat-
isfactorily through my animistic conceptions of physical reality. On the
other hand if I had no such conceptions—if, for instance, I could distin-
guish a potato from a rock only by measuring its carbohydrate content,
and dared not take a step until I had determined the engineering proper-
ties of the floor in front of me —1I would quickly perish. While it may be
argued that the ideal expressions of science yield advantages over be-
havioral animism, the fact remains that animistic theories are essential
to human life whereas scientific theories are not.

Categorization

What exactly does it mean to say that scientific theories about physical
reality are “expressed in” ideal terms, whereas animistic theories are
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“expressed in” behavioral terms? A simple way to understand this is to
borrow the concept of categories from philosophy. Aristotle intro-
duced this term in his short work Categoriae, which had a lasting ef-
fect on medieval and later thought. For him, categories were headings
under which all the single things we could talk about were classified.
He listed ten, all quite abstract: substance, quantity, quality, relation,
place, time, position, state, action, and affection.

Briefly, the sort of thing that Aristotle intended by this scheme was
to be able to specify that when we say (for instance) “the horse runs”
we can analyze our statement further by saying that “the horse” is an
example of substance and “runs” is an example of action. A set of cate-
gories thus gives us an overall view of how we think and talk about
anything, by outlining the pigeonholes into which our terms may be
put.

In his Critique of Pure Reason (1781), Kant developed a list of
twelve “fundamental concepts of the pure understanding,” which he
proposed as an absolute framework within which anything we can
imagine must be cast. These categories, forming the cornerstone of his
“Copernican revolution in philosophy,” were generated by an essential-
ly logical process. As we would anticipate, they were even more ab-
stract than Aristotle’s, featuring such headings as unity, plurality,
causality, possibility, and so on. Kant speaks of Aristotle as having
“merely picked [categories] up as they occurred to him,”!! whereas for
Kant these entities represented the absolute forms of existence as we
apprehend it, and hence were independent of any empirical justifica-
tion.

When used in such cosmic applications, the concept of categoriza-
tion tends to become remote and academic. But the idea is useful in an-
alyzing theories of all sorts, not just metaphysics. Listing the categories
used by a theory tells us (in summary form) just how it deals with its
subject matter. They constitute the key to understanding how a theory
goes about its basic task of explanation. The first thing we want to
know about any theory is the limits of its subject-matter: what it is a
theory “of.” The next thing we want to know is what categories it uses.
When we have determined these two specifications we are in a position
to compare that theory with any other, and to locate it within any
scheme that characterizes theories in general.
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An Example of Categorization

For an example of categorization at work, consider a well-developed
modern theory: say, the exposition of chemistry one learns in high
school. On the first day of class, students are commonly told that the
subject of chemistry comprises all physical matter and the transforma-
tions it undergoes. Typical instances are given: iron rusts, candles burn,
cloth bleaches, sugar ferments. Iron, wax, smoke, bleach, alcohol—
these are the familiar maxima with which the theory deals. They form
its subject.

At first the theory seems almost cosmological in scope; but it is soon
evident that there are limitations on its subject. To start with, chemistry
recognizes no transformations of matter “below the atomic level”’; most
events taking place in the sun, for example, are explained by physics,
not chemistry. But more subtly, practical chemistry is also limited to
relatively “pure” forms of matter. No chemist would undertake to ana-
lyze a whole housefly, because it is such a concatenation of compounds
that overall analysis would hardly yield any meaningful information. It
would be like trying to pursue botany by studying aerial photographs of
forests. A chemist would assert that “in principle” a fly could be ana-
lyzed chemically, its matter becoming described as proportions of car-
bon, hydrogen, oxygen, nitrogen, and other atoms; but such figures
would tell us very little. To understand a fly we must turn from chemis-
try to biology.

Similarly most other objects of everyday experience—earth, air,
wood, cloth, etc.— are too “mixed” or “contaminated” to figure conve-
niently in chemical researches. Even water is usually distilled to re-
move minerals before it becomes an object of study. This does not
mean that chemistry refuses to recognize such mixtures or cannot ulti-
mately understand them; I am only saying that practical chemistry dis-
plays a strong inherent tendency to set mixed matter aside as not being
a fruitful area for inquiry.

Thus for most high school students chemistry soon devolves into the
study of relatively pure “chemicals,” i.e. materials purchased in bottles
from chemical supply houses. The subject becomes esoteric, removed
from common experience; and later the students may be alarmed to
learn that such “chemicals” are present in the food they eat. In this fash-
ion the discipline of chemistry retreats rapidly from its ostensive sub-
ject (non-subatomic matter in general) to knowledge of rather special
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materials under highly controlled conditions. It becomes the study of
chemicals in laboratories.

How does the modern theory of chemistry handle its subject? We
say that it starts by “categorizing” matter. Of all possible purified mate-
rials that might be found on a chemist’s shelf, some hundred-odd are
“elements” and the rest are “compounds.” Every compound is made of
two or more elements. We can demonstrate this by subjecting a com-
pound to various operations such as heating or electrolysis and noting
that it eventually disappears, being replaced by an equal mass of ele-
ments. Alternately, we can usually create the compound by bringing its
elements together under the right conditions. For any given compound
the ratio of elements by mass is always the same. This schema, enunci-
ated two centuries ago by Dalton and J. L. Proust, forms the bedrock of
modern chemistry.

Since then, of course, more has been added to the theory. Com-
pounds hold together because of “bonds” between elements—attrac-
tions with which we can associate definite amounts of “energy.”
Elements have “valence numbers” that tend to predict the ways they
will react with other elements. Elements are composed of tiny identical
“atoms” which make up identical “molecules” in compounds; this ac-
counts for isomeric compounds, which contain the same elements in the
same ratios but have different molecular “structures.” And so on. For il-
lustrative purposes we need consider only a few of these concepts.

By categorizing matter (even the already somewhat specialized ma-
terials on the chemist’s shelf) we alter our view of it. Iron and oxygen,
although utterly different by everyday standards, are similar because
they are both elements; whereas rust, which is everywhere associated
with iron in common experience, is different because it is a compound.
Red, black, and brown rusts are similar because they are made of the
same elements but different because their combining ratios are differ-
ent. Materials as dissimilar as graphite and diamond are the same ele-
ment, whereas materials as apparently similar as carbon dioxide and
argon are fundamentally different.

The categories of modern chemistry, at least at the level of sophisti-
cation discussed here, are thus “element,” “compound,’ “bond,” and so
forth. But these headings are not physical things: there is no material
object we can point out as “element” itself, pure “bond,” etc. In fact
they are ideals. Chemistry is a theory with a physical subject and ideal
categories. As a consequence, familiar physical things are now treated
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as having ideal properties. For instance substances such as iron (be-
cause they are elements) are regarded as inherently immutable during
chemical transformations—not just usually immutable, or not hitherto
transformed, but by their very nature not capable of being decomposed
into anything else. If we start with an element in a closed container, no
matter what chemical operations we perform on it we shall still have
exactly that much of the element.

An element is thus like a Euclidean point or an arithmetic prime
number: it has an inherent property that belongs to it by definition. We
may discover that a material thought to be an element is not an ele-
ment—as happened in 1894 with atmospheric nitrogen—but such a dis-
covery does not affect the category “element.” It only changes the area
of subject matter that we find fits the category.

Similarly a compound is matter that (when purified) always con-
tains two or more elements in a constant ratio. We describe a com-
pound by writing the symbols for its elements with subscripts
indicating the combining ratio, e.g. Fe,O3. In chemical theory this to-
tally defines the material (ignoring isomers); one physical sample will
be identical in its properties to any other. The ratio is an inherent part of
the compound. The recently discovered solid solutions, which are in
many ways similar to compounds but do not have fixed combining ra-
tios, are not considered to be compounds. They fall under the category
of “mixtures.” Had they been well known in 1800, modern chemical
theory as we know it might never have gotten off the ground.

So chemical categories are abstract descriptions. To find the subject
of modern chemistry we explore physical reality; to find its categories
we turn to another order of reality, to ideals. The theory as it exists to-
day began to take shape toward the end of the eighteenth century, when
a few thinkers began to conjecture that certain ideal concepts could be
correlated with parts of the physical world. An ideal-physical “fit” had
been conceived.

Alchemy

For a comparison, consider modern chemistry’s precursor, alchemy.
Working with many of the same physical materials (often equally puri-
fied) it came up with an entirely different understanding. The catego-
ries of alchemical theory were behavioral:
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The first starting point for alchemical theory was Aristotle’s principle of
development: the conception that all material things, unless interfered
with, will naturally change and develop—turning, when properly fed and
nurtured, from an immature to a ripe or adult form. Rather than treating
elementary matter as naturally inert and static, they thought of all things
equally in a fundamentally physiological way.'?

It had been believed for centuries that minerals “grew” organically in
the earth. As a practical discipline, then, alchemy strove to reproduce
the terrestrial womb in the laboratory, initiating and nourishing the ges-
tation of one material into another, such as mercury and sulfur into
gold. When considered from the alchemist’s viewpoint, it was a perfect-
ly reasonable idea.

Were we to formalize alchemical theory, we would come up with
categories such as “seed,” “womb,” and “nourishment.” The process of
transmutation was one of preparing a proper womb (typically the care-
fully heated retort or alembic), infusing it with the correct seed (such as
a portion of gold around which more gold was to grow), and adding
nourishment over a period of months, much like cultivating a plant. The
theory’s categories do not describe these parts of physical reality by
their abstract properties, but by what they do. The womb promotes
growth, the seed grows, and the nourishment sustains the process. The
same mercury that modern chemistry calls an immutable element alche-
my characterized as a “food” that helps metals mature. This difference
in categories is the difference between ideals and behavior, between re-
ality that we know through its description and reality we know through
its action. Because they subscribe to these opposing sets of theoretical
categories, the modern chemist and the medieval alchemist see the
same physical maxima in radically different ways.

Why Theorize?

We may now make a rough “what” characterization of theories. A theo-
ry is a pattern of thought in which parts of one order of reality are cate-
gorized by parts of another order. In my examples, modern chemistry
categorizes parts of physical reality by ideals, while alchemy categoriz-
es many of the same parts by behavior. This theorizing pattern occurs
generally among the orders of reality, each being regularly categorized
in human thought by the others.



2.1 Theories 67

The foregoing characterization of theorizing, however, seems to
raise more questions than it answers. Why draw categories from a dif-
ferent order of reality than the subject? Are the categories of one theory
always drawn from only one order of reality? Why theorize at all? I
have tried to show that theorizing is a somewhat special kind of occupa-
tion, which requires considerable twisting of reality if it is to succeed.
Every theory tries to categorize one type of thing in terms of a wholly
unrelated type of thing. At first this sounds like a recipe for futility. Yet
theories are conceived, are followed, are argued, and are used to
achieve valuable results. There must be good reasons why we theorize.
To understand these reasons we must go one step further, elucidating in
general the “why” of theorizing.
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Nothing is so firmly believed as what we least know.
MONTAIGNE

It may sound paradoxical to assert that one purpose of theorizing is to
define error, but this is so. It is meaningless to ascribe error to the natu-
ral events and existences of reality —things are simply “the way they
are.” But by theorizing we step outside the normal conceptual path-
ways of reality, because we bring together two parts that would not oth-
erwise bear any relationship. By theorizing we gain a kind of
perspective that manifests itself in the emergence of an idea of error.
This idea then becomes an important factor in the development of our
understanding of reality. Definitions of error are thus essential products
of theorizing.

Try to imagine a “theory” in which parts of one order of reality are
categorized by other parts of the same order: say, a “theory” about
physical things using physical categories. For example, imagine adapt-
ing to this form the theories of chemistry and alchemy mentioned in the
previous section. In all cases the starting point is a subject area consist-
ing of a variety of relatively purified physical materials: crystals, gases,
metals, solutions, powders, etc.

In modern chemistry we approach these physical maxima with a set
of ideal categories. We look for certain of them to be immutable, others
to contain mathematical ratios of more basic materials, and so on. In al-
chemy we approach them with a set of behavioral categories: we look
for materials which will grow and change, which will assist or nourish
other transformations, and so on.

In the “theory” now proposed we must understand physical materi-
als by using physical categories. For instance, we might now look for
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certain “physical forms,” such as solid, liquid, or gas. Or we might dis-
tinguish the metallic from the earthy, the dense from the light, the hard
from the crumbly.

In a slightly extended sense we would be categorizing what Locke
(1690) called the “primary qualities” of materials. They are the proper-
ties of physical things that we can grasp solely in physical terms. In the
scheme of categorization proposed here we would have to be careful to
avoid “secondary qualities” —color, taste, and so forth. As Locke point-
ed out, they depend both on the material and on the person experienc-
ing them: colors appear differently if we are suffering from jaundice,
taste sensations depend on what we have eaten last, etc. Characterizing
something as “sweet” would be admissible only if sweetness could be
identified purely in terms of physical effects; otherwise it would only
be a loose way of saying it “tastes sweet,” meaning that it causes a sen-
sation when placed in our mouths, which involves applying a behavior-
al category.

A formal description of physical reality using only physical catego-
ries seems strange because it does not appear to tell us anything. It only
seems to rearrange the basis of our knowledge without adding any new
information. When we decide to call such things as stone and wood
“solids,” such things as water and oil “liquids,” and such things as air
and steam “gases,” without giving them behavioral properties, we are
hardly doing more than repeating ourselves. Such a scheme is a natural
and handy way of thought, but it does not yield understanding; it only
brings the subject into more convenient form for further explanation. It
takes things uncritically “as they are.”

I suggest that we should call such a scheme not a theory at all, but
rather common sense. By means of it we simply envision more physi-
cal maxima, without discrimination or analysis. Thus in my discussion
the term “theory” will apply only when one order of reality is catego-
rized by another; any scheme of categorization using one order alone
will be “common sense.”

Common Sense

This distinction between theories and common sense extends the dis-
cussion of §1.1. There I described how we explore physical reality by
starting with whatever maxima happen to be before us (a book, a pen-
cil, a teacup) and discovering how they interact with other things. As
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long as our exploration stays within this order of reality, as long as we
do not (for instance) “interpret” physical reality using concepts of cau-
sation or mensuration, the resulting knowledge is commonsensical. It
grasps physical reality “in its own terms.”

The same holds for behavior and ideals: each can be explored alone,
“in its own terms.” A commonsense grasp of behavior, for example, in-
cludes our thoughts and emotions just as “given,” without either ideal
categorizations (morals, ethics, valuations) or physical categorizations
(external stimuli). A commonsense grasp of ideals explores them in ab-
straction, without treating them either as physical “forms” (e.g. geomet-
ric shapes) or as formalizations of thought (logic).

Thus common sense (as I treat it here) is the pure exploration of re-
ality one order at a time. To the extent that it might be said to catego-
rize reality at all, its categories are an integral part of the process of
exploration. “Categorization” of this kind does not seem to us to pro-
duce “new knowledge.” While exploring physical reality (for instance)
we might note that certain materials are everywhere present in a con-
tainer, certain others are present only in the bottom of a container, and
yet others are present in arbitrary parts of a container. For convenience
we may refer to these materials as gases, liquids, and solids. But such
characterizations add little or nothing to our knowledge; they only tend
to gather existing knowledge together.

Another way of putting this is to say that common sense is “uncriti-
cal”” When we merely distinguish gases from other materials without
otherwise characterizing them, we have come no closer to understand-
ing them. We have not suggested “why” they are different, as the physi-
cists’ kinetic theory does. When we come across something new in this
scheme (such as the discovery in 1937 of the superfluidity of liquid he-
lium) common sense simply adds it to our knowledge of physical reali-
ty; it is the task of theorizing to discriminate it from other things.
Limited to using descriptions drawn from the same order of reality,
common sense can only tell us where the new object occurs in our over-
all transactions with the world.

In this way our commonsense knowledge of any order of reality pro-
vides us with a basis for understanding it, i.e. with subjects for theoriz-
ing; but it is only theories themselves that probe and analyze these
subjects, resulting in new understandings. They do this by borrowing
categories from other orders of reality.
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Common Sense and Theorizing

Why theorize? If common sense—the unilateral exploration of each or-
der of reality—is a natural process of knowledge, why add an artificial
process to it? A first approach to answering this question involves not-
ing some very basic varieties of theorizing. The survival of any living
organism requires a constant interchange between its behavior and the
local physical reality. Physical stimuli (events in the physical environ-
ment) show up in behavior as perceptions of some sort; the organism’s
behavioral responses are realized physically as actions in the same en-
vironment.

When this process takes place in ourselves some of the behavior lies
in thought, where we may be directly aware of it. A pencil rolls off my
desk; my perception of this physical event starts a “train of thought.”
Do I need the pencil right now? Is there another within reach? How
easy will it be to retrieve it? At some point these considerations usually
result in my getting down and reaching under the desk, a physical re-
sponse.

Our daily life is filled by incidents like this. Most of them are so rou-
tine that we are not explicitly aware of all the considerations entering
into our reactions to the physical world Generally speaking, we theo-
rize about the process only when a problem arises. When I am driving a
car, for example, I do not normally “think about” my driving, although
the activity itself clearly uses my mind. It is only when an unusual situ-
ation arises—a car unexpectedly pulling out of line, a red light ahead,
the sound of a horn, or whatever—that I begin to analyze my situation.

It is under such conditions, when the flow of commonsense inter-
changes between human behavior and physical events is broken, that
theorizing becomes necessary. John Dewey analyzed this process at
length."3 Equating “knowledge” with what I call “theoretical knowl-
edge,” Dewey asked why it was created and what ends it served. His
answer was that such knowledge formed an intermediate step between
two stages of “experience.”

The first stage is what I call common sense—for Dewey, a blend of
instinct with habit in which the human organism lives in a sort of sym-
biotic relationship with its environment. A conflict or “tension” in this
situation produces the need for knowledge. Satisfaction of the need de-
mands discursive intellectual thought, the consummation of which is
the removal of the conflict. Since knowledge is sought only for this pur-
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pose—dealing with one’s environment—it is all literally “experimen-
tal.” Moreover for Dewey such “experimental knowledge” is never an
end in itself but leads immediately to a higher stage of experience that
is richer, more orderly, and more fully “aware” than the first:

Speaking then from the standpoint of temporal order, we find reflection,
or thought, occupying an intermediate and reconstructive position. It
comes between a temporally prior situation (an organized interaction of
factors) of active and appreciative experience, wherein some of the fac-
tors have become discordant and incompatible, and a later situation,
which has become constituted out of the first situation by means of act-
ing on the findings of reflective inquiry. The final situation therefore has
a richness of meaning, as well as a controlled character lacking in the
original.!*

In Dewey’s analysis, theorizing “elevates” common sense to a new lev-
el of capability in dealing with reality. It does this whenever we find
that common sense “doesn’t work.”

My present analysis extends this concept: theorizing “reconstructs”
common sense by permitting us to question it. When a problem arises
in the interplay between my thoughts and physical reality (for in-
stance), common sense fails to achieve a solution because it treats each
order of reality in its own terms. I am forced to understand the problem
either wholly physically or wholly mentally, and cannot adjudicate be-
tween these two independent positions. A theory allows me to compare
the two viewpoints; when I do, one result of this comparison is a con-
cept of error.

Perception

For example, suppose a penny and a dime are on the table in front of
me. [ want to know which is larger. My physical common sense tells
me the penny is larger; in the behavioral common sense of my sensa-
tions the penny also appears larger. So far there is no problem and no
need to theorize.

But suppose the penny and dime are placed on a drawing of con-
verging lines, creating an optical illusion in which the dime appears to
be larger. My behavioral common sense (which is capable only of ac-
cepting my sensations uncritically) now tells me the dime is larger. Yet
physical common sense still claims the dime is smaller. There now ex-
ists a conflict which can manifest itself in several ways: for instance I
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might find my efforts to cover up the penny with the “larger” dime frus-
trated.

To resolve the conflict I resort to a theory of perception. It asserts
that my thoughts of a certain kind are “physical images”; in other
words, it applies physical categories to my thought behavior. Among
these categories will be “disc images” (or images of flat things or of
coins themselves, at various levels of categorization), which separate
and identify the sensations I have of coins, and in particular of these
two coins. The theory will also have categories identifying relative size,
under which other parts of my thought behavior will fall. Using this
theory, I will then be able to understand that one sensation I have refers
to the physical penny and another refers to the physical dime, while the
thought I have that the dime is larger than the penny refers to their rela-
tive physical size.

Such a theory of perception (even in the rudimentary form sketched
here) now provides me with a vital new piece of knowledge, for I al-
ready know from my commonsense grasp of physical reality that the
penny is actually larger—therefore a conflict or error exists. Applying
the theory further allows me to locate the source of the conflict: by
moving the two coins around until the penny appears larger (i.e. the
conflict disappears), I discover that the perceptual problem occurs only
when they are on the drawing of converging lines. This may then be-
come the starting point for enriching my common sense with an under-
standing of optical illusions, central to which will be a notion of
erroneous perceptions.

It is important to realize that no understanding of just one order of
reality by itself can yield an idea of error in a situation such as this.
Suppose we had an elaborate body of knowledge about physical reality
without any understanding of behavior. We would then have to de-
scribe my judgment about the relative sizes of the coins as a string of
purely physical events. Such an understanding would assert that when
discs of various sizes are placed before me, my mouth will tend to
make certain sounds (“statements” about them). It will turn out that the
sounds made by my mouth will be different if a converging line pattern
is placed under the discs. But there will be no way (within purely phys-
ical knowledge) to decide that one sound pattern is “correct” and the
other is “incorrect”; both must be regarded simply as natural products
of the existing physical conditions. That is, the only description purely
physical knowledge could make of the optical illusion would be to
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specify that my mouth makes certain sounds when two discs of differ-
ent sizes are on a plain background and different sounds when they are
on a lined background. The description could not be made to yield any
specification of error, nor would it make any sense to label one pattern
of sounds “erroneous.”

Similarly, suppose we understood behavior but had no knowledge of
physical reality. Our knowledge would now specify that when I have a
sensation of a plain background my image of the coppery disc appears
larger than that of the silvery one, but when I have a sensation of con-
verging lines in the background the reverse is true. Both cases would
have to be treated as equally valid and complete sets of sensations; in
the absence of any knowledge of physical reality neither could be iden-
tified as “erroneous.” In general, every time we try to describe reality in
terms of our knowledge of just one order we find that the very notion of
“error” is extraneous and cannot be included.

Error and Theorizing

The conclusion just stated is uniformly true throughout the whole of
knowledge. When we explore reality our understanding expands within
each of its independent orders—physical, behavioral, and ideal. Within
any one order we may come to know more and more, but can never
frame an idea of error. These parts are simply connected as they are,
and we must accept them uncritically. But when we compare two or-
ders of reality—as in the example just given, when we compare our
knowledge of our sensations (in behavior) with our knowledge of our
physical surroundings—then we begin to comprehend that one may be
“incorrect” with respect to the other. This is the case for all combina-
tions of the orders of reality.

I have just illustrated how behavior may be understood to be errone-
ous with respect to physical fact. Conversely, physical events may be
understood to be erroneous with respect to behavior, as when we in-
tend to perform a certain physical act but end up doing something else.
I wanted to pick up the pencil, but pushed it off the desk instead. Char-
acterizing such an occurrence as “incorrect” becomes possible only
when we simultaneously understand the behavior willed or intended
and the physical actions done.

Theorizers frame ideas of correctness and incorrectness between ide-
als and physical reality in the same way. This is the starting point for
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modern science. Scientists assume that for any given set of physical
facts there is an ideal description; and if the description is “correct” it
will yield, by logical processes within ideals, other descriptions for
which there must be corresponding physical facts. This, in capsule
form, is the process of induction, prediction, and verification that is
commonly taken to be the core of scientific method.

Depending on whether the scientist is a theoretician or a practitio-
ner, when a discrepancy appears between ideal formulas and physical
facts he will attribute the problem either to an erroneous description or
an incorrectly done physical experiment. Either way the discrepancy
spurs new investigations, leading to an enlargement of knowledge. It is
part of the accepted folklore of science that when facts do not “verify”
formulas the latter are rewritten, although as I mentioned earlier this
scenario is largely honored in the breach. A more common outcome is
the revision of experimental technique under the same circumstances.

The discovery of argon gas in 1894 (for instance) resulted when
measurements of the specific gravity of nitrogen derived from its com-
pounds and that of nitrogen extracted from the air turned out to be dif-
ferent in the third decimal place. At that late date it would have been
too deep a violation of physical theory to allow a variation in specific
gravity to result from the provenance of an element; so the only alterna-
tive was that one or the other measurement was incorrect. Eventually it
was discovered that atmospheric nitrogen (as it was then extracted)
contained over two percent argon gas, a hitherto unknown material.
Thus was our knowledge of physical reality enlarged. Similarly, Szent-
Gyorgi discovered vitamin C by observing a brief delay (less than a
second) in the progress of a common chemical reaction. Such observa-
tions of events that are “incorrect” with respect to our ideal expecta-
tions are a frequent source of new data in science.

The Uses of Error

These examples illuminate the question: why do we need a concept of
error? Common sense is capable of exploring reality without identify-
ing error, by the separate development of our knowledge of the physi-
cal cosmos, behavior, and ideals. Why then do we press our
commonsense knowledge into parallelisms, categorizing one order of
reality by means of another, just to apprehend places where they con-
flict? The reason is that this is a highly efficient way to find “new reali-
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ty.” In the instances just mentioned (the discoveries of argon and
vitamin C) it is unlikely that chemists would have stumbled across
these materials without the impetus of anomalous occurrences. The er-
ror between fact and formula was crucial. In the earlier example, my
awareness that the relative sizes of two coins in my perception can be
altered by their background leads to the discovery of optical illusions.
Many such examples could be cited.

What happens here is that theorizing provides us with a means, arti-
ficial but useful, for separating “old knowledge” from “new knowl-
edge.” Error is a sort of signpost that alerts us to the direction in which
new knowledge lies Through the scientific categorization of physical
reality by ideals we encapsulate large areas of physical knowledge,
treating them as “already known.” The scientist does not have to deter-
mine the physical properties of everything used in an experiment, be-
cause scientific theory affirms that they will be the same as the
properties of previously measured “like” objects. Thus the scientist’s
observations may focus on the new and anomalous. A theory of behav-
ioral perception tells me I need not test the solidity of my desk before
laying a pencil on it, because it is solid if it “looks” solid. Such a theo-
ry obviously saves me a great deal of trouble, and frees my understand-
ing for circumstances in which my perceptions encounter difficulties.

When we discuss the relations between ideals and behavior, as Plato
frequently did, we need not constantly review the bulk of human life,
because most of its ideal characterizations are commonly agreed. In-
stead we concentrate on the crucial or “poorly understood” instances
(such as “true justice”) where traditional ideal-behavioral correspon-
dences do not always fit. In all such cases, when error crops up in our
comparisons it is a signal that new knowledge is at hand.

Dewey noted that theorizing occurs in response to a problem in com-
mon sense. We can invert this slightly by saying that theorizing enlarg-
es common sense by identifying its problems. Theorizing defines error,
and error shows in which new direction our common sense may grow.
This is the “why” of theorizing: it is an efficient means for indicating to
us what we don’t yet know.

Why We Theorize

Our understanding of any order of reality, however well developed, is
of course an understanding of only part of reality itself. This is what is
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meant by separating reality into orders. As we explore any such part,
eventually we must come to its “boundary,” beyond which lies another
order. At first we will try to fit what we find into our existing under-
standing. But in most cases this attempt will eventually fail; we must
search for understanding in another order of reality. The signal that tells
us this is necessary is our recognition of error.

At exactly those places where our existing knowledge fails as a full
explanation of reality we become aware that something is “erroneous”
with respect to something else—a thought with respect to a fact, an ac-
tion with respect to an intention, a fact with respect to a formula, etc.
The experience of error jogs us out of common sense and forces us to
theorize. Thus we turn our attention from one type of maxima to an en-
tirely different type, from one order of reality to another. Making this
transition through an awareness of error is the principal outcome of the-
orizing, and the desirability of making it is the main reason why we
theorize.
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If a man begin with certainties, he shall end in doubts;
but if he will be content to begin with doubts he shall end
in certainties. FRANCIS BACON

How is theorizing done? I have discussed generally what theories are
and why we build them; the last topic in this series of characterizations
is an examination of the general theorizing method.

In §2.1, I mentioned theorizing “styles” and related them to the theo-
rizer’s selection of categories. For instance, a theory about physical re-
ality using ideal categories (typical of modern science) displays a style
wholly different from that of an animistic theory about the same sub-
ject, using behavioral categories. Ideal categorization, in this case, gives
our understanding of physical events a quality of rigorousness and ab-
soluteness, the security of knowing that ineluctable forces are every-
where and eternally operating in accordance with unbreakable laws.
Behavioral categorization, on the other hand, produces a theory that is
more flexible and dynamic, in which our relationship with physical
events is an important factor in our understanding them.

From a scientific viewpoint, any theory that inspires the natives of
Dobu to cajole their yams and mutter incantations to canoes and fish-
nets misses the point because it fails to touch on the absolute principles
involved; while to a Dobuan the scientists’ talk about invisible parti-
cles, forces existing in a vacuum, and laws enforced by no one might
seem so remote and contrived a description of reality as to be utterly
without interest. And it seems both are at least partly right. Just as a
Dobuan could not run a scientific laboratory without adopting ideal cat-
egories, so no scientist could feed himself on Dobu (or anywhere else,
for that matter) without using behavioral categories.
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To the foregoing two styles we can add a third, resulting when we
adopt physical categories. Physically categorized theories have a quali-
ty of being externally determined in a changeable, contingent way.
They tend to follow the subject matter, wherever it may lead. For exam-
ple, the “descriptive sciences”—zoology, geology, astronomy, and so
on—classify objects or phenomena by categorizing ideals physically.
They define the classes into which their subject can be divided and then
“identify” each object of experience by the classes to which it “be-
longs.”” When new objects appear or when old objects are understood
better, the scheme of categorization may change.

Objective, Usable, Logical

For convenience in the following discussion I will epitomize the three
general theorizing styles by three words that more or less connote their
characteristics. I will say that physical categories make a theory objec-
tive, behavioral categories make it usable, and ideal categories make it
logical. Thus, for example, scientific theories that depend heavily on
abstractions are logical but not very usable; they are not handy for ev-
eryday living. Theories that categorize things by their behavior are us-
able but not very logical. For example, dictionaries (in which language
behavior is categorized physically) are objective but not very logical;
they tell us what words “mean” even when the meanings are vague or
contradictory.

These epitomizations of theorizing styles are not as arbitrary as it
may at first seem. As I will discuss in more detail in §3, living things in
general have evolved their tripartite grasp of reality to fill specific
needs. Briefly, I will examine how life arose out of physical reality by
the evolution of responsive machines (organisms) in a favorable ther-
modynamic situation. Such machines are physical and must constantly
respond to physical events. Objectivity—being responsive to these
events—reflects life’s earliest need to follow the exigencies of physical
existence; any organism that is not objective perishes. At a later stage of
evolution it became additionally important for organisms to understand
each other’s behavior. Those that did were more successful in captur-
ing food, reproducing, and avoiding predators. Knowledge of behavior
made life aware of a world that related directly to its needs and goals: it
added the “use factor” to knowledge. Finally, first species and then in-
dividuals acquired a grasp of ideals, ultimately generating the human
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capacity to be logical. Logic is an efficient method for organizing very
complex behavior, for classifying and setting aside factors that do not
pertain to present goals. Ideals make it possible for life to sort out be-
havior “techniques” in general, remembering those that turn out to be
successful and forgetting those that do not.

Thus we (as living things) have evolved three different approaches to
reality, which show up in our common sense as a grasp of three sepa-
rate “orders.” Depending on circumstances, our understanding of reali-
ty must be in turn objective, usable, and logical. When we create
theories we derive categories from common sense, applying them to
subjects in otherwise unrelated orders. These categories carry with
them the qualities we have learned to recognize in reality, imputing
these qualities to the new, unrelated subjects being categorized. In this
way our selection of categories tends to give the theories we build their
distinct qualities of being objective, usable, or logical.

Although the felt characteristics of theories are derived primarily
from their categories, subject matters also play a role. Because these are
the sole characteristics of our commonsense viewpoints, any theory
about physical reality must try to be objective, any theory about behav-
ior must try to be usable, and any theory about ideals must try to be
logical. If they are not, theorizing will ultimately challenge common
sense and common sense will win. But such subject-oriented character-
istics of theories appear principally in a negative form, as “warnings.” It
is a serious defect if a physical theory strays too far from objectivity or
a theory about behavior is too patently useless or a theory about ideals
is plainly illogical. Yet these defects are not always evident. Theories
are “self-protective” —they typically define potential defects in terms of
their own categories, so that they retain control over the concepts of
their own verification as much as possible.

For instance, in scientific disciplines using ideal categories the os-
tensive test of “loss of objectivity” is the demonstration of a counter-ex-
ample. If a theory predicts event A and event not-A happens instead,
then the theory is taken to be not objective and should be revised. But
this is a logical test for objectivity, based on a presumed applicability of
the “law of contradiction.” Compare this with the typical Dobuan theo-
ries of physical events (using behavioral categories) described in §2.1.
These theories tolerate contradiction easily, and no demonstration of
counter-examples alone is sufficient to destroy them. When European
missionaries grew yams without incantations the logical consequences
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of this fact did not drive the Dobuans to revise their beliefs, because
any threat to their theory would have to be behaviorally characterized.
Only the demonstration of the working of a more effective incanta-
tion—i.e. a more usable theory —would convince a Dobuan that he had
not been fully objective in his approach, that he had not been appealing
to yams in the way they demand. Thus the scientist’s criticism of ani-
mism as being illogical is derived from a specialized view of reality,
and is no more inherently valid than the animist’s criticism of science
as being unusable.

An inspection of various theories shows that, in general, the charac-
teristics they get from their categories tend to be dominant. In effect,
each theory promises to show us its subject in a new light, regardless of
how we have seen the subject before. Unless its new depiction is an
outlandish violation of our existing common sense, our tendency is to
let the theory work its charm. An important factor in the theory’s suc-
cess is then the degree to which it also revises our notions of verifica-
tion. This is how (for instance) science and animism can make the same
physical events seem to be controlled logically from one viewpoint and
explained behaviorally from another. Both approaches violate common
sense (by mixing up our understanding of the orders of reality) but
cause us to ignore the violations by redefining our methods for detect-
ing error itself.

The Introduction of Minima

It is at this stage that the introduction of minima becomes essential to
theorizing. The problem is that categorization itself is a form of error.
From the viewpoint of common sense, categorization attempts to relate
two parts of reality that are inherently unrelatable because we under-
stand them in totally different ways. Theorizing tries to convince us (for
instance) that physical things have ideal properties when our entire
common sense tells us that physical things and ideals are two distinct
kinds of reality. Were we simply to propose a scheme of categorization
in all its nakedness—*“we have decided to treat physical things as if
they had ideal properties” —we might just be laughed at, as Aristotle
laughed at the Pythagoreans.

But successful theorizers are more subtle. What they do is bury the
inherent error in theorizing by “discovering” minima. Minima solidify
categorizations by providing concrete objects of knowledge for their
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justification. At the same time, categorizations support minima by giv-
ing us reasons for treating them as real. The end result is that in any
theory we decide (usually implicitly) to adopt a set of fictions in the
form of concepts of minima. These concepts provide fixed, unanalyz-
able points that “pin” the theory together and convince us to accept it.
Although minima are posited to “bury” the error of categorization in
all types of theories—not just physical theories using ideal categories —
this process is particularly clear in modern physics. We can even dis-
cover approximately when the burial took place, and who did it. Isaac
Newton’s unprecedented success in achieving a physical-ideal “fit”—
his extraordinary ability to draw up correlations between the physical
observations of his day and the elegant mathematical formulas that be-
came their “laws” —obscured his shortcomings as a philosopher. The
need to justify such correlations in general became ignored as his theo-
rizing matured. In his early work, Newton was meticulous in resisting
all arbitrary “hypotheses,” or ideas not derived from unquestionable ex-
perience. But later he unwittingly compromised by concealing his “hy-
potheses” within the selection of the basic ways he would describe
reality. They became embodied in his general choice of such minima as
mass and forces. E. A. Burtt, in his critical work The Metaphysical
Foundations of Modern Science, points out this transition (my italics):

Do not the very initial experiments and observations, as a result of which
the mathematical behavior of phenomena is defined, presuppose some-
thing which we can only speak of as an hypothesis, to direct those exper-
iments to a successful issue? In the days of his early optical labors
Newton would not have entirely refused assent; there are sometimes hy-
potheses which definitely ‘can be an aid to experiments.” But in his clas-
sic writings even such guiding ideas seem to be denied place and
function. Apparently we need an hypothesis only in this very general
sense, namely the expectation that inasmuch as nature has hitherto re-
vealed herself as being to a large extent, a simple and uniform mathemat-
ical order, there are exact quantitative aspects and laws in any group of
phenomena which simplifying experiments will enable us to detect...|

Thus by selectively treating certain parts of reality as both physical and
ideal, Newton instituted a legacy that persists in physics to this day. He
established the idea that a “search” for physical-mathematical minima
was prerequisite to gaining ultimate knowledge about physical reality.
Ordinarily such a search would violate common sense. Yet we toler-
ate it because it seems to be an integral part of the normal process of
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theorizing, which we accept. As I described it earlier, theorizing is a
process of laying one order of reality alongside another to create a “fit.”
Because we understand any theory’s categories in an entirely different
way than we understand the reality categorized, the fit is never perfect.
In fact we can find error at any point we choose.

Operational Definitions

Under the rubric of “conventionalism,” Henri Poincaré pointed out
early in the 1900s that for any given mathematical expression and any
given set of physical facts, a set of “operational definitions” could be
devised that would make the mathematical expression a “valid” de-
scription of the facts. Conversely, a set of operational definitions can al-
ways be written that will make the expression invalid or erroneous with
respect to the facts. The obvious reply to this observation is that some
operational definitions are immensely more complex than others, and
we are justified in insisting on the simplest. For instance the operation-
al definitions required to make the Pythagorean theorem A+B?=C?
represent Newton’s law of gravity would be so complex and clumsy
that no one would accept them as the basis for a valid theory. In his
Foundations of Physics, Philipp Frank sums up this position as follows:

The equations, by themselves, are said to be ‘valid’ or confirmable by
experiments only if, by substituting ‘simple and practical’ operational
definitions, they become confirmed physical laws. This does not exclude
that, by admitting all imaginable operational definitions, almost any sys-
tem of equations could be converted into confirmed laws, provided that
the system is not self-contradictory. If we consistently make the distinc-
tion between ‘simple and practical’ operational definitions and arbitrary
definitions which may be ‘complicated and impractical,’ it becomes clear
in what sense the general laws of physics are purely conventional and in
what sense they are valid assertions about facts.'®

In rebuttal, P. W. Bridgman has pointed out by an elaborate analysis
what the operational definition of even such a basic physicist’s term as
“energy” would have to be.!” It turns out to be of staggering complexi-
ty and requires many of what he calls “pencil and paper operations.” Yet
this has not driven physical theoreticians to abandon “energy” as a fun-
damental category.

Even in the highly rigorous discipline of theoretical physics, the in-
herently unbridgeable gap between its two orders of reality (mathemati-
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cal ideals and physical events) is hardly ever admitted. When the
parallelism seems to work, when new mathematical descriptions lead to
new physical insights, the difference tends to be ignored. We read state-
ments such as this by the physicist P. A. M. Dirac (1963):

It seems to be one of the fundamental features of nature that fundamen-
tal physical laws are described in terms of a mathematical theory of great
beauty and power, needing quite a high standard of mathematics for one
to understand it... One could perhaps describe the situation by saying that
God is a mathematician of a very high order, and He used very advanced
mathematics in constructing the universe. Our feeble attempts at mathe-
matics enable us to understand a bit of the universe, and as we proceed to
develop higher and higher mathematics we can hope to understand the
universe better.'®

Yet when physicists are less sanguine, when their research uncovers
mathematically intractable effects and their formulas seem to mock at
common sense, their attitude may swing in the other direction. At these
times their implicit standpoint might better be represented by FEin-
stein’s oft-quoted dictum: “So far as the theorems of mathematics are
about reality they are not certain; and so far as they are certain they are
not about reality.”

A basic difficulty with the operationalist defense of physical sci-
ence—claiming that its formulas are “valid assertions about facts” be-
cause their correspondences can be established by adopting “simple and
practical” operational definitions—is that it begs the question. For any
given set of facts and a system of formulas declared to be valid asser-
tions about the facts by virtue of “simple and practical” operational def-
initions, a set of even more “simple and practical” operational
definitions can always be found that will invalidate the formulas.

In other words, science assumes for a given set of physical facts that
some system of formulas must be applicable. It then selects that system
of formulas which can be applied by means of the simplest operational
definitions, rejecting other systems that require more complex justifica-
tions. But it does not accept even simpler operational definitions if they
result in no system of formulas being validated, because its purpose has
been to fit formulas, not to find simple operational definitions. In this
way the question of whether, for a given set of physical facts, there ex-
ists any system of formulas that are “a valid assertion about them” is
begged.
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The source of this difficulty becomes clear when it is expressed in
terms of the present analysis. Any identification of “simple and practi-
cal operational definitions” requires the inclusion of behavioral catego-
ries in a physical theory, in addition to the ideal categories embodied in
its mathematical formulas. “Simple” and “practical” are qualities that
can be understood only by referring to behavior. But a theory becomes
inconsistent when it uses both ideal and behavioral categories, particu-
larly when their application is in a sense reciprocal —when a variety of
different ideal categories could be “validated” by choosing suitable be-
havioral categories and vice versa. To achieve consistency, any theory
must draw categories from only one order of reality. If scientists retain
the behavioral categories and follow them through, the ideal categories
evaporate, because (as I mentioned above) the simplest and most practi-
cal operational definitions of physical fact yield the conclusion that no
ideal equations are “valid” for it. Conversely, if they retain the ideal cat-
egories then these must be judged by their own logical characteristics;
they may not be further discriminated in terms of our convenience in
applying them.

Minima and Operational Definitions

In this dilemma, minima come to the rescue. By asserting the reality
of minima we posit that two independent orders of reality actually meet
at certain points. This seems to establish an absolute justification for
their parallel “fit” in that region. In physics, for instance, where ideal
formulas are being fitted to physical facts, asserting the reality of “par-
ticles” constitutes something like adopting an operational definition
without seeming to. The particle concept simultaneously idealizes
something physical and “physicalizes” part of our ideal formulas. Parti-
cles are physical because they are the ultimate constituents of matter,
make tracks in our cloud chambers, cause scintillations in our detec-
tors, and so forth; at the same time they are ideal because they are indi-
visible, always have the same properties, are immutable, and can be
totally characterized by mathematical expressions.

In a theory about particles we cannot doubt that physical reality and
ideals meet. Do you doubt their physical existence? Then take your ra-
dium-painted wristwatch into a dark room and see the particles burst-
ing from the dial. Do you doubt their ideal nature? Then consider the
numerical constants for their mass, charge, etc., which completely de-
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fine them and which have been verified by a multitude of experiments.
With evidence such as this, ideal-physical theorizing comes alive.

Positing minima satisfies the same need as adopting “operational
definitions.” Minima solidify a theoretical “fit” between two orders of
reality, and they promote the theory that hypostatizes them from mere
supposition to an apparent description of actuality. So characterized,
they may sound like simple conjurers’ tricks. But minima are what
make theorizing work, and theorizing does expand knowledge. For in-
stance, the particle concept in fact helps enlarge our understanding of
reality: not the “reality” of particles, for we have already crippled our-
selves in this area, but reality elsewhere.

On the one hand particle research encourages us to build new and
hitherto unimagined machines for manipulating small masses at enor-
mous energies, as well as instruments of great sensitivity for recording
the histories of minute and brief physical events. On the other hand it
stimulates mathematicians to investigate areas of ideals (such as theo-
ries of transformations) that would not otherwise be discovered or
deemed to have interest. All this constitutes a genuine exploration of re-
ality. Out of it comes new knowledge of highly unusual areas of physi-
cal and ideal reality, which we would never have thought to examine
had we not first adopted the notion of tiny particles moving through
space. Out of it will eventually come whole new insights to add to our
present common sense, and from them will come new theories in which
particle concepts will possibly play no part.

What happens in actual theorizing is that minima are posited to justi-
fy our adopting a “fit” between two orders of reality, and subsequent
explorations radiate outward (within each order) from those points. Lat-
er on, these explorations may suggest a better fit. If the better fit is
adopted we “slide” the correspondence and then justify it by positing
new minima, often thereby abandoning the old ones.

For example, the eighteenth century theory of heat posited a mini-
mum which Lavoisier christened “caloric”—a fluid that flowed from
hot bodies to cold ones. Its reality was defended much as that of parti-
cles is today. Do you doubt the physical existence of caloric? Then put
a poker in the fire and watch the caloric being soaked up. Do you doubt
its ideal nature? Then examine Lavoisier’s formulas, by which its mo-
tions are thoroughly described, quantized, and predicted. What finally
killed the caloric concept was the particle theorizing inspired by New-
ton and Dalton. With the development of principles relating the pres-
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sure, volume, and temperature of gases (by Boyle and Mariotte) it
became clear that heat could be understood better as a manifestation of
particle motions than as a monolithic fluid. “Kinetic energy” became a
new minimum, and explorations of reality proceeded from that point.
The theoretical alignment of ideals with physical fact had been altered
in such a way that the existence of caloric was no longer needed to jus-
tify it, so the concept was dropped from physics.

Thus there is a process of mutual support between theories and the
concepts of minima that they manufacture. Minima make a theory seem
“realistic,” while at the same time the theory supports our belief in the
existence of its minima. Because the categorizations of any theory are
potentially erroneous at every point of their application, we must de-
stroy our sensibility of error at one or more points before a theory be-
comes workable. Minima do this job, which is why they have become a
mainstay of theorizing. Using them as unquestioned “fasteners” be-
tween two different orders of reality, we establish a theoretical align-
ment; this then inspires us to dig about in neighboring areas,
discovering new maxima that ultimately lodge in our common sense.
Whenever we discover a better theoretical alignment we shift our cate-
gorizations, usually in the process dropping old minima and positing
new ones. This (in most general terms) is how we theorize.

Certainty

A philosophical point is worth noting here. Some epistemologists have
placed a great deal of emphasis on defining a class of facts of which we
can be “most certain.” Claims have been made at various times for the
absolute certainty of mathematical truths, of individual sensations, and
of the existence of God.

In comparing our ideas of maxima with our ideas of minima, one of
their striking differences is that as maxima become larger (within the
limits of our understanding) we become more certain of them, while as
minima become smaller they become more and more problematic. Thus
as I sit here I am fairly certain that there is something I call a pencil ly-
ing on something I understand to be a table; my certainty is not abso-
lute because it is tempered by the realization that I might be suffering
from a temporary hallucination or someone might have arranged a clev-
er illusion while I was out of the room. I am considerably more certain
that there are pencils and tables somewhere, even if not here now. I am
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most certain that there is a physical world in general containing things
like pencils and tables. That the whole physical world is not an illu-
sion, although parts of it may be, is one of the most certain facts I
know.

Going in the other direction, the fact that the wood of the pencil is
made up of cells is something of which I am less certain than that it is
lying on the table in front of me. Since I cannot see cells directly, ac-
cepting the evidence for them requires me to make several assumptions
about microscopes and optical theory. Finally the idea that wood is “ul-
timately” composed of subatomic particles (or quarks) is the kind of
fact of which I am least certain. For that I must accept a mass of theory
“explaining” what would at first appear to be irrelevant pictures of
cloud chamber tracks and records of pointer readings made by incredi-
bly complicated machines.

The difference here is not so much the number of assumptions de-
manded by concepts of minima (as opposed to our direct experience of
maxima), but rather where these assumptions lie. In the case of my be-
ing certain of the physical world as a whole my assumptions are all
drawn from the same order of reality. My common sense has catego-
rized physical things physically, in a picture that “all hangs together.”
But in the case of my being certain of such things as subatomic parti-
cles, I must apply a large body of nonphysical “accessory” facts. If I do
not believe it is valid to associate with every particle a number repre-
senting its “energy,” for instance, then cloud chamber pictures will be-
come meaningless for me as depictions of reality. Looking at them will
not make me certain of anything. The key to successful theorizing is
that we are willing to make such associations, and are led thereby to
hypostatize minima. The key to common sense is that we avoid them,
and are led thereby to understand maxima. As minima become more
“fundamental,” the associations between the separate orders of reality
on which they depend becomes more tenuous, and we become less cer-
tain of their existence. This is a general epistemological defect that is
intrinsic to theorizing itself.
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2.4 Structuralism

In a world in search of meaning and an understanding
of itself, structuralism has given voice to a new view, a
new ‘myth’ which has been recognized and seized by
many people, each in his own way. R. DEGEORGE

In the second half of the twentieth century a style of theorizing
emerged, particularly among French thinkers, called structuralism. Al-
though frequently pursued in the confused state typical of methodolo-
gies in their formative stages, structuralism embodies ideas that purport
to alleviate some of the theorizing defects I have been discussing. Thus
it requires a brief review here.

At present the name “structuralism” is used fairly indiscriminately to
cover a mixture of theorizing approaches, which accounts for the uni-
versal difficulty its practitioners find in defining it. Two of these ap-
proaches, although central to the structuralist idea and a subject of
controversy to many thinkers, have already been treated here and so
need only be mentioned.

First is the idea of an independent reality called “behavior,” neither
chimerical nor reducible to physical events. This attitude echoes Des-
cartes, a primary source of French philosophy: in explaining his fa-
mous “cogito, ergo sum,” Descartes defined the subject of “sum” (the
“I” of “I am”) as “a being which doubts, which understands, which af-
firms, which denies, which wills, which rejects, which also imagines,
and which perceives.”!” Such a “being” is clearly a part of the behavior-
al order of reality, in the terminology used here. Hence a pattern of be-
havior forms the starting point for Cartesian ontology.

However, the independent existence of behavior is by no means uni-
versally admitted by philosophers and scientists. One of the struggles of
structuralism (which originated in such behavioral disciplines as lin-
guistics, anthropology, literature, and psychology) has been to estab-
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lish the validity of making assertions about pure behavior. For instance
Howard Gardner writes in The Quest for Mind (1973):

...the structurally-oriented social scientist typically models himself after
a natural scientist... All these scientists may be said to be searching for
the structural components, and the underlying structure, of the physical
or biological world; they do so by seeking units which they can see (like
cells) or which, though invisible, can in some sense be said to have a
physical existence (like atoms). The social scientist, by contrast, deals
with behavior, with institutions, with thoughts, beliefs, fears, dreams. At
various times, it has been claimed that these do not exist and therefore
should not be studied, or, alternatively, that they do exist and are as phys-
ical as cells or crystals. The structuralists subscribe to neither view. They
believe that behavior and institutions do have a structure, and not merely
in a trivial or metaphorical sense, but that this structure will never be vis-
ible or tangible; nonetheless, that it is incumbent upon the investigator to
ferret it out and to map its dimensions, in clear, preferably formal or
mathematical language.?’

The other part of the structuralist approach treated in the present discus-
sion is the idea of categorizing behavior ideally. Note the reference to
this at the end of the foregoing quotation. The elaborate formulations
developed by Claude Lévi-Strauss to define the “structures” of kinship
relations and traditional myths are examples of this approach. They rep-
resent an attempt to achieve for theories of behavior what mathemati-
cal formulas achieve for theories of physical reality: namely, to describe
in symbolic and logical form the properties that a theory finds common
to a variety of separate subjects.

In this there is nothing extraordinary. In fact we might wonder that it
has taken so long for studies of behavior to achieve the kind of “Newto-
nian revolution” —ideal categorization—that studies of physical reality
achieved more than two centuries ago.

Structural Categorization

But there is another facet of structuralism that is truly new. This is the
idea of combining physical, behavioral, and ideal categories into a sin-
gle explanatory device that will make uniform theoretical treatments of
all subject matters feasible. One of the pioneers of structuralism, Mau-
rice Merleau-Ponty, introduces the term “form” in this role. After delin-
eating three separate orders of reality corresponding to those described



2 4 Structuralism 93

here, but characterized from a phenomenological and Sartrean view-
point, he writes:

It is here that the notion of form would permit a truly new solution.
Equally applicable to the three fields which have just been defined, it
would integrate them as three types of structures by surpassing the anti-
nomies of materialism and mentalism, of materialism and vitalism.
Quantity, order and value or signification, which pass respectively for the
properties of matter, life and mind, would no longer be but the dominant
characteristic in the order considered and would become universally ap-
plicable categories.”!

Here is an important idea: if we treat all reality structurally we might be
able to theorize successfully from a single set of universal categories,
because the structural approach combines physical, behavioral, and ide-
al viewpoints. This solution would occur naturally to theorizers who are
trying to categorize behavior by ideals borrowed from the physical sci-
ences. Since their data would tend to remain physical (sounds and
marks in linguistics, the observed actions of primitive people in anthro-
pology, etc.) any theory about the associated behavior that does not in-
clude some sort of physical categorization as well would be immedi-
ately subject to attack as “not objective.” When wholly separated from
physical embodiments, behavior theories categorized only by ideals ei-
ther float off into mystical introspection or become moralistic, both of
which tendencies type them as “unscientific.” Adding physical catego-
ries brings them back to earth.

Hence it is a clever approach to say that behavior is being character-
ized “structurally.” The idea of structure has a sufficiently physical fla-
vor to suggest objectivity, without forfeiting the flexibility that comes
from categorization by ideal formulas.

For instance, when Lévi-Strauss finds two primitive myths to be
similar because they can both be defined by the same string of quasi-
mathematical expressions, he flies in the face of traditional anthropo-
logical theorizing, which would relate them (if at all) on the basis of the
similar physical needs or situations of the myth makers. Traditionalists
will complain that his abstractions are pure inventions and that he is not
being objective. But when he claims they have the same structure, even
though his reason for saying so is that they “conform” to the same ab-
stract formula, it sounds more concrete. If things like atoms and bridg-
es have structures, why shouldn’t myths and rituals also have
structures? In this way the idea of structure permits abstract studies of
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behavior to flourish within a scientific community heavily dedicated to
physical theorizing.

Field Theorizing

From another standpoint, structural theorizing is not all that new. The
physicists’ concept of a “field,” which dates back at least to Maxwell,
refers to structure in the modern sense. Just as the structural notions
cited above were devised to relate ideals and behavior without losing
objectivity (the characteristic of physical categorization), so the physi-
cists’ field was devised to relate ideals and physical reality without los-
ing usability, the characteristic of behavioral categorization.

Maxwell discerned that the electromagnetic phenomena discovered
by Faraday and others could be described by a set of equations, but that
these alone would not give us a usable picture of what was happening.
Merely writing a set of partial differential equations on a blackboard
does not satisfy our need to visualize what occurs (say) between the
poles of a magnet. Calling them “field equations” did the trick. The
equations became treated as defining a set of “potentials” for each point
of space surrounding the magnet, which in turn determined what events
might occur there. It is as if we had created a race of “behaving points”
around the magnet, instructed by the field equations how to perform
physical actions. Eventually it even became legitimate to visualize the
avowed fiction of “lines of force” —tracks that events “tended” to fol-
low —adding a further behavioral cast to the original abstractions.

In more formal terms, the physicists’ field may be defined as a set of
quantities closed under a set of functions. The quantities are what we
are capable of measuring physically in any part of the field: space-time
location, mass, electric charge, etc. They can be treated as determiners
of all possible physical occurrences in the field. The functions relate the
quantities to each other in a compact and continuous way, so we can
describe abstractly their mutual variations.

Usually we are specifically interested in how the other quantities
vary with respect to space-time location; so we collect the quantities
into “tensors” and thereby assign to each point of space-time a bundle
of measurements, as if a tiny observer were reporting the potentials for
physical action at that point. Note that the tensors are not understood to
have tangible physical existence in themselves; instead, they describe
how the field “behaves.” The very important requirement of “closure”
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disciplines this arrangement. It forces us to make sure that the field
functions do not describe any measurements that could not actually be
made.

One of the attractions of field theorizing to some physicists is the
possibility that it can dispense with traditional minima. A particle, for
instance, shows up in the field picture as a “singularity” —something
other than a bundle of measurements, which by its very existence vio-
lates the closure of the field. Einstein’s attempts to formulate a unified
field theory for physics were never concluded because he could not
achieve a single closed representation of both gravitational and electro-
magnetic effects. Nevertheless he envisioned the possibility of a struc-
tural theory freed from certain ideas of minima:

...What appears certain to me, however, is that, in the foundations of any
consistent field theory, there shall not be, in addition to the concept of
field, any concept concerning particles. The whole theory must be based
solelyzzon partial differential equations and their singularity-free solu-
tions.

Engineering Technology

To round out our survey of structural conceptualizations, consider their
oldest and commonest embodiment, the engineering treatment of com-
plex physical objects. An engineer designing a scaffolding, for exam-
ple, may start with a basically animistic approach: beam A “supports”
platform B, while tie rod C “takes the strain off” member D. Even in
the context of advanced technology this is a legitimate way of thinking,
because if pressed to justify his design the engineer can always calcu-
late (using abstract formulas) exactly to what extent A supports B and C
relieves D. In other words, the engineer’s behavioral categorizations of
the physical object he is designing are backed up by ideal categoriza-
tions. The justification for this approach is to call the object a “struc-
ture” —a logically coherent whole with behavioral parts.

Justifying physical-behavioral theorizing by means of an ideal back-
up complements the two previous cases, where the French structural-
ists added a physical cast to their ideal treatments of behavior and
where field physicists added behavioral concepts to their ideal categori-
zations of physical reality. In all these instances structuralism adds a
“missing ingredient” to conceptualization and encourages us to theo-
rize with all three orders of reality.
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System Theories

In its more general application to science, particularly among English-
speaking theorizers, structuralism is sometimes rechristened as the
study of “systems.” In this guise much has been expected of it; for in-
stance Ervin Laszlo claimed (1972):

Physical phenomena are now viewed as systems, in which subsidiary
events are not separate particles but subsystems: subpatterns within the
overall pattern which is the object of investigation... The remarkable fact
is that contemporary science has effectively, though largely tacitly, aban-
doneg the notion of isolated particular entities as its units of investiga-
tion.

Again the elimination of minima is celebrated, but perhaps premature-
ly; it might be hard to find agreement with the foregoing statement at a
congress of particle physicists. Systems theorizing is sometimes con-
trasted with “reductionism,” the latter referring to the prevailing tenden-
cy to regard maxima as no more than large collections of minima.
Papers by reputable scientists crop up from time to time, expressing the
general position that it is improper to treat wholes entirely as the prod-
ucts of their parts.

Structural Minima

How valid is the structuralist approach? As a new technique in theoriz-
ing it may lead to hitherto unexplored areas of knowledge. But despite
the claims of its proponents, it does not eliminate the inherent prob-
lems of theorizing I described earlier.

The basic idea of minima is that they are theoretical entities pro-
posed as natural, absolute limits of inquiry. They may not be divided,
analyzed, or explained in terms of their contents; they must be “swal-
lowed whole.” Traditional minima (as implied by my choice of the
term) are small and elemental, and it is these that structural theorizing
seeks to eliminate. But a structure, although “large” and wholistic in-
stead of small and elemental, easily becomes just as limiting to our un-
derstanding. It becomes a new part of reality that cannot be analyzed
and must be “swallowed whole.” Thus P. A. Weiss contrasts systems
with “machines” (1970):
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In the system, the structure of the whole determines the operation of the

parts; in the machine, the operation of the parts determines the out-

come.*

Here the desire to get rid of monolithic elemental parts in theorizing
has led to the hypostatization of monolithic elemental wholes, which
determine other events but are not themselves analyzable.

In the traditions of theorizing I discussed earlier, minima were de-
vised as “two-way fasteners” to pin together parts of reality taken from
two separate orders, thereby justifying the parallelism of categories and
subjects that we need in order to theorize. In structuralism, as currently
expounded, structures might be thought of as “three-way fasteners,’
serving the same function but applied to parts of all three orders of real-
ity. As such they would offer no alleviation of the error-concealing
problem of traditional minima, nor could they transcend the latter’s in-
herently instrumental role. To the extent that structures themselves be-
come treated as real objects of knowledge they reintroduce all the
artificialities that departed with the abandonment of more familiar mini-
ma.

The Value of Structuralism

In some cases, theorizing about structures might be more efficient than
traditional theorizing, but it cannot constitute an absolute improve-
ment. At best, structuralism can introduce new concepts to thought and
give us new ways to explore reality. This can produce genuine expan-
sions of our knowledge, as Piaget, Chomsky, and others have shown.
But at their worse, structural ideas stultify the development of under-
standing by creating a feeling that we have transcended problems that
are actually still with us.

The danger is perhaps more severe with structuralism, because of its
protean ability to adapt to criticism. Earlier I cited how it insulates ide-
al categorizations of behavior from charges of non-objectivity, and how
it makes the physicist’s idealized fields seem behavioral. When used in
this way —defensively —structuralism can choke off what I believe is
the most effective route to knowledge: the process of “comparative the-
orizing” that I discuss in §3.3. It papers over the artificialities inherent
in theorizing of any sort; and to the extent that it does this effectively
and imperceptibly, it can limit understanding as easily as it can expand
1t.
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Theorizing is always instrumental. We do it because it will lead us to
something else. That “something else” is knowledge. The foregoing
discussions have been aimed at uncovering some of the characteristic
ways we acquire knowledge; let us now consider some of the things
that knowledge does for us, in order to understand why we seek it in the
first place.



3. Knowledge

All men by nature desire knowledge.
ARISTOTLE

The overall process of exploring reality (as I have described it here)
may at first sound peculiar. We start in common sense by perceiving
three independent orders of reality, each understood in a different way
with no elements in common. We then seize unrelated parts of these or-
ders and force them together in our comprehension, under the name of
“theorizing.” Finally we conceal from ourselves the inherent erroneous-
ness of what we have done by inventing new bits of reality —minima—
to pin together points of our theoretical parallelisms. We do all this not
as a special procedure, or because a fancy has struck us at one time or
in one area of knowledge, but as a universal and methodical ritual.

Yet the ritual of theorizing works. It increases knowledge. Relating
the unrelatable and proposing objects of knowledge that are by their
very nature incorrectly understood results in an ever-widening com-
monsense grasp of reality. Still, this program seems to work in spite of
itself. Theorizers perform their rituals, create their artificialities, and
talk us into believing what they have done. For a while we have the sat-
isfaction of thinking that one area of reality has at last been utterly ex-
plained. Then it turns out that there is an even better ritual available,
beside which the old one is now to be considered a clumsy and absurd
tissue of misunderstandings; and we dutifully sack yesterday’s “ulti-
mate knowledge” in response to the new call. Yet yesterday’s theory
was never a total waste. We find that we emerged from it with our com-
mon sense enriched and our grasp of reality newly extended.

Why do human beings feel an urge to build theories? As any parent
knows, a sequence of “why” questions has no natural end. For any pro-
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cess we observe it is possible to construct an infinite regress of explana-
tions, each covering the one before. In §2.2 I discussed the first layer of
the “why” of theorizing, which can be briefly summarized. Theorizing
emerges from common sense as a process of using one order of reality
to explore another. The order of reality being used appears as a source
of “categories,” by which the reality being explored is encapsulated into
bundles of “known facts.” Hitherto unknown facts then come to our at-
tention because they produce in us an awareness that some part of reali-
ty is erroneous or incorrect with respect to another part. Minima are
tools for this procedure—they dull our awareness of error in certain ar-
eas of reality so we can apprehend it more clearly in areas where “new
knowledge” lies.

The ultimate repository of what we have learned is common sense,
our grasp of reality understood in its own terms, without theoretical
treatment. Theorizing as a whole may be visualized as forcing an over-
lap between two disparate kinds of reality, holding them together by
our acceptance of minima; our understanding then moves outward from
the minima (which we define as points of perfect, natural overlapping)
looking for discrepancies in the parallelism. In areas of discrepancy re-
vealed by this procedure we learn hitherto unknown facts. Gathering
these facts constitutes the “instrumental why” of theorizing.

Theorizing and Knowledge

But different types of theories lead us to different types of facts. As I
mentioned, the qualities of any theory depend largely on which order of
reality (physical, behavioral, ideal) supplies its categories. We can ap-
preciate the effects of categorization in another way by asking “what
kind” of new knowledge is revealed by various categorial schemes.
When categories are drawn from physical reality, for instance, the
resulting theories tend to make us aware of facts that are independent of
us, that are “out there.” Thus the most basic theory of perception (which
treats sensations as derived from physical events) identifies certain
ideas as “objective” —those that exist regardless of our volition and
hence are felt to refer to external entities. If we never held a theory of
perception, we would regard dreams, hallucinations, and images of
physical things on an equal footing; but by virtue of such a theory large
areas of our mental states are categorized as referring to an “outside
world” When an idea comes along that does not fully fit the theory,
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such as Thurber’s unicorn in the garden, we are in a position to gain
new knowledge. The signal for this knowledge is the awareness of er-
ror between our sensation behavior, which sees a unicorn, and our
physical categories, which do not include such a beast. The resolution
of the error is either to add unicorns to our physical common sense
(thus making them available as perceptual categories), or to adjust our
understanding of sensation behavior to recognize strong hallucinations
of a certain kind. In this way our physically-categorized theory of per-
ception expands our knowledge of “external” objective reality. It forces
us to decide whether or not unicorns exist “out there.”

When categories are drawn from behavior, the resulting new knowl-
edge tends to makes us aware of reality in terms of our own needs,
wants, and plans. Earlier I mentioned the common application of ani-
mism (the categorization of physical reality by behavior) to everyday
living. Through animism we grasp a reality that operates much the
same way we do, and hence can be directly related to our own life pro-
cesses. We “get along” with the world; and when it does not “behave”
the way we expect it to, we take this as a signal that we need more
knowledge about it. Thus behavioral categorization gives us knowledge
of how we and the rest of reality fit together, of objects and events that
are in some sense directly “usable” by us.

When categories are drawn from ideals, the resulting logical theo-
ries tend to make us aware of an enduring and definable reality. For in-
stance, by categorizing physical events ideally we identify and group
their common descriptions. Large areas of physical reality become sub-
sumed in our knowledge as instances of principles already known. Ar-
eas that do not fit the principles—that “violate scientific laws” —thus
stand out as objects of exploration, as sources of new knowledge. The
whole process of science is one of expanding our knowledge by sifting
out of reality those parts that we regard as immutable and logically
comprehensible.

In this way, each distinct “style” of theorizing plays a different role
in the totality of our transactions with reality. In different situations we
need knowledge that is variously objective, usable, and logical. Theo-
rizing occurs because it is a more efficient way than bare common
sense for ferreting out new objects of knowledge from the mass of ex-
perience; it is an effective “knowledge-building” procedure.

Each theory is like a platform we create in reality in order to have a
firm base from which to explore. Without such platforms we would be
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unable to distinguish the known from the unknown and would find our-
selves awash in a sea of fragmentary knowledge, piecing together bits
of understanding at random. But ironically it is not theoretical knowl-
edge—statements about minima—that are theorizing’s principal prod-
uct; rather it is the commonsense grasp of maxima that each theory
leaves behind it. When adopting theories it is essential to recognize
their inherently instrumental nature; they are important for the knowl-
edge they help us find, not for knowledge of the theoretical platforms
themselves.

Theorizing thus expands knowledge. But it is possible to inquire fur-
ther, to ask why expanding knowledge is a desirable human occupa-
tion. If theorizing is explained as an effective ritual for acquiring new
knowledge then the question “why theorize?” leads to the question
“why acquire new knowledge?” To answer this, we must first note that
theories are not only instrumental with respect to knowledge in gener-
al, but also with respect to each other. For example, a basic theory of
perception is prerequisite to any animistic theory about physical events;
and such animistic theories about the “behavior” of things occur prior
to any ideally categorized theory that finds universal “laws” underlying
that behavior.

In general, our knowledge of reality expands by means of a series of
stepping stones: understanding physical reality precedes understanding
behavior, which precedes understanding ideals. This important insight
is the starting point for appreciating the acquisition of knowledge as an
historical process. The kinds of knowledge we presently possess repre-
sent the descendants of earlier kinds, much as animal and plant species
today represent the descendants of earlier stages in evolution.

In fact, comparing the acquisition of knowledge to a pattern of bio-
logical evolution is more than just simile. Understanding is part of be-
havior, which is a pattern of living things. Acquiring knowledge is part
of the living pattern because successful evolution has depended on
life’s expanding its grasp of reality. But the stages of understanding I
am presently discussing—differentiating three orders of reality and us-
ing them in theorizing—are not late developments. They became estab-
lished with the earliest formation of life itself. To grasp the reasons for
them we have to go back to the very beginning and picture the emer-
gence of life’s most primal processes.
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We have found a strange footprint on the shores of the
unknown. We have devised profound theories, one after
another, to account for its origin. At last we have suc-
ceeded in reconstructing the creature that made the foot-
print. And lo! it is our own. EDDINGTON

Pasteur’s experiments in the latter half of the nineteenth century opened
up the question of the origin of life on earth by effectively destroying
the medieval supposition of spontaneous generation. Darwin outlined
the general process of evolution by which its historical development
could be explained. Disciplined speculations on the events involved in
life’s emergence were published by the Russian biologist A. I. Oparin
in 1936 (The Origin of Life); but it was not until 1953 that laboratory
experiments began to suggest a plausible scenario. In that year S. L.
Miller published an account of an experiment in which a mixture of wa-
ter vapor, methane, ammonia, and hydrogen (presently believed to have
been major constituents of the earth’s atmosphere when life arose) were
circulated over an electric spark for several days. The result was a di-
lute mixture of amino acids, the basic building blocks of organic mate-
rials.

Amino acids are still far from living things. But this simple demon-
stration showed that strictly physical processes, given the right condi-
tions and enough time, might randomly generate the complex
molecules characteristic of viable organisms. If the conditions in Mill-
er’s experiment are at all representative of primitive earth, we must
imagine its surface covered by a dilute broth of organic molecules—not
just the size of a flask but the size of the oceans and not just circulating
for days but circulating for millions of years. We can then speculate that
life began when the right kinds of molecules “fell together” by chance.

Knowing the end-result—living organisms—what can we imagine
these randomly-produced molecules might do to start them toward be-
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coming alive? One school of thought holds that the first lifelike process
individual molecules might have exhibited was fermentation. From
each gram of sugar available in the broth, a “fermentation molecule”
could create half a gram of carbon dioxide gas and about 100 calories
of energy. This energy would evidence the “entropy-reversing” process
I will discuss presently, for it would be extracted from the environment
and concentrated in the molecule. We must assume that the “right kind”
of molecule would contain some high-energy bonds in which it could
be stored. Admittedly the probability of all this “falling together” is
quite low; but we must also suppose an extremely large number of op-
portunities as the ocean of broth was stirred for thousands of millennia.

Oparin suggested that the first such molecule would grow larger as it
stored more and more energy. At some stage mechanical factors would
cause it to break apart. With a little luck one or more parts would be
able to reconstitute the processes of the original; in this way the phe-
nomenon of fermentation could gradually spread throughout the nutri-
ent sea.

Our best guesses indicate that at this stage the terrestrial atmosphere
would have contained neither oxygen nor carbon dioxide. But the latter
is given off by fermentation, and being heavier than methane or ammo-
nia it would tend to concentrate near the surface of the fermenting wa-
ters. We can therefore imagine the random invention of photosynthesis
(again after an extremely large number of opportunities) by some of the
fermentation molecules.

In an environment where fermentation has proceeded long enough to
attenuate the naturally-produced supply of sugars, photosynthesis
would have considerable “evolutionary value,” for it converts water,
carbon dioxide, and sunlight into sugar and oxygen. The sugar be-
comes immediately available for the production of energy in the photo-
synthetic organism; because it both creates sugar from sunlight and
ferments sugar to energy, such an organism in effect captures the ener-
gy of solar radiation.

But photosynthesis releases oxygen into the atmosphere, where it
would have begun to supplement the carbon dioxide. This would have
stimulated one final basic development: respiration, by which sugar and
oxygen are converted into carbon dioxide and water. In addition, respi-
ration would have exhibited substantial “evolutionary value” over fer-
mentation, for it generates 35 times as much energy while consuming
the same amount of sugar.
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The foregoing scenario is largely conjectural. Moreover, it hypothe-
sizes only the development of “energy catching” techniques in life. To
it one would have to add an account of the development of differentia-
tion, cellulation, growth regulation, and (most importantly) molecular
replication—all inventions produced along the way that gave organ-
isms stumbling on them an edge over their competition. At present our
grasp of this history can be no more than careful supposition.

My point is that it now appears possible to extrapolate evolution
backwards, referring only to physical processes and occasional occur-
rences of low probability in a setting of very many trials, to arrive at an
unbroken chain of events starting from the original inorganic state of
the earth. There is no need to imagine a vitalistic evolutionary “leap”
from simple inorganic molecules to living organisms. It seems clear
that the origin of living organisms on earth can be explained as the re-
sult of known physical processes.

The Emergence of Behavior

Supposing the foregoing account to be plausible, at what stage should
we claim that behavior first appeared on earth? Answering this ques-
tion illuminates our whole grasp of reality in which we comprehend
distinct, independent orders. Imagine that we were present to observe
the beginning of the process just described. We have arrived, say, from
another planet with a highly advanced technology, and are able to ob-
serve a variety of molecular events with powerful microscopes. At first
our inspection of the primordial broth would reveal only an immense
collection of molecules of various sizes and complexity all bumping
into one another—now briefly linking, now fragmenting into other mol-
ecules, in no apparent pattern. From the viewpoint of our advanced
technology all we have observed are strictly physical processes.

But presently we notice a recurring pattern among certain large mol-
ecules: they attach themselves to sugars, break them into alcohols and
carbon dioxide, and store some of the released energy as bonds in their
structures. From time to time these large molecules divide in half and
the halves take up the same process. Now, our recognition of this pat-
tern is optional—it is a product of theorizing upon what we see. We
might equally well discern a pattern in the occasional collisions of sug-
ar molecules, or in the random formation of any class of large mole-
cules that do not exhibit “metabolism” as we know it.
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But now let us imagine that we see one of these large sugar-break-
ing molecules do something “wrong.” It attaches to a sugar in the
wrong place, or fails to get rid of its alcoholic waste, or fissions in a
way that does not allow the two halves to continue the process we have
observed. We could choose to ignore such “errors.” But if we treat it as
significant, the only way we can explain it is by reference to behavior.
Physical knowledge, however complete, will be no longer sufficient, for
in its terms no such event can be discriminated as “wrong.”

In other words the processes just described (breaking sugars, storing
energy, fissioning effectively) are all physical, and may be included in
our purely physical knowledge. But at the same time they are physical-
ly insignificant; they are no different from billions of other molecular
events in the primordial broth. To recognize them, we give them “theo-
retical significance.” We then discover that the characteristics for which
we study them (metabolism, replication, etc.) are not explainable as
such by physical knowledge —it “doesn’t care” whether certain mole-
cules metabolize sugar (for instance) or not. To explicate the trains of
events that interest us we need a new area of knowledge —knowledge of
behavior—which is about such patterns. The new knowledge starts
from an entirely fresh viewpoint. It treats the living pattern as wholly
distinct from physical events, and describes occurrences within it in its
own terms. It is knowledge that no physical understanding can yield.

It is clear that in one sense such a knowledge of behavior is arbitrari-
ly derived. We hypothetical visitors from another planet might examine
the primordial broth and decide to theorize upon any class of common
molecular interactions. For instance we might be fascinated by the for-
mation of sulfonic acids. We would go through the same motions—col-
lect data, recognize patterns, and define correct and incorrect events —
but the resulting knowledge would not be about life, about what we hu-
man beings call “behavior”” Why then is knowledge of behavior spe-
cial? The answer lies in the fact that we human beings are not “visitors
from another planet”: we are products of behavior. If we do not recog-
nize behavior as a special order of events, among all the events that are
equally significant in physical knowledge, we perish. We are the de-
scendants of that “fermentation molecule,” and over the eons we have
learned to single out and understand the characteristic patterns exhibit-
ed by it and all its progeny, including ourselves.

This is a point of the most fundamental importance. In recognizing
behavior, the reality explored by a knower and the reality of the knower
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first coalesce. We study behavior because our studying itself is behav-
ior. To study behavior we start by fashioning physical categories —me-
tabolism, energy storage, replication, etc.—so we can separate the
organic from the inorganic, the living from the “merely physical.” But
unlike the hypothetical extraterrestrial observers, our choice of subject
matter is not arbitrary; behavior is inherently significant to us because it
includes knowledge itself.

We might say that behavior appeared on earth, then, the first time a
living thing found it useful to recognize a behavioral pattern. We can
imagine a more complex descendant of the “fermentation molecule”
discovering (at first by chance) that it could live more effectively not by
breaking up sugar molecules but by breaking up other living things. At
the outset, perhaps, life could feed on life without the parasite recogniz-
ing other than simple physical facts about its prey, such as a molecular
configuration or the presence of suitable receptor sites on which to
seize. But as life became more complicated, as prey acquired defensive
mechanisms or as predators discovered that their tentative prey might
equally well be more powerful predators, success would increasingly
depend on discerning patterns in the environment that were not physi-
cally explicable. At such a stage we must say that behavior was present
because it was recognized.

The recognition of behavior is self-generating; that is, each organ-
ism that recognizes behavior in another organism alters its own behav-
ior to create new patterns. Ultimately the totality of such patterns, all of
which have been from the outset physically trivial, must be treated as a
major part of reality—a new order. Studying this order is theoretically
important because it contains a mass of material that can be understood
in no other way. But it is also vitally important to behaving things, be-
cause without the resulting knowledge they cannot survive in the reali-
ty they have created.

Speciation

It is common to treat life as a diverse collection of individual organ-
isms; but this is not the way it developed. The primal “fermentation
molecule” and all its progeny should more accurately be regarded as a
single organism that fragmented to achieve spatial distribution. This
would be analogous to treating a gas as a volume rather than as a col-
lection of molecules. From such a viewpoint the “fermentation organ-
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ism” would be a very large individual, growing constantly and engaged
in converting a sea of sugar into alcohol and carbon dioxide.

The growth of such an organism would proceed asexually (by bud-
ding or division, for instance), forming what biologists call a “clone.”
But in a changing environment the survival of life depends on its abili-
ty to adapt. The most significant instances of evolutionary adaptation
occur when new species are formed; and clones do not, in general, form
new species. Thus to our list of important “inventions” by life should be
added sexual speciation by mutation and genetic recombination, for
here lies the key to the amazing proliferation of life on earth. The term
“species” is used variously by biologists, sometimes only to identify
clusters of physical characteristics; but its most basic definition is that
of a reproductive community, a collection of individuals among whom
characteristics are genetically conserved.

Speciation gives life the potential for radical adaptation to changes
in its environment, by generating wholly new living techniques. Each
species conserves its adaptation to a particular “niche” in the environ-
ment and usually perishes if that niche disappears; but life itself, the to-
tality of species, survives. By contrast, an asexual clone may persist for
millions of years but if its niche is destroyed it will leave no surviving
form of life. Thus in terms of the evolution of life as a whole, specia-
tion gives life a firmer and more flexible grip on the environment.

Each species is an experiment in a particular way of living. The ex-
periment tends to endure, in the sense that the species maintains a rela-
tively stable approach to its environment, because its individual
organisms reproduce only with each other and not with individuals
from other species. At the same time, the processes of mutation and ge-
netic recombination that accompany sexual reproduction occasionally
generate new species with different living techniques. To the extent
these are viable, life forms a “clade” —a “tree” of species branching off
from an existing sexual community. When branches of the clade are ex-
tinguished by changes in the environment, others take their place.

A few pages ago I suggested we imagine ourselves visitors from an-
other planet, observing the emergence of behavior among physical pro-
cesses on earth. Let us now imagine returning in such a role at the time
that life is forming species. At that stage we would possess both a
knowledge of physical reality and a knowledge of behavior to explain
what we observe. The former would cover events on the molecular lev-
el; the latter would cover patterns such as metabolism, differentiation,
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and reproduction. At first speciation might not seem to be a significant
pattern in life, just as behavior itself did not at first appear to differ
from the mass of physical events. All we would see is certain groups of
organisms preserving, through the transmission of genetic material,
similar approaches to their environment, while random processes would
occasionally produce new groups.

Yet it would be significant to us to recognize that sometimes groups
of organisms were “wrong”—they became extinct when the environ-
ment shifted beyond a certain range in which they could survive. I have
already discussed the impossibility of explicating such wrongness on
the basis of physical knowledge. Physics gives us no opportunity to
frame concepts by which we could identify the molecular interactions
that result in a species surviving, discriminating them from those that
lead to its extinction. The same would now be true of our knowledge of
behavior, however perfected it might be. We extraterrestrials could not
formulate distinctions between correct and incorrect evolutionary
events in purely behavioral terms, because our knowledge of behavior
would be intrinsically unable to discriminate among the processes of
metabolism, differentiation and reproduction that led a species to either
type of event. All these processes would be behaviorally “correct”
whether the species survived or not. To make evolutionary distinctions,
including concepts of “adaptive error,” we would need to recognize the
emergence of “descriptive patterns” in life; and these patterns could be
expressed only in terms of ideals.

Speciation and Ideals

Before considering further the role that ideals take in the evolution of
species it is important to grasp clearly where physical and behavioral
theories fall short in explaining speciation. It is true that any species
could be treated only as a breeding population, and hence could be
characterized either by pointing out its physical constraints on repro-
duction outside the species (e.g. the impossibility of fertilization) or by
citing behavioral sanctions, such as mating cues. In this sense we could
build a physical or behavioral characterization of speciation that would
show why certain individuals reproduce only with certain other individ-
uals, thus maintaining genetic lines. But such an effort would utterly
fail to cover the “reasons” for separate species. Like pre-Darwinian bi-
ology, it would take the variety of life just as it is, without being able to
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further discriminate the suitability or unsuitability of genetically-deter-
mined characteristics.

For instance, why the amphibia developed a terrestrial adult phase in
their life cycle would, in such an explanation, seem mysterious, since
nothing in purely behavioral or physical terms would make it “better”
than the equally successful life cycles of wholly aquatic animals. The
emergence of such a technique (and hence the existence of the species
itself) would seem mere happenstance in these terms. Individuals of
each species would grow, metabolize, reproduce, and die in their var-
ied ways, but we would have no way to discriminate their different “life
techniques.” However, once we analyze life in terms of ideals this mys-
tery evaporates. The techniques evolved by various species reflect dif-
ferent descriptions of the environment; and whether or not they are
successful depends on how “accurate” these descriptions are.

Recent advances in molecular genetics have uncovered a mass of in-
formation about the fine-scale mechanics of speciation. Biochemically
identical genes and “suites of genes” show up in different species, al-
most as if they were organisms themselves. Genes even seem to be able
to jump between contemporaneous species, outside the traditional ma-
chinery of physical inheritance. The emerging picture is one of inde-
pendent genetic patterns suffusing the “tree of life,” attaching them-
selves to suitable metabolic environments in which they can be useful-
ly expressed. In these terms, a full description of evolution would have
to cover the invention and dispersal of ideal “living techniques” as well
as the development of behavioral organisms.

Instinctive Behavior

As ideals show up in physical life processes as speciation, their large-
scale behavioral manifestations are commonly called instincts. Such
patterns are familiar. All living things, including man, are born with
certain routines of behavior “built-in.” Although they may be subse-
quently modified or embellished (as in the case of “imprinting”) these
instinctive patterns clearly represent something characteristic of the
species, not of any one individual.

Among insects, instinctive behavior is usually dominant. The egg-
laying procedure of the digger wasp is often cited as a classic example.
At a certain point in her life, internal processes stimulate the wasp to
dig a hole in the earth, then search for a grasshopper. She paralyzes the
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grasshopper, drags it by its antennae to the edge of the hole, releases it
and checks the hole to see that it is clear, and finally drags the grass-
hopper into the hole. She then lays an egg on it (which eventually
hatches into a grub that eats the grasshopper) and fills up the hole. The
whole complex chain of behavior is accomplished with little or no “in-
dividual initiative.” We can demonstrate this experimentally by break-
ing the chain. If we move the grasshopper while the wasp has left it to
check the hole, she will move it back and then check the hole again;
and she will do this over and over, not being able to complete the chain
while any of its links are disturbed. If we break off the grasshopper’s
antennae she will not try to drag it by its feet instead, but will go off to
find another grasshopper.

The behavior portrayed here might be characterized as follows. A
certain species of wasp has determined (as a result of many millions of
generations of evolution) that an effective technique for propagating its
individuals consists of laying, nourishing, and protecting its eggs in the
manner described. Genetic material transmitted from wasp to wasp sets
up in each one an elaborate mechanism of successively triggered stag-
es, determining what that individual shall do at each point. Some deci-
sions are left to the individual, such as where to dig the hole and where
to look for a grasshopper. But most actions are rigidly set by the spe-
cies, and further study might show that even some apparent individual
options are highly controlled. It is as if the species has launched each
individual with only a rudimentary on-board computer, the principal
details of its voyage through life having been laid down in advance, in
the individual’s very construction.

Let us consider another example. In a field of cattle, a lightning bolt
from a summer storm strikes a tree. One or two steers nearby react from
fright, running and snorting. The others take up the reaction, so that
presently the whole herd is stampeding across the field. We say that
their behavior is “instinctive.” What kind of knowledge would we need
to explain it? First and parenthetically, as I mentioned before it would
be futile to dredge physical knowledge for an understanding of the rela-
tion between atmospheric electrical discharges and muscular contrac-
tions in the legs of cattle. Such an understanding, even if feasible,
would not illuminate the essential nature of this event.

Knowledge of behavior would seem to offer more promise. We
could relate each animal’s perception of fear in his neighbors to the
triggering of his own fear reaction and his desire to remain with the



112 Processes of Knowledge

herd. We could show how the whole pattern of reactions is communi-
cated from animal to animal and back, producing a mass of self-regen-
erating herd behavior long after the original stimulus has disappeared.
But such a set of explanations, although illuminating many areas of this
occurrence, would leave one factor out: it would ignore the “foolish-
ness” of the cattle’s reaction. There was no “reason” for a stampede.
The lightning bolt threatened at most one animal in the first place, and
the danger was totally past before any animal had time to react. The
stampede, we must say, was an “overreaction.”

But it is not possible to define an “overreaction” in purely behavior-
al terms, because every reaction must be treated as the natural product
of its stimuli. Put another way, no knowledge of pure behavior could
distinguish between a “foolish” stampede over a lightning strike and a
“prudent” stampede resulting from (say) an attack by predators; either
would have to be understood as the outcome of its generating condi-
tions (if it could be understood at all) and hence could not be further
qualified.

The principal pattern of the cattle stampede exhibits instinctive re-
flexes, like the egg-laying procedure of the digger wasp. It is behavior
the species has “built into” its individuals. Obviously cattle have a
much greater capacity for learning, so their underlying instincts may
become modified, repressed, or displaced more easily; but the instincts
are still there. From the viewpoint of the species they embody a deter-
mination that a good survival technique consists of moving as a herd,
and moving with great energy if one or more individuals signal a strong
fear reaction. The logical framework of this determination might be
schematized thus:

1) When danger threatens the herd it must move away;

2) Sometimes danger is detected by only a few animals in the herd;
3) When an animal detects danger it will exhibit fear;

4) Hence when a few animals exhibit fear the herd must move away.

This analysis reveals the “incorrectness” of the herd’s behavior, for
premise (1) is not valid. Some danger is effectively countered by herd
movement, but not all. In the present case herd movement does nothing
to protect it from lightning strikes, and may even be counter-productive
by driving the animals from relative shelter to an exposed area where
they are more vulnerable to other dangers. Since lightning has not been
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a significant environmental factor in the evolution of cattle, the species
has not refined premise (1) to take this into consideration. Only we,
with our more sophisticated knowledge, are able to detect the error. To
do so, however, it is necessary for us to make something like the fore-
going logical analysis, to connect the behavior we observe with its un-
derlying generalizations about the world.

Instincts and Ideals

At first it may seem strange to conceive of abstract processes manifest-
ing themselves in instinctive behavior. One might suppose that this im-
plied the existence of a “world mind” calculating the reasons behind
living patterns. But this would be a supposition based on minima, based
on finding a unitary efficient cause for what we observe; in terms of
maxima the picture is entirely natural. It is simply the case that when
we try to grasp the complex reality of living things, certain patterns that
we observe can be understood only as part of the ideal order of reality.
The differences we observe between one species and another are prima-
rily ideal, not behavioral or physical.

More specifically, we can make the following analysis. First, there is
no inherent difficulty in our comprehending the patterns by which any
individual organism survives and reproduces, all through an under-
standing of behavior. Second, the processes of mutation and genetic
transmission of characteristics from organism to organism may all be
explained in physical terms. These two processes —individual behavior
and genetic mechanisms—combine in the actual evolution of species.
Individuals who behave in such a way that they survive and reproduce
pass on their characteristics genetically to new individuals: the whole
pattern is one of adaptive response to the environment by different spe-
cies.

But the whole pattern (involving many individuals) cannot be under-
stood either behaviorally or physically or by any combination of the
two. There is a missing link—the “rationale” of instincts—that is nei-
ther physical nor behavioral. It is not physical because it is manifested
in living events that are inexplicable physically to begin with. It is not
behavioral because it is a pattern superimposed upon behavior. In strict-
ly behavioral terms the differences between instinctive patterns are triv-
ial; yet it is important to distinguish them because we find some to be
correct or “prudent” and others to be incorrect or “foolish.” The only
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way we can understand such discriminations is by citing another type
of reality, by referring to ideals.

Thus, for instance, a cattle stampede is always “correct” in physical
and behavioral terms, because within these terms we can formulate no
alternative. It is only when we derive terms from ideals, setting up a
logical rationale for this event, that we become fully able to compre-
hend it. Then we are no longer limited to understandings such as “the
cattle stampeded because an atmospheric discharge led to muscular
contractions” (a physical interpretation) or “the cattle stampeded be-
cause they were frightened” (a behavioral interpretation); instead we
can make determinations such as “the cattle stampeded because their
species had evolved that response to events fulfilling a certain descrip-
tion.” The last explanation clearly comes closest of the three to express-
ing what we actually know about this event.

The use of ideals in the basis of evolution is functionally similar to
their use in theorizing. In theorizing, ideals contribute “logicality” —by
adopting them in categorization (as science does) we characterize reali-
ty as describable and predictable. Speciation also depends on treating
reality as describable and predictable: describable in that a single genet-
ically-coded pattern can reflect the essence of the various events to
which an instinct is applied, and predictable in that the whole idea of
instincts assumes that behavior which was successful in the past (be-
cause the individuals exhibiting it survived) will be equally effective at
present. In a general sense, the constant creation of new species repre-
sents a series of ideal-based theories about reality. Species are scientif-
ic experiments conducted by life.

A characteristic of logicality is its separation of things by descrip-
tion. It forms reality into descriptive classes and insists that we pre-
serve the boundaries between one class and another. This characteristic
shows up in the basis of speciation. Each species differs from others
primarily in the ways that it sorts reality into descriptive classes—
things to be eaten, things to be avoided, things to mate with, etc.

For instance, the digger wasp’s “description” of a grasshopper dif-
fers radically from that built into (say) another grasshopper. Each spe-
cies preserves its system of descriptions by means of the constraints of
reproduction. Its instinctive living techniques are carried by its jealous-
ly guarded genetic equipment and are not subject to indiscriminate mix-
ing with other techniques. If individuals of different species could
interbreed without constraint, all these carefully separated techniques
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would blend into a hopelessly “illogical” jumble of behavior, and none
of the species would survive.

Intelligence

Thus I believe that speciation marks the first appearance of ideal pat-
terns on earth. It depends on the superimposition of ideals upon behav-
ior, just as life itself depended on the superimposition of behavior upon
physical events.

The hypothetical “fermentation organism” described earlier, living
from energy obtained by breaking down sugars in the primordial broth
and dividing repeatedly to form a growing clone, “merely behaved”; we
would have no difficulty understanding such life in purely behavioral
terms. Even if there were a variety of such molecules, each behaving in
a different pattern, behavioral knowledge would suffice. But as soon as
true evolution appeared—as soon as a clade of species was formed,
each representing an experiment in living technique —then ideal expla-
nations became necessary.

Morphologically, the emergence of ideal patterns depended on life’s
ability to transmit successful characteristics to future organisms. The
hypothetical “fermentation organism” did not possess genetic coding;
when it divided, the viable parts simply took up where the “parent” had
left off. Without genetic coding, characteristics acquired by random
changes in the molecule’s structure could survive only to the extent that
each individual organism survived. In a genetically determined species,
on the other hand, a single random mutation has the potential of being
duplicated in billions of individuals for millions of years. The genetic
machinery makes the difference: it contains a coding system—a set of
effective symbolic specifications for behavior—by which identical in-
stincts can be embedded in any number of separate organisms. The use
of ideals is manifested whenever a single successful “experiment” is
followed by incorporation of the result in the behavior of many differ-
ent individuals.

The evolution of species may be said to exhibit intelligence, cog-
nate to the familiar process of individual deliberation. Life sets up a hy-
pothesis about the environment in the form of a genetic variation in one
of its organisms. If the variation has value, life “remembers” it by re-
taining it in genetically coded form; if not, it “forgets.” In similar fash-
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ion we, as rational individuals, conceive and test hypotheses about our
world, remembering those that work and discarding those that don’t.

In fact there is more than just similarity; individual intelligence is di-
rectly derived from the “intelligence” exhibited by species. In The
Sources of Value, S. C. Pepper describes individual intelligence as fill-
ing a “gap” in instinctive reflex behavior:

A basic appetitive drive [in intelligent animals] may therefore be con-
ceived as a broken-down chain reflex system, where a gap has opened up
between the initial act and the terminal act... It may at first seem strange
to think of our highly developed intelligent behavior as based upon a gap
opening up within an instinctive chain reflex system. But once such gaps
begin to appear in the evolutionary process, their biological advantage to
organisms would become apparent on one condition: the provision of a
technique of behavior, such as trial and error, which could be thrown into
gear when a gap appeared, so that an organism could acquire by learn-
ing, and then maintain, a successful bridge over a gap whenever such a
bridge had been found. Once this condition was met, intelligent modifi-
able behavior became possible .’

Much human behavior is of the intelligent sort found in these gaps; but
Pepper points out that we can usually find the residue of an instinctive
chain before and after our intelligent acts. Human eating behavior, for
example, often starts with a set of instinctive “tensions” (e.g. stomach
contractions) that arise automatically and are interpreted by our intelli-
gent behavior as indicating a need for food. Identifying and securing
food, preparing it, and bringing it to the mouth are primarily intelligent
acts, although some reflexes may be present (such as instinctive revul-
sions at certain tastes and smells). When food is ready to be eaten, in-
stinctive salivation occurs, and once it is in he mouth a whole chain of
instinctive acts ensues—biting, chewing, the muscular sequence of
swallowing, peristaltic contractions in the esophagus, and the release of
digestive enzymes in the stomach.

Such behavior could be classed with the egg-laying sequence of the
digger wasp, in that it has been evolved by the species as an effective
routine for gaining a particular goal. In the simplest species, the equiva-
lent of stomach contractions is linked reflexively, through a chain of in-
stinctive food-seeking and food-capturing acts, to he equivalent of
chewing and digestion. But in man most of the middle part of the pro-
cess is left open, to be filled by each human being with learned behav-
ior. The species delegates the creation of these patterns to he individual.
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Intelligence and Theorizing

In §2.2, I described the origin of theorizing as an interruption of com-
mon sense. This process is cognate to the one just described: we could
say that theorizing fills gaps in human common sense, just as common
sense fills gaps in chains of instinctive behavior. Theorizing, of course,
is a pattern of individual intelligent behavior. From the viewpoint of
problem solving, it arises when non-theoretical common sense is un-
able to cope with a situation, and ceases when the situation has been re-
solved and common sense is once more effective. Hence from the
viewpoint of evolution, theorizing can be described as an individual be-
havior pattern that generates new material to fill the gaps in instinctive
behavior chains. Most intelligent behavior is regulated by common
sense; when that fails theorizing steps in, solving the immediate prob-
lem and generating new common sense as a by-product. Common sense
constitutes the “archives” of remembered theorizing results. This keeps
theorizing at the forefront of individual intelligence in man, leaving in
its wake a body of common sense by which most of the gaps in species-
determined instinctive behavior are filled.

It is easy to appreciate the “evolutionary value” of delegating some
intelligence from a species to its individuals. The digger wasp occupies
a narrow environmental niche; it depends (for instance) on the avail-
ability of certain grasshoppers to propagate. In a slightly modified envi-
ronment the species would perish. Human beings, on the other hand,
occupy a wide environmental niche—from the bottom of the oceans to
the surface of the moon. We do not survive over this range by virtue of
any physical traits or programs of instinctive behavior; we survive by
virtue of our individual intelligence.

Just as behavior emerged gradually out of physical events during the
origin of life, so individual intelligence probably arose gradually out of
instinctive behavior. A number of studies indicate that much instinctive
behavior is modified by local conditions. Year-old chaffinches, for in-
stance, learn complex songs that apparently identify their territory and
can be classified in geographical dialects. Gulls, during the first few
days of life, learn to take food from their parents’ beaks; at first they re-
spond indiscriminately to the general color, shape and motion of a
beak, but soon sharpen this perception into a fairly accurate identifica-
tion of the configuration peculiar to their species. At a certain early
point in the life of goslings their instinctive behavior opens up just
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enough to become “imprinted” with the identifying characteristics of
any properly responsive object, which they will henceforth treat as their
mother. All such examples demonstrate limited individual learning in-
serted into a basic train of instincts. As such experiments were success-
ful, life apparently tried increasingly greater reliance on individual
intelligence.

Nevertheless, “lower” animals seldom exhibit lengthy spans of indi-
vidually determined behavior. These organisms do not have the mecha-
nisms—the “on-board computers”—that are required. In man, of
course, such computers exist, and for that reason we are apparently
unique among living things in the complexity and scope of our trains of
individually intelligent acts. The use of man’s computer, the human
brain, constitutes what is traditionally called “intelligence,” but it is ac-
tually only the latest stage of a long evolutionary process.

Traces of this process can be detected today in the physiology of hu-
man brains, as successively developed “layers” of tissue. The oldest and
most primitive layer—called by Paul MacLean the “reptilian com-
plex” —directs the more elaborate aspects of human beings’ dealings
with physical reality.?® The next layer, the limbic system, organizes
each individual’s emotional life. The final layer, the neocortex, per-
forms the tasks of abstraction and reasoning; it gives human thought ac-
cess to ideals. Note the characteristic historical sequence: physical,
behavioral, ideal. It was the emergence of the neocortex, scarcely yes-
terday in the span of living evolution, that produced what is commonly
called intelligence. A good general discussion of these aspects of brain
physiology appears in Carl Sagan’s The Dragons of Eden.*

Knowledge and Evolution

In the foregoing description of evolution, life exhibits an increasing in-
volvement with the different orders of reality. The hypothetical original
“fermentation organism” was just behavior superimposed upon physi-
cal reality. At a later stage, the competition among living things result-
ed in behavior responding to behavior, a technique that conferred
survival advantages on the organisms adopting it. With the rise of speci-
ation life became concerned with ideals—first as a means of transmit-
ting living techniques over successive generations, then as the key to
individual intelligence. In each phase of this history it is clear that
knowledge of reality was vital to living things, and that later forms
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evolved as a result of acquiring a broader knowledge than their ances-
tors.

These facts, then, supply an antecedent reason behind the “why” of
theorizing: it is pursued because it enlarges knowledge, and knowledge
is sought because it is essential to the evolution of life. What we under-
stand today are the parts of reality that it has been important for life to
know in the past.

But why should life evolve, or even exist at all? I believe we can
take the regress of explanations one step further before it becomes too
general to be useful. Life operates in specific ways, and the knowledge
it has developed during its evolution is therefore specific and instru-
mental. Our present view of reality, complex and varied as it may seem
to us, is a fundamentally parochial one: it is concerned with just those
matters that affect living things directly. But this need not be so. The
flexibility of man’s intellectual apparatus permits him to explore areas
of reality not directly tied to his living needs. Where these might lie is a
subject I will eventually discuss in §7.3. The first step toward releasing
ourselves into new areas of knowledge, however, is to measure the cor-
ridors of understanding to which we are presently confined. The most
basic of these is shaped by life’s fundamental position in physical reali-
ty, so this forms the subject of the next section.
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3.2 Energy

The energies of our system will decay, the glory of the
sun will be dimmed, and the earth, tideless and inert, will
no longer tolerate the race which has for a moment dis-
turbed its solitude. Man will go down into the pit, and all
his thoughts will perish. A.J. BALFOUR

Scientists have been aware for some time that the processes exhibited
by living physical organisms exhibit a fundamental difference from
those of nonliving material. Whereas in nonliving physical reality
change always results in an increasing amount of “disorder,” in living
things the opposite is true. “Disorder” can be characterized somewhat
more precisely by using the concept of entropy introduced by Clausius
in 1850.

Clausius proposed a “Second Law of Thermodynamics,” in the form
“heat cannot by itself pass from a colder to a hotter body,” and pointed
out that this means that the universe as a whole is constantly losing its
concentrations of energy as heat flows from hot spots to their surround-
ings. Entropy was defined as a measure of the “unavailable energy” in a
physical system—that energy which cannot “do work” because it
would have to flow into a hotter body. Later this idea was extended to
cover physical phenomena of all kinds, so that by the end of the centu-
ry Boltzmann was citing a “general principle of entropy” by which ev-
ery process of change in a closed physical system (one that neither
gained nor lost energy by interchange with the outside) resulted in an
increase of homogeneity of all its internal parts.

But it soon became evident that any physical principle of this sort
would have to be very carefully stated, for living organisms regularly
manage to accumulate energy, build physical concentrations, and in
general do all the things it seemed to prohibit. In Boltzmann’s terms,
living things decrease their entropy. This is why the principle had to be
restricted to “closed systems”; it was quickly pointed out that every de-
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crease in entropy by an organism is accompanied by a greater increase
in the entropy of its surroundings, as the organism radiates warmth,
emits waste products, etc.

If we place a live mouse with food and water in a large closed box,
while it lives the entropy of its body will tend to decrease as it main-
tains its body heat and builds tissues. But because the system is closed,
the mouse will eventually die. If we measure the entropy of the whole
box from time to time we will find it steadily increasing, both while the
mouse was alive and after it has died; in effect the mouse reduces its
entropy at the expense of the rest of the box until it can do so no more,
then joins the inexorable “homogenizing” process of the whole system.
Thus the principle of entropy, if treated only as a statement about whole
closed physical systems, can be asserted about both living and nonliv-
ing reality.

But it is a poor “principle” that has to be so carefully hedged to pre-
serve its validity. Ostwald, Weizicker, and Schrédinger grappled with
this problem and came to similar conclusions: life, by some means not
yet understood, decreases its entropy in a systematic way. It does this at
the expense of its environment and hence could be said, in Schroding-
er’s terms, to “feed on negative entropy””:

Every process, event, happening—call it what you will; in a word, every-
thing that is going on in Nature means an increase of the entropy of the
part of the world where it is going on. Thus a living organism continual-
ly increases its entropy —or, as you may say, produces positive entropy —
and thus tends to approach the dangerous state of maximum entropy,
which is death. It can only keep aloof from it, i.e. alive, by continually
drawing from its environment negative entropy... What an organism
feeds upon is negative entropy. Or, to put it less paradoxically, the essen-
tial thing in metabolism is that the organism succeeds in freeing itself
from all the entropy it cannot help producing while alive.?

Time Ordering

During the period when the concept of entropy was being applied as a
differentiation between living and nonliving physical events, it popped
up in another context: as an indicator of the direction of time. With the
possible exception of certain “weak interactions” among particles, all
the basic mechanisms recognized by physics are “time-reversible”: that
is, there is no inherent reason they could not proceed in reverse order.
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If we were to make a motion picture of a variety of basic physical
events and then run it backwards, there is nothing we could observe in
viewing the backward version that would reveal a violation of physical
“laws” or identify to us which was the forward version and which the
reverse. Certainly on a gross scale we could distinguish the two: in the
“backward” version burning candles would absorb smoke and grow
longer instead of shorter, lead would “undecay” into radium, white
dwarf stars would grow into red giants, and so on. But on the level of
particle events, which are what basic physical laws are about, every-
thing would appear normal. The difference is that the gross events in-
clude displays of entropy, a concept applicable only to large-scale
arrangements of particles. This led Eddington, in a famous lecture
(1925), to call entropy “time’s arrow,” asserting that the only way we
can tell a later state of the physical world from an earlier one is by mea-
suring their relative entropy. This view (with occasional reservations) is
still held by most physicists.

Thermodynamics and Statistics

When a single physical effect defines events in two seemingly different
contexts, there is a strong presumption that the two contexts are really
the same situation seen in two different ways. This principle was the
key to general relativity; because mass measured inertially is always
identical to mass measured gravitationally, Einstein postulated that ac-
celeration and gravity are the same phenomenon seen from two view-
points. A similar argument applies here. On the one hand changes of
entropy are the effect by which we differentiate living and nonliving
physical events; on the other hand they are the effect by which we de-
fine physical time, i.e. earlier and later. Therefore we are justified in
postulating that the organic-inorganic distinction and the process of
temporal ordering reflect a single physical situation. How can we devel-
op our understanding of each to make them comparable?

To answer this question in terms of current physical knowledge we
must begin by understanding the statistical nature of thermodynamic
principles. Because modern physical “laws,” strictly speaking, are
about particle events, they do not deal directly with configurations of
many particles. To define and predict such configurations physicists ap-
ply the mathematical theory of permutations. The principles of “ther-
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modynamics” (which include all assertions about entropy) then amount
to statements about the expected permutations of particle states.

For example, imagine a sealed tube containing a gas under low pres-
sure. Modern physics describes the contents of the tube as many bil-
lions of molecules traveling freely through space at a velocity
determined by their temperature, recoiling elastically when they col-
lide. Suppose we start with most of the molecules concentrated at one
end of the tube. As we can easily visualize, over a short period of time
the gas will “diffuse” throughout the tube until it is evenly distributed.
Now physics does not attribute such diffusion to any immanent mecha-
nism among the molecules themselves. Assuming that the system is
adiabatic (does not exchange heat with the outside world) and that the
molecules are very small relative to the average distance between them,
each individual molecule may “fairly” take any position in the tube—
each is a relatively “free agent.” The fact that the molecules are mostly
at one end of the tube does not create any decisive tendency in them in-
dividually to travel toward the empty end.

But if we were to catalog all possible configurations of the totality of
molecules in the tube, we would find that the overwhelming majority of
the arrangements listed correspond to what we identify as “gas uni-
formly distributed.” Only a tiny fraction of the possible configurations
correspond to “gas mostly at one end.”

The molecular motions of the gas result in its constantly “trying out”
all possible configurations in the tube; hence we observe diffusion sim-
ply because for every permutation we understand to be gas concentrat-
ed at one end there are billions that we understand to be gas evenly
spread. It is by virtue of this fact alone that at any given instant of ob-
servation we expect the gas to be diffused; and conversely there is noth-
ing but the preponderance of permutations to prevent it from
occasionally gathering at one end.

The same situation holds when we throw dice. The reason a pair of
dice has a “tendency to come up 7 rather than (say) 12, is that there
are six 7-permutations and only one 12-permutation. The individual
cubes are like the physicists’ particles, free to assume any position; but
when we catalog their possible pair totals, 7 appears on the list six
times as often as 12.

If we catalog all possible totals of several throws, we find an increas-
ingly greater proportion of ways to add up to 7 per throw. Thus if we
were to throw a pair of dice a million times, our expectation that their
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readings would total within a percent of 7,000,000 would be nearly ab-
solute (corresponding to our expectation that a gas will be found dif-
fused in a tube), just because there are so many more ways to arrive at a
total within that range than one outside it.

The important fact to grasp here is that these predictions (and by ex-
tension the principles of thermodynamics in general) are functions not
of physical events as defined by physics, but of our system of observa-
tions. In terms of particle positions the billions of configurations we
lump together under the title “evenly spread” are each as individual and
distinctive as any configuration we call “concentration.” But because
there are so many more of them categorized under one identification in
the first case than in the second, we come to treat this case as a “tenden-
cy” of matter.

Thermodynamics and Behavior

Consider the difference between basic physical “laws” and thermody-
namic principles from the standpoint of theorizing as discussed in §2.
Theories about particle events use ideal categories; in the tube of gas,
molecules of uniform characteristics are said to travel in mathematical-
ly expressible trajectories until they collide with other molecules, when
their trajectories change in mathematically describable ways. It is in
such terms that we prepare the catalog of configurations of the mole-
cules in the tube.

But this viewpoint cannot yield any rationale for classifying such
configurations (e.g. identifying some as “states of concentration” and
others as “states of homogeneity”) because all configurations are indis-
tinguishable in terms of particle events. Colloquially stated, the ideal
particles moving according to ideal laws “don’t care” whether they are
arranged in one type of configuration or another; hence ideal-based the-
ories that describe them are unable to make such distinctions. As a re-
sult, the concept of entropy is inexpressible in pure ideal-physical
particle theorizing.

On the other hand, this concept is a natural product of theories in
which physical reality is categorized behaviorally. Here certain physi-
cal states are distinguishable because they “behave” differently. When a
gas is concentrated at one end of a tube, we treat the physical situation
inside the tube as different because “work™ can be “performed” while
the gas is changing to a state of even distribution. This is what thermo-
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dynamics is about: the conversion of patterns of change in physical sys-
tems from one form to another. It treats such systems in a fundament-
ally behavioral way.

This helps explain why the “statistical” nature of thermodynamic
principles has been such a thorn in the side of physics. Boltzmann was
careful to point out that assertions such as the principle of entropy were
not true in the same sense that (say) the law of acceleration is true.
They describe what we may expect to happen, but only “to a high de-
gree of probability.”” Nothing in ideal-based physical laws prohibits the
gas in our tube from spontaneously gathering in one place, thereby ap-
parently violating the principle of entropy for one instant. But for any
time span over which such an event might endure there are billions of
equal time spans during which the principle will be obeyed, and there-
fore the principle is “statistically true.”

Yet this is not the same as the way we understand (for instance) the
law of acceleration. If we apply a force to a mass we expect it to accel-
erate not “with a high degree of probability” but absolutely and in ev-
ery case. Hence physicists have been worried that thermodynamic
principles seem to have a second-class status ontologically. But in
terms of the present analysis we can appreciate this simply as a differ-
ence in “style” between ideally and behaviorally categorized view-
points. Ideal categorization demands absolute compliance of its subject;
an ideal-based law can be refuted by a single counter-example. Behav-
ioral categorization demands only that we treat the subject in a usable
way, making it relevant to our interests. This thermodynamics clearly
does.

Responsive Machines

Now let us imagine that we have suspended a tiny and very light flag of
gold leaf in the center of our hypothetical tube of gas. If we start with
the gas molecules mostly at one end, as they diffuse into the rest of the
tube the little flag will wave because of the net excess of gas molecules
striking it on one side. In thermodynamic terms we have created a sim-
ple machine to convert the change of state inside the tube into mechani-
cal motion—we have “made it do work.”

From another viewpoint what we have done is created a machine to
respond to certain configurations out of all possible arrangements of
gas molecules in the tube, namely those in which there is sufficient
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“concentration” to affect the flag. We could think of it as illustrating our
behavioral theory. But this response is no longer merely a theoretical
distinction; it is now an actual physical event. When certain configura-
tions arise—those falling under a specific behavioral category—the
presence of the gold leaf flag introduces into the system an entirely new
physical event (its motion), which would not otherwise have occurred.
What had been a theoretical categorization has become a part of physi-
cal reality.

If we were expert craftsmen we might create other machines, actuat-
ed by different configurations of gas in the tube. We might connect two
flags by a tiny lever so that if gas concentrated in either end of the tube
both would wave; or we might construct the link lever with a latching
arrangement so that gas must concentrate in both ends before either flag
waves; and so on. In all such cases the presence of the machine in the
system changes its total characteristics, for what were previously “trivi-
al” configurations of the gas (in the sense that its molecules would fol-
low their trajectories regardless of whether they were parts of such
configurations or not) have now become “significant,” because only
when they are present does the new physical event of flag motion occur.

The bodies of living organisms are like such arrangements of gold-
leaf flags, although enormously more complicated. But they do the
same thing: they convert certain configurations of the environment into
totally different events by means of responsive machines. They are able
to do this under those circumstances where the principles of thermody-
namics allow “work” to be done. In fact they can respond only to situa-
tions of low entropy, and therefore (in Schrodinger’s phrase) seem to
“feed upon negative entropy.”

Responsiveness and Time

How does this relate to temporal ordering, the other manifestation of
entropy? To understand the role of time in this situation, we must rec-
ognize a “difference of kind” between each responsive apparatus and its
surroundings. Not “just any” mechanical structure in the tube of gas
will respond to concentrations: the flags, for instance, must be thin and
flat, their material must be rigid, they must be suitably hinged, the le-
vers that transmit their motion must be connected to the right points,
and so on. Similarly, in living organisms only a narrow range of mor-
phology is “viable.”
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Previously I speculated on the steps that may have occurred in the
evolution of organisms, from the first “fermentation molecule” to hu-
man intelligence; now I am considering the mechanics of that very first
living thing, the least requirements life had to fulfill in order to exist at
all. The most fundamental requirement for our model (and by analogy
for the simplest form of life) is that there be a qualitative distinction be-
tween the responsive machine itself and the environment that actuates
it. Otherwise the concentrations it creates in order to be a responsive
machine (i. e. its flags and levers) will themselves become candidates
for response; instead of feeding upon the environment it will feed upon
itself.

In the model just described (the flag in the tube of gas) there is such
a distinction of kind between gas events and flag events. Physically the
gas and the flag are not inherently different; but their thermodynamic
behavior is easily distinguished. The gas changes and moves, eventual-
ly assuming all its possible configurations in a random way. The flag
conserves its structure and moves only under specific circumstances. To
understand what is going on we find we must conceive of two entirely
separate systems of events: first the nature and movements of the gas
and second the pattern of movements of the flag. One is a system of
events explainable in purely physical terms, the other a system requir-
ing a behavioral explanation.

Not only is this separation necessary for our understanding; it is nec-
essary for the existence of the responsive pattern itself. In the case of
living organisms, the way they separate their internally created respons-
es from the external physical world forms their earliest and most funda-
mental treatment of reality. It is in fact their apprehension of time.

Time can thus be visualized as a kind of separating procedure or “or-
dering algorithm” for making a clear distinction between physical reali-
ty and behavior. The totality of physical things and events to which life
responds is called “past” and the totality of its behavioral responses is
called “future.” Temporal ordering shows up as the most basic pattern
of life: it is the means by which life’s thermodynamic processes are
kept straight.

I am saying that the very earliest grasp of reality by living things
consists of separating it into two realms, with nothing left over. The
past contains all physical concentrations to which the organism might
respond, which might cause its “flags to wave.” It is the source of
Schrodinger’s “negative entropy.” The future contains all the organ-
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ism’s responses to the past—its patterns of storing energy and of con-
structing and improving its responsive machine. “Now,” for the living
organism, is the interface between these two realms.

Radiant Energy

This description of time is not at first easy to assimilate. Temporal or-
dering has such categorical force in our customary picture of reality
that it is hard to turn around and look at it, to hold time itself in per-
spective. The best approach we can make involves using ideal catego-
ries, for ideals are timeless.

To understand how time appears in the actions of living organisms
we can visualize a static block universe. Objects and events in such a
universe are described by “world-lines,” not in terms of change. In the
block universe, physical reality for an organism consists of a spatial
section orthogonal to a time dimension. In one direction along this di-
mension stretches the past physical states of the organism, surrounded
by all physical situations to which it is “now” able to respond; in the
other direction stretches future physical states, including all events it is
able to influence.

Described ideally in this way, physical “past” and physical “future”
are arbitrary distinctions, as is the selection of a “dimension” or vector
along which they are strung. From life’s viewpoint, however, this physi-
cal vector is carefully chosen (from all possible vectors in the block
universe) to maximize its thermodynamic efficiency. In the “past” di-
rection lie its sources of energy; in the “future” direction, its uses of en-
ergy.

In terms of this model, life has adopted a physical “time dimension”
in its basic grasp of reality, to orient the thermodynamic responses of
organisms with respect to sources and applications of physical energy.
Time is an environmental vector selected to achieve maximum separa-
tion of the sources of energy from the responses to these sources. The
objective is that for every portion of the vector one end should be as
close as possible to the richest concentrations of energy outside the or-
ganism and the other end should be as far as possible away from them.
Thus ideally defined, this goal identifies the “best” vector, which (be-
cause life has evolved to maximize its thermodynamic responses) turns
out to be the actual time vector we know. In our block universe descrip-
tion of physical reality, it is the vector of propagation of radiant energy.
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We might naturally expect this, knowing that life has depended al-
most since its inception on energy radiated from the sun. At every stage
of evolution, orienting the thermodynamic responses of living process-
es toward such an energy source—virtually the only energy source in
the sun-earth thermodynamic system—would maximize life’s success.
We might visualize the propagation of radiant energy through space
from the sun to the earth as a kind of four-dimensional thermodynamic
“wind” that living things head into. By so heading they maximize the
distinction between their upwind energy sources and their downwind
energy utilizations.

Relativity and Radiant Energy

The identification of life’s “time vector” orientation with the block-uni-
verse direction of the propagation of radiant energy also accords with
relativity theory. Starting in 1905, Einstein and others developed an al-
ternative to Newtonian dynamics based on three assumptions:

1) It must be impossible in principle to detect the absolute continu-
ous motion of any physical system.

2) Gravitation and inertia must refer to the same physical effect.

3) The speed of propagation of radiant energy must be invariant, re-
gardless of the motion of its source.

Assumption (1) effectively got rid of the troublesome notions of abso-
lute space and time, since it became impossible in principle to refer any
physical observations to such entities. Assumption (2) satisfied a clear
need to explain why measurements of inertial and gravitational mass
were the same for all bodies. But assumption (3), that the propagation
of radiant energy was absolute, seemed at first quite arbitrary. Why sin-
gle out this particular phenomenon for special theoretical treatment, in-
vesting it with properties not shared by any other physical motion?

The reason is that in fact the propagation of radiation is a special,
unique event from the viewpoint of living things. In physical theorizing
using only ideal categories, we would not be able to justify distinguish-
ing it in principle from other events. But assuming the invariance of the
velocity of light recognizes an important relation between our behav-
ioral observations and physical facts: namely that regardless of our
physical situation we always adjust our system of observations to the
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vector of propagation of radiant energy. Doing this is not a conscious
decision; rather it is built into the very way we conceive of space, time,
matter, and energy. Relativity theory exposes the relationships implied
by this evolved viewpoint.

Thus relativity embodies in a disciplined physical theory the prima-
cy of radiant energy in our basic living world view. It treats other physi-
cal entities (previously regarded as absolute) as functions of our
inherited observational system. For instance, the entities we call “mass”
and “energy” are no longer regarded as fixed—they “interchange”
around the propagation of light. Mass can better be treated as physical
reality from a “space-like” viewpoint, while energy is the same reality
from a “time-like” viewpoint. Parts of physical reality whose world-
lines lie along our time vector appear to us as energy, whereas when
their world-lines are differently oriented they appear more or less as
matter.

If the velocity of radiant energy were infinite, Einstein’s kinematics
would not differ from Newton’s. This is to say that if we could “ideal-
ize” its propagation vector by treating it as orthogonal to all spatial di-
mensions, then time and space would achieve the absolute character
Newton intuitively gave them. But the actual orientation of this propa-
gation vector in physical reality is an objective fact; it may not be ideal-
ized for our theorizing convenience. By recognizing that this is so we
force our other idealized physical notions —space, time, mass, energy —
to follow it as theoretically interdependent concepts.

The Stimulus-Response Chain

Thus when we analyze physical reality (as living organisms able to cat-
egorize our evolved viewpoint ideally), we find that temporal ordering
has a specific physical embodiment: namely, the vector of propagation
of radiant energy.

We can now make a corresponding analysis of behavior, where we
find a “parallel” vector: the chain of stimuli and responses that consti-
tute the behavioral “history” of any living thing. Just as the propaga-
tion of light is a specific class of events selected from the totality of
physical reality, so the stimulus-response chain is a particular pattern
within the totality of behavior. When we are conscious of it, it compris-
es our “inner experience” of the passage of time. The chain consists of
a sequence of behavioral fragments, among which those that constitute
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“stimuli” or “bases of action” we categorize as “past” and those that
constitute “responses” or “volitions for action” we categorize as “fu-
ture.”

If behavior were always isolated from physical reality there would
be no point in identifying a particular pattern in it as a “stimulus-re-
sponse chain” We sometimes experience such isolation in dreams,
when our normal sense of temporal sequence tends to disintegrate. Sim-
ilarly, when physical reality is considered by itself the propagation vec-
tor of radiant energy merits no special status. But in the behavioral-
physical interchange that underlies all life these two vectors cooperate
to form the ordering algorithm called “time.” Each reinforces the other
in our grasp of reality.

More exactly, living things have evolved the stimulus-response chain
in conformance to the radiant energy vector, in order to maximize their
thermodynamic efficiency within the sun-earth environment. Organiz-
ing reality in a temporal order is a specific and fundamental activity of
life: specific in that it selects, from all possible orderings, the one which
makes it most effective in capturing and utilizing available energy; and
fundamental in that it is the oldest evolved living technique of every
cell, tissue, and biological process. It is here that entropy as an organic-
inorganic differentiation and entropy as “time’s arrow” meet. Entropy
itself drops from the equation, and we are left with the insight that liv-
ing things have established time ordering as a fundamental thermody-
namic tool for dealing with their “niche” in the cosmos.
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In completing one discovery we never fail to get an
imperfect knowledge of others of which we could have
no idea before, so that we cannot solve one doubt with-
out creating several new ones. PRIESTLEY

The time-ordering process discussed in the last section is a fundamen-
tal algorithm that living things have evolved to secure their position in
the sun-earth thermodynamic system. It is possible to trace the emer-
gence of other such algorithms—spatial separation, for instance—in
living development. When Kant proposed his scheme of categories to
cover our inherent grasp of physical reality he was forced to call both
time and space “intuitions,” because he could not derive them logical-
ly; were he alive today he might be inspired to make an evolutionary
analysis of their force instead.

Similarly, the more sophisticated notion of measurable quantities
can be shown to have evolved to facilitate life’s increasing use of ide-
als. In all these cases, approaches to reality that are seemingly absolute
and inescapable turn out, on analysis, to have been merely instrumental
to a particular set of conditions in life’s development.

Hence our most basic conceptualizations are essentially parochial, in
the sense that they were selected to satisfy specific needs and might
have been radically different if the needs had been different. The first
step toward freeing our understanding from these specialized view-
points consists of realizing what they are and why they are specialized.
Yet the task is not easy, for they permeate every nook and cranny of our
thought. Beside such algorithmic notions as time and space, our funda-
mental division of reality into physical, behavioral, and ideal “orders”
colors all our understandings. This tripartite viewpoint forms a sort of
underlying armature to which our myriad ideas about the world are
molded.
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The Idea of Infinity

The situation just described can be illustrated by an interesting exam-
ple of a single idea (that of infinity) proliferating and taking on differ-
ent forms as a result of our three-fold approach to reality. The modern
mathematical theory of “transfinite cardinal numbers,” introduced by
Cantor, envisions a series of infinitely large numbers each of which em-
bodies a “different order” of infinity from its predecessor.

The first transfinite cardinal, the “power” of the integer set, denotes
the totality of any enumerable collection. It can be shown to apply not
only to the set of integers {1,2,3,...} but also to many infinite sets that
can be generated from them, such as the rational numbers.

The second transfinite cardinal, the power of the “continuum,’ is
best characterized as denoting the totality of points in any geometric
domain, such as a line or a surface. It is nondenumerable —and hence
has a higher “power” —because between any two such points there are
infinitely many more points.

The third transfinite cardinal is the power of the “functional mani-
fold”; it can be visualized as denoting the totality of all possible ar-
rangements (functions) of the points in a geometric continuum. It
exhibits a “higher power” of infinity because it can be shown that there
are infinitely many more ways of arranging an infinity of points than
there are points themselves.

We can trace a direct association between these “different orders” of
infinity envisioned by mathematicians and the orders of reality dis-
cussed here. The first transfinite cardinal, which measures any unend-
ing counting process, conceptualizes the result of unlimited behavior. It
is described by showing the procedural steps by which the members of
a collection can be totaled, comprising the familiar behavioral process
of enumeration. The second transfinite cardinal, however, surpasses any
attempt to describe it as the measure of a behavioral procedure; in fact
it applies to our understanding of physical reality. We think of physical
things as “infinitely specific,” i.e. as having more detail in them than we
can possibly dig out by behavioral investigation. This is why they con-
vey an “objective” quality to us. The notion of infinite specificity car-
ries over into our geometricization of physical reality, so we auto-
matically visualize “geometric space” as offering details stuffed among
its details ad infinitum.



3.3 Understanding 135

Finally, the third transfinite cardinal measures unlimited ideals. The
“functional manifold” of all possible point arrangements is a purely
ideal concept; it can neither be generated by any behavioral procedure
nor embodied physically. We grasp its reality only by defining it.

In this example, an original naive idea—infinity —has become trans-
formed by “interpreting” it in terms of different parts of our evolved
grasp of reality. By extension, there should be other such interpreta-
tions that have not yet occurred to us because we have not yet evolved
the necessary viewpoint.

Traditional theorizing is based on the presupposition that there is a
degree of freedom between any theorizer and his subject, i.e. that it is
not absolutely necessary to treat any particular subject in any particular
way. We feel that our imagination can always frame other treatments,
even if they do not appear to be valid. Yet in instances such as our
evolved visualization of time we find a theoretical treatment of reality
that is in some sense necessary; it has been by virtue of applying it that
life has been able to exist at all. And even in such an imagination-cen-
tered discipline as mathematics we find difficulty in surmounting
evolved barriers, for no transfinite cardinals other than the three men-
tioned have yet been described.

The Postulate of Exclusivity

Does our present status as evolved reactive thinking machines of a spe-
cial type, then, absolutely determine the ultimate limits of our possible
knowledge? This is a question I will consider more fully in §7. Regard-
less of ultimate limits, however, it is clear that what we take to be lim-
its are largely self-imposed restrictions. The methods for transcending
them are already available, but are seldom used in an organized way.

It seems to be firmly fixed in human belief that any expansion of un-
derstanding must take the form of a “search for truth.” This seems such
a natural idea that it is difficult at first to analyze it critically. If reality is
not a fixed thing that we are capable of knowing truly as it is, then what
point is there in trying to understand it at all? Many scientists claim that
their researches are getting “closer and closer” to elucidating the ulti-
mate nature of reality, and therefore their search for truth is justified.

Even in the tangled world of particle physics this claim has been
made for the newest level of micro-entities, the “quarks”; about them
the physicist S. L. Glashow wrote (1975):
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A solitary quark has never been observed, in spite of many attempts to
isolate one. Nevertheless, there are excellent grounds for believing they
do exist. More important, quarks may be the last in the long series of
progressively finer structures. They seem to be truly elementary.?

It is difficult to fly in the face of such optimism, particularly when it is
backed up by a mass of human work, analysis, and criticism. But there
is also a certain amount of skepticism to be derived from realizing that
at other times systems such as those of Aristotle and Aquinas (to name
just two) were taken to be fully as definitive approaches to truth as
modern physics. By what principle must we treat this new search for
truth as more valid than theirs?

Several reasons for the superiority of the scientific approach are
commonly cited: the overwhelming agreement on methods and results
within the scientific community, the elegance of science’s descriptive
paradigms, the wealth of tangible scientific products ranging from elec-
tricity to atomic bombs. But none of these arguments preclude the pos-
sibility that there are equally valuable routes to knowledge totally
different from science. They all assume an epistemological position that
might be called the postulate of exclusivity, which asserts that for any
given part of reality there can be only one correct theory.

As a corollary, if we have a theory that satisfies many of the tradi-
tional criteria of correctness—such as common agreement, consistent
presentation, and practical results—it must be “close” to the correct
theory, and no wholly different viewpoint could possibly be correct or
as nearly correct. It is this postulate of exclusivity that Kuhn questions
when he asks:

“Does it really help to imagine that there is one full, objective, true ac-
count of nature and that the proper measure of scientific achievement is
the extent to which it brings us closer to that goal?”3

Even this pencil in my hand might be described quite differently, and
equally validly, by an artist, a physicist, and a businessman. Why then
should we assume that there must be a single exclusive description for
“ultimate” reality?

The considerations cited in §2 provide good reasons for doubting the
doctrine of exclusivity in theorizing. I argued there that theories are as
much products of their categories as they are “reflections” of their sub-
jects. We should be particularly wary of ascribing exclusive validity, or
even any validity at all, to concepts of minima; they are artificialities
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that we create in order to correlate unlike parts of reality. Theories
should be treated not as representations of reality with various degrees
of “faithfulness,” but rather as knowledge-generating tools, as instru-
ments that make our understanding grow outside the theories them-
selves.

But even if we relegate theorizing to a wholly instrumental role
(which would cast much of what passes for modern scientific knowl-
edge into an epistemological limbo) there remains a similar problem
with common sense.

Time ordering, for instance, is part of my commonsense view of re-
ality, yet it turns out to be a specific and parochial viewpoint. In gener-
al, human treatments of reality—both theoretical and commonsensi-
cal—have evolved to satisfy discrete needs, and hence do not necessari-
ly provide any assurance that they “represent” reality as a whole to any
particular degree of completeness or accuracy. Just as the digger wasp
has evolved just enough knowledge of grasshoppers to be able to find
one when she needs to lay her eggs, so we appear to have learned just
enough about reality to be able to survive in it. We have not truly
sought knowledge for its own sake.

Comparative Theorizing

What general method, then, might lead us to the broadest expansion of
our understanding? The method employed here might be called com-
parative theorizing. It promotes the free interplay of separate parts of
reality against one another in order to illuminate the characteristics of
each.

For example, a fruitful way to expose the behavioral factor in our
concept of physical time is by using ideal categories, which describe
physical time in a block universe as a vector of a certain type. Tempo-
ral sequencing is so embedded in our natural world view that normally
it might never occur to us to treat it as just one ordering algorithm out
of a range of possibilities. But by developing an otherwise fairly com-
plete physical representation without reference to time order we can
grasp that it is a product of categorization, not an inherent part of the
subject. Through a kind of deliberate speculation we can “compare”
two theories—ideal physics and behavioral thermodynamics—to lo-
cate and expose the concept of physical time.
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Artificial Theories

A powerful tool for comparative theorizing is the creation of “artificial
theories.” Such theories temporarily ignore the “search for truth” be-
cause they are set up as tools for illuminating our understanding, not
because they are thought to be valid in themselves. They are adopted
for the deliberate purpose of introducing a change of viewpoint.

For instance, language theorists quite freely “set up” artificial lan-
guages as models of logical or semantical mechanisms, thereby deliber-
ately creating new objects of knowledge in order to clarify their cate-
gories and methodologies. When they discover properties that seem to
inhere in such artificial languages independently of the rules by which
the languages were created—such as Tarski’s general definition of
“truth” in semantical systems—they are justified in supposing that they
have in some sense uncovered an inherent property of actual languages.

One of the earliest uses of artificial theories was the mathematical
technique of reductio ad absurdum. To show that the square root of two
is not a fraction, the Pythagoreans set up a miniature theory in which it
was and then showed that the theory led to a self-contradiction. This
fulfilled the aim of comparative theorizing: it “cross-illuminated” our
notion of numbers by introducing (in addition to the traditional physi-
cal categorizations of these ideals) the behavioral category of “contra-
diction” or “absurdity.”

A similar technique is used today, in a more sophisticated form, to
determine the “decidability” of mathematical problems. It is thus de-
scribed by L. A. Steen:

...the basis for most undecidability results is a delicate chain of reason-
ing in which one very carefully forces into existence a mathematical
model with certain predetermined properties... Each undecidability proof
requires construction of a model in which the proposition in question is
true and another one in which it is false: the undecidability of the propo-
sition follows from the existence of such models, for no general proof or
refutation will be possible if the proposition is, in fact, true in some mod-
els while false in others.?!

It is a remarkable method to “force into existence” a theoretical subject
for the purpose of elucidating certain features of mathematical reality
independent of that subject. It is in fact a procedure that becomes justi-
fiable only when the “search for truth” has become subordinated to an
enlargement of understanding.
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The cognate method in studies of physical reality should appear in
laboratory experimentation. Here one “forces into existence” the high-
ly specialized conditions under which basic physical effects are ob-
served. But in physical science the “search for truth” is usually
dominant. Comparative theorizing emerges only as a last resort, at
times of great confusion over data and their interpretations. As soon as
an acceptable resolution appears on the horizon existing theories are
usually adapted to receive it, in accordance with the “postulate of ex-
clusivity”; for it then seems that prior viewpoints had only strayed
somewhat from the path toward the one true picture of reality, and can
now be adjusted. A survey of actual procedures in the physical sciences
shows that comparative theorizing is the exceptional, remedial tech-
nique, rather than the normal method for gaining knowledge.

When the postulate of exclusivity dominates theorizing, the compar-
ative method advocated here tends to be rejected as “useless specula-
tion.” Why create artificial theories when what we need are “real” ones?
My answer, of course, is that there is no such thing as a “real theory.” In
practice, all speculations are like political revolutions: bothersome and
wasteful until they succeed, after which they are endowed by hindsight
with historical necessity.

Thus what I am advocating, in these terms, is the deliberate adop-
tion of speculation as a theorizing tool. For example, starting with the
concept (discussed earlier) of time as an ordering algorithm based on
the vector of propagation of radiant energy, we could ask what other
such ordering algorithms might be devised to characterize physical re-
ality. The result would be a series of artificial theories cognate to ther-
modynamics but covering entirely different facets of the physical
world. If necessary to stimulate our conceptualizations in this process,
we might imagine theorizing beings with different properties from our-
selves —for instance, beings whose involvement with physical reality is
not centered around radiant energy —and then ask what kinds of physi-
cal sciences such beings might create. These speculations could never
be a direct “search for truth” because we would always be aware that
they were based on an artificial, deliberately-created theorizing situa-
tion. But at the same time they would never be mere “science fiction.”
They would illuminate from different angles the same physical reality
we presently view primarily through the narrow window of traditional
science. For all their artificiality, they would make an important contri-
bution to our overall understanding.
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Common Sense and Comparative Theorizing

Human beings possess a basic set of tools for comparative theorizing:
namely our commonsense understandings of the physical, behavioral,
and ideal orders of reality. In theorizing (as analyzed here) we “cross-
breed” these separate parts of reality in an artificial way: for instance,
we treat physical events as having ideal properties, behavior as appre-
hending physical things, and so on.

If we were to theorize freely and eclectically, treating theorizing as a
purely instrumental procedure, we would use these tools to best advan-
tage. Carried out as a deliberate program, such free comparative theo-
rizing would amount to a full exploration of the possibilities of
knowledge, as a consequence of which our understanding would
achieve its greatest opportunity to grow. As long as theorizing is re-
duced to a rigid “search for truth,” wherein theoretical approaches are
not compared and minima are elevated from tools to ultimate objects of
knowledge, understanding stagnates. In this case we simply fail to use
the materials in our hands. It is only through the free interplay of theo-
retical viewpoints that we are able to deepen our grasp of reality itself.

One may ask: if this is the case, if comparative theorizing is a supe-
rior route to knowledge, why must it be advocated? Why does it not
naturally take place? A first answer stems from the natural “inertia” of
living things, human beings included. Knowledge is traditionally instru-
mental to other pursuits; when it has been acquired in a satisfactory
form there remains little incentive to spend energy on its further devel-
opment. Because it works indirectly, comparative theorizing seems un-
necessarily laborious. For instance, conceiving and developing a
physics in which radiant energy is a peripheral effect rather than a cen-
tral ordering concept would be a major task; bringing it to the state
where it could be meaningfully compared to traditional physics would
entail a great deal of work undertaken with no immediate results. Fur-
thermore, at all times the theorizer would be criticized for wasting his
time on “useless speculation” instead of joining his colleagues in the
“search for truth.”

Another reason for the rarity of comparative theorizing, however,
cuts deeper into the human situation. “Behavioral energy” can be made
available for comparative theorizing by the simple decisions of individ-
ual theorizers to do so. But as sociologists frequently point out, much
of this “energy” is generated and controlled socially. Often the inter-
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change between an individual theorizer and the society in which he is
embedded is so “natural” that he never realizes how closely he is
bound. Yet in the last analysis it is often society, not “truth,” that deter-
mines whether a theory is accepted and followed, or rejected and ridi-
culed.

As I will discuss in §5, no picture of the processes of knowledge can
be complete without examining its social determinants. Social patterns,
of course, are patterns of behavior. So the bulk of the rest of this book
will be devoted to a general consideration of the patterns of human be-
havior, including their effects on knowledge. They turn out to take cer-
tain discrete organizational forms, in each of which specific kinds of
theorizing are encouraged and other kinds are rejected. These orienta-
tions constitute the most powerful reason why comparative theorizing is
rarely practiced, for each one survives in its society by virtue of setting
certain limits on theorizing activity. By identifying and understanding
them, however, we acquire the means to surmount them.

First, however, we need to analyze communication, for it is by vir-
tue of this process that all but the simplest forms of theorizing (as well
as most other kinds of social behavior) become possible. The concepts I
have discussed so far—particularly, our understandings of the orders or
reality and our use of categorization to connect them— provide us with
an appropriate set of tools. Hence I will use these tools to do a bit of
comparative theorizing on communicative behavior.
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4. Communication

The most immutable barrier in nature is between one
man’s thoughts and another’s. WILLIAM JAMES

In §3.1, I discussed how the intelligence of individuals evolves out of
the intelligence of species, as a more efficient way for living organisms
to adopt ideal patterns. A gap opens in the instinctive reflex behavior
evolved by a species, and each individual learns how to bridge the gap.
Animals hunt for food, hide from predators, and find mates through a
combination of species-determined instincts and individually-learned
behavior. In this effective synergy, instincts provide the drives and gen-
eral criteria for success, while individual intelligence figures out the de-
tailed actions to be performed.

But equipping individuals with “on-board computers” —nervous sys-
tems able to solve specific problems and store ideal descriptions of the
immediate environment—was only the first evolutionary step. The
learning that any individual amasses in a lifetime is limited, and it be-
comes unavailable when the individual dies. Once life had succeeded in
placing intelligence in individuals, the next step was to devise a way to
pool the individual learning that this capability generated. “Social” ani-
mals developed behavior patterns designed to share the knowledge of
each for the good of all. Because individuals are separated from one an-
other—physically, behaviorally, and ideally —this sharing has involved
a specific class of interactions that I will refer to here as communica-
tion.

Thus communication occurs when individuals behave in such a way
that the knowledge one possesses is transferred to another. This pro-
cess is most clearly recognizable in “higher” animals. For example, dol-
phins and chimpanzees seem to communicate in many of the same
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modes we use. But it also ranges down to the well-documented “danc-
es” of bees, where the individual worker who has discovered a source
of nectar acts out its direction and distance using a highly-evolved sym-
bolism. In all cases, the knowledge, beliefs, and perceptions of differ-
ent individuals become shared by a group, to everyone’s benefit.

Communication and Culture

“No man is an island,” wrote Donne, but it is communication that
makes this so. Human individuals are linked by communication in
much the same way that they are linked by membership in the human
species. This linkage creates new patterns of behavior, which we gener-
ally call culture, that are separate and different from the patterns or-
dained by the species.

One way to understand this difference is by relating it to the differ-
ence between instincts and individual intelligence. Human beings have
evolved a need to live in groups—for mutual protection, efficiency in
getting food and shelter, and other reasons. The specific ideals, behav-
ior, and physical actions that make group living possible depend on in-
dividuals sharing their lives, a process that takes place at least partly
through communication. In effect, communication helps fill the gap be-
tween the need to live in groups and the changes within each individual
that are required to make group living possible.

Cultural behavior can take any of the three orders of reality as its
categorial setting. In the “common sense” of culture, behavior is the
setting. The result is the most basic social “glue” that holds people to-
gether: friendship, empathy, sensitivity, and love. It is behavior generat-
ing more behavior, with communication as the go-between. Because it
lies altogether in one order of reality, we do not generally perceive er-
rors in this kind of commonsense culture. It’s just the way people are.

When the setting for cultural behavior lies in physical reality, we get
a different kind of “glue” —one based on such physical maxima as terri-
tory, resources, or possessions. Examples abound of cultures defined by
a fatherland or centered around natural resources—fields, rivers, for-
ests, and so on. The individuals in the culture distinguish themselves
from their neighbors by their relation to the physical setting, and much
of their effort goes toward supporting that relationship among one an-
other or denying it to outsiders.
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Finally, a culture may be based on ideals. Here the “glue” consists of
shared insights or values. Many of the cultural groupings studied by so-
ciologists are of this kind; they unite people by their beliefs. Whether
they are embodied in an institution (such as a church), or are just the
values one grows up with, ideals can form a powerful force for cultural
cohesion.

When individuals in a culture categorize their behavior through
shared ideals or common physical resources, they exhibit the same ba-
sic patterns that we discussed under the head of “theorizing.” They
fashion minima to justify their categorizations and they generate group
concepts of error. Thus a culture bound together by an ideal creed may
distinguish believers from unbelievers, the orthodox from the heretical.
A culture tied to a fatherland may distinguish natives from foreigners.
Much human energy goes into these pursuits.

When cultural theories collide, the results are often grievous: misun-
derstandings, conflict, and war. This is because one person’s links to
ideals or property are no more “natural” than another’s; they are all the
products of the adoption of common theories by individuals living in
groups. Disputes between rival cultures can sometimes be settled only
through force.

Later parts of this book will discuss cultures in more detail and ex-
amine some of the theories they share. But regardless of how the indi-
viduals in a culture may adopt common theories, communication is one
of the techniques that makes this kind of sharing work. As we might
imagine, different varieties of communication show up in different
kinds or phases of culture. In the next three sections, I analyze three ba-
sic communication technologies—language, writing, and information.
They use behavioral, physical, and ideal media, respectively. The emer-
gence of these technologies over the history of human life has made
possible much of the cultural richness we experience today.

Media and Content

We can analyze any given instance of communication in two ways: in
terms of the content being communicated and in terms of the medium
through which the communication takes place. The content may be-
long to any of the three orders of reality. It may be a physical fact (“this
pencil is yellow”), a behavioral pattern (“I am hungry”), or an ideal
truth (“19 is a prime number”). The recipient of the communication ab-
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sorbs and uses the content in much the same way that people use any
natural perception, sensation, or insight.

Similarly, the medium of a communication may be physical, behav-
ioral, or ideal. But here it is easy for our natural understanding to go
astray. Since human beings are always separated physically, mustn’t all
communications go through a physical medium? To distinguish one
medium from another, we must examine the unique, essential patterns
present in various instances of communication.

One person speaks to another person, and as a result the hearer does
something. For example, I get up from my chair when I hear someone
say “Come here.” Isn’t this an example of a physical stimulus causing a
physical reaction? How is it different from my getting up from my chair
when I hear the door opening or when I need to eat? One answer is that
physically inexplicable differences in the stimulus can make decisive
changes in my actions. If the speaker said “Stay there,” I would remain
seated. If the speaker uttered either command in Chinese, I would prob-
ably do nothing. As I argued in §1.1, no analysis in purely physical
terms can make sense of such distinctions; we must recognize the exist-
ence of behavioral patterns before we can understand them.

If we need to understand behavior to understand speech, where does
this behavior lie? Obviously the speaker has a behavioral pattern that
shows up in a specific utterance, and I have one that shows up in a spe-
cific response. But the key factor here is the existence of shared behav-
ior. The speaker and I have implicitly agreed on the “meanings” of
certain words; it is these meanings that pass from the speaker’s behav-
ior to my own. Speech is just one way to accomplish this passage; the
speaker might as well have written a note. So long as the words “come
here” emerged, my response would have been the same. What I call a
medium is the essential pattern common to all these events, and that
pattern belongs to language—a part of behavior—and not to any train
of physical events.

Now suppose I am programming a computer. This is a kind of com-
munication, because after I am done the machine acts differently. One
might at first assume that the communication medium is purely physi-
cal. I press keys on a keyboard and the machine stores electrical charg-
es in its chips; isn’t this just an elaborate mechanical adjustment? But
the purpose of my typing has nothing to do with electrical charges; in
fact, most of the time I have no idea what’s happening at the “hardware
level.” My purpose is to create certain data structures and invoke cer-
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tain functions, all of which are encoded as binary numbers. Although I
seldom deal with binary code directly, everything I do is built on that
base; it forms the medium that I share with the computer. It is an ideal
medium because binary numbers belong to the ideal order of reality.

There is a genuinely physical medium of communication, of course.
I call it writing, though it comprises more than marks on paper. Its hall-
mark is the shared physical object—a book, video disc, sound record-
ing, or whatever. A written communication is something you can take
off a shelf and hand from person to person.

Any act of communication may use more than one medium. Behav-
ioral words are written in physical books. Even an ideal computer pro-
gram can be “listed” in a computer language and printed on paper.
When we analyze such combinations we must take care to separate
their components. Consider the common case of language written
down. Before I can interpret a written text, I must know both the lan-
guage and the script. Even “come here” is opaque to me if it is translit-
erated into Arabic characters. For a text to communicate, the writer and
the reader must understand both the physical marks and the language
behavior that the marks represent.

Categorization in Communication

What is the relation between the content of a communication and the
medium through which it is delivered? In the terms used in this book,
the answer is straightforward: The content categorizes the medium. For
example, the English words “dog,” “hound,” “spaniel,” etc. all refer to
dogs because we construct from those physical objects a category that
covers them all. Similarly for the French words “chien,” “caniche,” and
so on. At more general levels of categorization we find words such as
“beast” and “animal”; at more specific levels, words such as “Lassie”
and “Max.”

The same holds for words categorized by behavior (“running”) and
by ideals (“six™). In all cases, our understanding the word depends on
our knowing the thing that categorizes it. In a sense, every communica-
tion rests upon a theory —a theory in which each chunk of the medium
is categorized by the object of knowledge that it stands for. As a short-
cut for understanding such theories, we say that content categories give
“meaning” to words, marks, bit codes, and other pieces of media.
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Earlier I described how cultures are bound together by shared theo-
ries; among these theories, various forms of communication are argu-
ably the most essential and pervasive. Put another way, it is hard to
imagine a culture existing without some form of communication among
its individuals.

Language, Writing, Information

How do the technologies of language, writing, and information help to
build and sustain human cultures? I will examine some of the details in
§4.1, §4 .2, and §4.3. The general answer is that communication lets in-
dividuals trade among themselves the physical, behavioral, and ideal
categories that they have adopted for their own behavior. The content
categories that give meaning to the medium are transferred from one in-
dividual’s behavior to another’s.

A language is a part of behavior that is shared between individuals.
When you and I agree that the word “book™ will denote the thing you
are now holding, we have both added a new pattern to our behavior.
Note that we have not agreed to perform any particular physical action;
to communicate this word to you, I might utter a sequence of pho-
nemes or write a string of letters or tap out Morse code. Our agreement
is in the same class as an agreement to meet on a certain street corner,
which either of us might carry out by car, bus, or foot. It is pure behav-
ior. A language consists of thousands of such behavior patterns, typical-
ly shared by millions of people.

A piece of writing is a physical communication object that human
beings create. Early writings were basically pictures—physical sym-
bols that stood for physical objects—but as the technology evolved the
symbols began to represent words and sounds, forming a kind of “fro-
zen speech.” In the current era, writing technology has blossomed in
several directions. Along one thread, mass printing has made it possi-
ble to reproduce exact copies of written material in huge numbers,
quickly and cheaply. Along another thread, technologies have been de-
veloped to “write” images and nonlinguistic sounds, ultimately with re-
alistic motion, color, and stereo effects. Along a third thread, the
techniques of authorship have transcended linear composition, result-
ing in the emergence of “hypertextual” writing only loosely related to
speech.
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Information is part of the ideal order of reality. It is the result of
“encoding” text, graphics, sound, and other physical objects (as well as
behavioral patterns such as programs and links) by associating them
with ideal objects, usually numbers. Following the insight of von Neu-
mann, Shannon, and others that all such encodings could be reduced to
“bits,” information is now “processed” by digital computers, complex
machines that manipulate binary numbers.

Cultures today use all three of these forms of communication to pro-
vide the complex social “glue” that holds people together. Language
lets people relate to one another on a behavior-to-behavior basis. Writ-
ing provides more “formal” communications, which endure through
time and can be distributed to many places. And information process-
ing makes possible the increasingly complicated mass of “data” that ac-
companies life in industrialized societies.

The Evolution of Communication

A common sequence of stages appeared in the human record during the
evolution of languages, writing systems and information processing. In
the first stage, each new technology was used to solve problems just in
its own order of reality. Thus writing began as a method of using physi-
cal counters to keep track of physical things; speech apparently arose
when vocal behavior was used to signal other behavioral states, such as
fear and aggression; and data processing started out using numbers
solely to calculate other numbers.

In the next stage, communication technologies branched out into
new orders of reality. Languages learned how to make physical state-
ments and express abstract ideas; writing began to record the flow of
language; and data-processing machines were adapted to handle encod-
ed text, pictures, sounds, and so on.

In their final stages, these technologies have achieved a kind of “life
of their own” by freely using the rest of the physical, behavior, and ide-
al worlds to categorize the original medium. Language has become the
vehicle for our inner dialogs, modeling all the varieties of reality to our
minds. Writing now combines language with a variety of “multimedia”
elements to deliver its messages. And data processing technology has
recently begun to create ‘“virtual environments”—arrangements in
which machines interact with people to enable new human capabilities.
The increasingly complex involvements of communication with reality
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mirror those of life itself, described in §3.1. Communicative processes
are also often cited in theories of “cultural evolution™ as basic engines
that drive social change, parallel to the mechanisms of genetics in phys-
ical evolution.

As a result, communication has become a ubiquitous activity in cur-
rent cultures. In the next three sections, I will outline some of the ways
that language, writing, and information processing have developed.
Along the way, I will explore a few of the common patterns that show
up in these technologies.

So far this book has been mainly about the acquisition of knowl-
edge—the ways that we modify our behavior to conform to reality. But
man is a “tool-making animal.” Most of our commerce with reality is
the converse of understanding it; it is directed toward changing the
world. So the rest of this book is primarily about the ways we affect our
surroundings, which one might call the flip-side of theorizing. In this
effort, the most basic tool we use is communication.
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Speech is a mirror of the soul; as a man
speaks, so is he. PUBLILIUS SYRUS

Darwin noted that human beings seem to have an innate tendency to ac-
quire and use speech. Certainly no other form of behavior is so wide-
spread in humans and at the same time so characteristic of our species.
Speech is one example of the use of language, the behavioral commu-
nication technology mentioned in the previous section. Other species,
from bees to apes, communicate through languages that they express by
movements, gestures, expressions, attitudes, and other nonverbal ac-
tions as well as by cries and “songs.” We also exhibit a wealth of non-
verbal communicative behavior, and scholars have recently tried to
analyze these patterns under rubrics such as “body language” and “fa-
cial language.” But it is verbal languages that provide us with our rich-
est and most flexible means of communication.

Of what does a verbal language consist? One obvious answer is
words. When we speak we utter strings of words, most of which desig-
nate fairly explicit things in the world. These things may be physical,
behavioral, or ideal, but in normal speech each word is intended to
“stand for” a specific and well-identified object, quality, action, rela-
tion, or whatever. It is this specificity that makes dictionaries work. It is
usually easy to agree that an error has been committed when a speaker
“chooses the wrong word.”

“Nothing has its name by nature, but only by usage and custom,” ob-
served Plato, referring to the arbitrariness by which words are associat-
ed with things. With something like 6,000 different spoken languages
extant, each having its own vocabulary, this claim is hard to dispute. A
language is in fact a kind of theory, with words the minima it adopts to
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“pin together” bits of behavior on one side and the multitudinous ob-
jects of existence on the other. A word and the thing it denotes would
never be linked had we not adopted the behavior pattern that we call a
language.

But the use of words as arbitrary minima cannot by itself explain the
richness of verbal languages. When we talk or write, we combine and
modify words, using them to describe past and future, possibility and
impossibility, things present and things far away. We do this by apply-
ing rules to our language behavior, creating “meaningful” phrases and
sentences. We say we are “expressing thoughts,” instead of just mirror-
ing the world in words.

Here is how psychologist Steven Pinker describes these two compo-
nents of language (1999):

The ingredients of language are words and rules. Words in the sense of
memorized links between sound and meaning; rules in the sense of oper-
ations that assemble the words into combinations whose meaning can be
computed from the meanings of the words and the way they are ar-
ranged... A memory system stores and retrieves words, implementing
Ferdinand de Saussure’s principle of the arbitrary sign. A system of sym-
bolic computation generates grammatical combinations of words, imple-
menting Wilhelm von Humboldt’s principle of the infinite use of finite
media. Together they explain the vast expressive power of language, the
ability to convey an unlimited number of new ideas.>?

Through an exhaustive analysis, Pinker shows how word processing
and rule processing are inherently unlike activities, even locating their
implementations in different areas of the human brain.

In §2.3, I described how physical categories make a theory feel “ob-
jective” and ideal categories make it feel “logical.” Treating language as
a kind of theory, this difference fits well with the distinction between
words and rules. A language’s repertoire of words tends to mark out the
extent and variety of its objective scope, and its system of rules tends to
define its logical capabilities.

Although words may denote abstractions or patterns of behavior,
they tend to be rooted physically. Etymologically, most words arose as
names of concrete objects or events; even such an abstraction as the En-
glish verb “to be,” for instance, started out in Sanskrit as a word that
meant “to grow,” a physically observable process. It is not hard to see
why words are so closely tied to physical reality. When two individuals
use language to link their separate patterns of behavior, the main area of
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reality they share is physical —it is their common environment, contain-
ing many objects both of them can see and feel. Hence it is natural to
start populating an agreed vocabulary with names for these things.
When I have difficulty explaining an abstraction or a state of feeling to
another person, I will search for “concrete examples” —physical things
or situations we can both experience. I will then use these examples to
build a “word picture” that suggests what I am trying to say. Similarly,
an anthropologist trying to learn an undocumented language will typi-
cally start with the names of common objects that can be pointed to,
working up to the words for ideas and emotions.

It is also clear that the rules of a language must be based on ideal
principles. If the rules are ambiguous or contradictory, so that I mix up
sentence order or confound nouns with verbs, people will say that they
“can’t follow” my speech, that it “makes no sense.” This will happen
even though I choose the correct words for what I intend to say. Utter-
ing sense instead of nonsense is often just a matter of applying logical-
ly consistent rules to the format of our speech.

Theories About Language

Traditional theories about language behavior tend to examine one or the
other of its sources of categories. The physical categorization of lan-
guage gives rise to theories of lexicography. These theories discrimi-
nate language on the basis of the physical things or events that words
and phrases “represent.” For instance, they distinguish nouns, verbs,
and adjectives because these classes of words refer to physically distin-
guishable entities—objects, actions, and qualities.

Most good dictionaries attempt to relate specific fragments of lan-
guage to physical objects or situations, even when their words refer to
pure behavior, such as emotional states. Without physical references
that ultimately tie word meanings to things which can be pointed out,
dictionary definitions tend to become vague and circular. As traditional
physical-based theorizing about language becomes more sophisticated,
we can proceed from lexicography —the assignment of specific mean-
ings to individual language fragments—to a consideration of seman-
tics, the general study of the relations between signs and designata.

Ideal categorization in language theorizing, on the other hand, leads
to the disciplines of grammar and logic. We proceed from examining
the rules of grammar to theories of classical (Aristotelian) logic, then to
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the modern discipline of “syntactics,” the study of the “formal” proper-
ties of signs. In modern symbolic logic, for instance, the “sentential cal-
culus” interprets ordinary language expressions such as “grass is green”
into “sentential functions” where a string of symbols is read in some
such way as “for all x, if x is grass, then x is green.” The intent of this
theory is to “formalize” common speech by revealing its abstract under-
lying principles.

As scholarly pursuits, these two approaches to language have been
vigorously promoted by somewhat opposing camps, each wishing it
could reduce away the other approach in the interests of the “search for
truth.” For instance, Wittgenstein’s semantical dictum that “every sen-
tence has its own logic” opposes assertions by theorizers such as Tarski
and Church that language is primarily a product of its formal proper-
ties.

The most important outcome of these arguments, however, has been
their mutual delineation of language behavior itself. Semantics alone is
an empirical and somewhat fragmentary inquiry into “language
games”; syntactics alone becomes a study of formal systems only re-
motely related to any actual speech. But by spotlighting language from
two directions, these areas of theorizing can combine to enrich our un-
derstanding of the whole.

Earlier (§3.3), I proposed “comparative theorizing” as the most ef-
fective way to understand the world. In fact I believe that most people,
outside the disciplines of scholarship, already use this approach. Lan-
guage lets us maintain an “inner dialog,” through which we constantly
reflect upon the world from one viewpoint or another. Language sup-
ports this process by virtue of the facility with which it switches be-
tween physical and ideal categorization.

Because it consists of behavior in which words categorized primari-
ly by physical things are assembled according to ideal rules, every sen-
tence reflects all three orders of reality; and because forming a sentence
requires very little behavioral energy, it is an easy way to construct a
theory. In other words, talk covers all situations and talk is cheap. Much
of our complex civilized behavior depends for its success on such inter-
nal “talking out.”

It is easy to conclude from our experience with inner dialogs that all
theoretical problems can be expressed in language, and from there it is
a seemingly trivial step to assert that they can all be solved linguistical-
ly. This belief has run persistently through twentieth-century philoso-
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phy. “When we attempt to formulate a theoretical issue in clearly-
defined terms,” it argues, “the attempt either fails or succeeds. If it fails,
that means the supposed issue was only a pseudo-issue. If it succeeds,
we become able to resolve the issue by simple linguistic analysis.” This
argument falls apart when we realize that language, important though it
may be, is only a part of our overall behavior. We cripple the promise of
comparative theorizing if we treat language as the measure of every-
thing.

Behavioral Categories in Language

What about behavioral categories in language behavior? They play a
role, but one that is more difficult to analyze. Following the terminolo-
gy used in §2.2, we can call spoken language behavior categorized be-
haviorally the “common sense” of speech. It is language simply trying
to do its job, to be expressive.

Behavioral categories are responsible for the “lyrical” properties of
our utterances, as distinct from their “denotative” content. At the deno-
tative end, for example, we find Webster’s “large glossy-black bird
(Corvus corax)”; at the lyrical end we encounter Poe’s “Ghastly grim
and ancient Raven wandering from the Nightly shore.”” The words in
Poe’s description create a powerful image in our minds, though little of
their denotative content is valid.

It is hard to discern any natural break between strictly denotative
speech and pure music. Suppose we were to arrange in “lyrical order”
all the utterances that a person might make, placing at one end the
mainly denotative sentences. Going toward the other end, we might first
encounter evocative prose, then verse, then various forms of recitative
(cantillation, rap, and the like), then song, and finally wordless music.
Each stage would constitute an act of communication, with less and
less physical or ideal categorization. We would move gradually from all
denotative content to all lyrical content, but at no point would it be
clear that we had suddenly switched from speech to music.

At the final stage, however, we can imagine ourselves humming a
tune from which we can derive no physical or ideal “meaning” whatso-
ever. We have to say that the “content” of a tune is generally explicable
only in terms of behavior. As Coleridge said of poetry, it is “the com-
munication of immediate pleasure.”
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The Evolution of Language

How did language arise in human behavior? Very few archaeological
clues exist today, but an analysis in terms of the orders of reality can
help us make educated guesses. In the first stage, humans probably used
physical gestures to stand for other physical actions. Baring the teeth,
for example, “says” something like “I am ready to bite you.” It is com-
munication of the simplest kind; the sign lies in the same physical or-
der as its designatum and is linked to it through a sequence of physical
events. It seems apparent that men and the animals from which they de-
scended have always maintained a repertoire of such “commonsense”
gestures.

In the next stage, gestures might have begun to stand for situations
with which they were not connected physically. Pointing, for example,
does not have a “commonsense” meaning; a baby (or a dog) will look
at the finger, not at the thing pointed to. With a gesture such as point-
ing, the link between sign and designatum is established in behavior by
each individual learning to “interpret the gesture.” Our reaction to see-
ing someone point—looking along the vector of the outstretched fin-
ger—is a typical bit of stimulus and response, but it belongs to a pattern
we might call a “gesture language,” not to our instinctive behavior.

As such bits of interpretive behavior began to accumulate, the natu-
ral tendency to conserve “behavioral energy,” which I discussed earlier,
would come into play. Once signs and designata could be associated in-
dependently of any physical connection, humans would tend to evolve
signs that achieved the most effect with the least effort. Here speech
shows evident advantages over gestures. It communicates in all direc-
tions for significant distances; it automatically fixes the attention of the
hearer; it works at night or in situations where there is no line of sight;
and it consumes relatively little energy. A group that incorporated
speech into its repertoire of behavior—even to a limited extent—would
have enjoyed a significant edge in survival.

Human communication may well have existed for many millennia as
just an interplay between physical reality and behavior. The physical
parts would have consisted of gestures and spoken sounds, while the
behavioral parts—languages—would have consisted of responsive pat-
terns that connected the gestures and sounds with their physical “mean-
ings.” Thus shouting the word for “tiger” in a primitive encampment
would have evoked the same kinds of responses as the presence of a ti-
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ger, but the use of spoken stimuli to arouse the camp (instead of a rou-
tine of gestures or attitudes) would have been more timely and efficient.
But as I discussed earlier, modern languages are also deeply in-
volved with ideals, not only as the designata of abstract words but as
the principles behind syntactical rules. Why did ideal categories be-
come an important part of language? In §3.1, I described how specia-
tion—the division of life into units based on ideal templates—helped
organisms cope more effectively with different environmental situa-
tions. I believe a similar movement occurred in the evolution of lan-
guage. Ideal categories “modalize” language; they let us talk about the
past and the future, about conditional events, and about imaginary
things. In effect, they create “specialized” patterns of language that
groups of individuals can use to suggest or discuss courses of action.
Besides just responding to the present tiger, for example, people can
discuss tigers past, rehearse encounters with future tigers, and “wonder
out loud” if there was a tiger in the next bush. The resulting capabili-
ties, made possible by the use of ideal categories in language, have both
enhanced individual survival and promoted group effectiveness.

Discourse

Regardless of how they came about, fully-developed modern languages
are complex mixtures of denotative words, logical rules, and lyrical ex-
pressions, using categories drawn from all three orders of reality. With
such a range of possibilities, how are such languages actually used to
make cultures work? Many analyses divide the uses of language into
characteristic vocabularies, or “registers,” because the rules of any lan-
guage tend to apply more or less uniformly across all its uses. Thus we
refer to the “language of science,” the “language of love,” and so on,
meaning that different words are used, not that different rules of gram-
mar apply.

At the center we find a large mass of words that we might call the
“language of discourse” —the vocabulary of everyday talk. It is the lan-
guage that is spoken on radio and television, exhibiting the vocabulary
we expect to hear when we step into a shop or sit down to dinner. It is
also the principal language that forms the “communication glue” used
by most cultures.

In A Theory of Discourse (1971), James L. Kinneavy lists four
“modes of discourse”: narrative, evaluation, description, and classifica-
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tion. This division is the distillation of many attempts to discover a gen-
eral system underlying the everyday use of language. In the terms used
here, we would say that narratives categorize behavior physically, eval-
uations categorize physical events behaviorally, descriptions categorize
physical events ideally, and classifications categorize ideals physically:

PHYSICAL CATEGORIES PHYSICAL SUBJECT
BEHAVIOR Narrative Evaluation
IDEALS Classification Description

Discourse, as described here, uses a physically-rooted vocabulary
(which gives it the quality of being objective and amenable to indepen-
dent agreement), but the roles of behavior and ideals switch around
among four possible configurations. These four modes of discourse also
show up as the ways that four distinct kinds of formal theorizing are ex-
pressed.

When we categorize behavior physically in a narrative, we give the
passage of time a concrete “meaning.” As I analyze it in §3.2, time is an
ordering process in behavior that life has evolved to separate physical
stimuli from behavioral responses. As behavior, the passage of time is
only an experience; it is not intrinsically “something out there.” We can
sense it in a dream, for example, without actually dealing with physical
events. When we construct a narrative, however, we relate our experi-
ence of time to specific physical states. We say that A happens before B,
then C, and so on, even though A, B, and C may be past or future situa-
tions, or imagined situations that never actually happen.

Thus a narrative brings physical reality into our perceptual frame-
work. It arranges the world according to our behavioral timeline, expos-
ing the links between stimulus and response, cause and effect, that
make physical events “meaningful” to us. But in a pure narrative we do
no more than explain what our perceptions are “about.” We present the
world uncritically, “as we see it.” Hence narrative tends to be the most
basic way that we communicate.

When we make an evaluation, we apply behavioral categories to
physical things or events. We call them good or bad, right or wrong,
pleasant or unpleasant. We relate the physical world to our wants and
needs. The process of evaluation is one step more sophisticated than
bare narration, for it attaches new qualities— judgments of value—to
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the things and events that narration only identifies. It is easy to see how
this use of language can help bring coherence to a culture, for it ex-
presses the norms that separate one group from another. It is also the
language of command; when a chief orders something done, he is sim-
ply using his behavioral wants or needs to categorize the performance
of a physical task.

In a description we go a step further, applying ideal categories (in-
stead of behavioral categories) to physical reality. We recognize ab-
stract characteristics in the physical world—number, quantity, form—
that bring its disparate physical appearances together in our minds. We
talk about the world not just as things happening in time—or things that
we like or dislike—but as things that exemplify various ideal systems.
Ultimately we work up taxonomies and formulas to “bring order” to the
physical things and events of our environment.

Finally, classification is the converse of description—it is the pro-
cess of applying physical categories to ideals. We begin to build hierar-
chies of ideal pigeonholes into which physical things and events may
fit. We are then able to classify the things of our experience by assign-
ing them to the pigeonholes. This process gives ideal entities—the ele-
ments of the classificatory framework—physical embodiments. In
modern physics, for example, we develop mathematical models and say
that they are the “forms” of physical events. This is the kind of argu-
mentation that led scientists to classify the physical world into parti-
cles, forces, and laws, as I discussed in §1.2.

Many scholarly disciplines—which might generally be described as
masses of discourse—exhibit these four forms as “branches.” In the
study of literature, for example, narration becomes literary history: the
determination of who wrote what, and when. Evaluation becomes the
branch of criticism, in which scholars distinguish the good from the
bad, the classic from the trite. Description becomes literary analysis,
the discernment of themes and patterns within individual works. Final-
ly, classification becomes literary theory, in which scholars develop a
taxonomy of literary forms and show how certain forms evolved from
earlier ones.

The discourses of politics play an important role in the operation of
modern industrialized cultures. Here again we can distinguish these
four forms—narrative, evaluation, description, and classification—as
separate ways that language is used. Politics begins with narrative re-
porting, where “news media” communicate the behavior of individuals
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and groups by describing what they did or said. Evaluation then en-
sues, as pundits and politicians apply their values to the reported events.
They praise or decry, call for renewed action or view with alarm, and so
on. At this point, descriptions appear, as “analysts” discern trends or
predict the outcome of various policies. Finally, books of classification
are written, in which thinkers distinguish democracy from totalitarian-
ism, capitalism from socialism, and so on. All this political discourse,
strident and confusing though it may seem at times, is essential if indi-
viduals are to maintain the group behavior that we call “civilization.”

Language and Disorder

Saying that language helps bind cultures together or that political dis-
course helps support civilization does not explain why people tend to
give language such a central role in their lives. Obviously verbal com-
munication is more than just a social obligation. In fact it is a skill that
rewards the individual at the same time that it strengthens the group.

In §3.2, I described how our behavioral identification of certain
physical states out of many permutations leads us to find a “tendency”
in material change, which we measure as “entropy.” Because the major-
ity of physical configurations are not useful to our behavior, we lump
them together as “disorder” and say that the physical world tends to
that state. A similar situation holds in language. The rules of any lan-
guage are said to be “combinatorial,” meaning that they let us put
words together in millions of different ways. But only a small fraction
of these millions of combinations are at all meaningful, and only a frac-
tion of those meaningful combinations constitute “well-constructed”
sentences. One way to appreciate this fact is to try writing a computer
program that will generate good prose. I can testify from personal expe-
rience that it is quite difficult.

So we discern in discourse, as in life, a “tendency” toward meaning-
lessness. It is only through training and work that we can maintain an
acceptable level of communication. To do better takes exceptional skill.
As a result, the more expert wordsmiths in a culture tend to gain a dis-
proportionate share of power, with the resulting individual rewards.

This is one reason why the arts of rhetoric and oratory were so im-
portant in early Greco-Roman politics; with the mechanical processes
of writing in their infancy and information processing not yet envi-
sioned, speech was the primary communication tool. As democracy de-
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veloped, the best talkers tended to determine the actions of the state.
Pericles and Demosthenes, Cicero and Cato, were empowered as much
by their verbal skills as by their statecraft. Today, a similar situation
holds for the “punditocracy” of the news media and television. Many a
policy or politician is promoted or undone by the skillful use of lan-
guage.

We constantly live with this downside of the “easy theorizing” capa-
bility of language. Its worst manifestation is the facility with which lan-
guage can be used to fabricate deliberate errors and falsehoods.
“Speech was made to open man to man, and not to hide him; to pro-
mote commerce, and not betray it,” wrote David Lloyd in 1665 —a goal
as appropriate today as when it was formulated, and apparently as unat-
tainable.

Consciousness

So far I have discussed language primarily as a technology for human-
to-human communication, where it helps support group cultures. But
language is also clearly an important part of each individual’s life. By
one measure it is the most important part.

In my (speculative) account of its evolution, language went through
the stages outlined in §4: first it was a technology confined to one or-
der of reality, then it branched out to another order, and finally it em-
braced all three orders. Thus the first use of language behavior was to
establish the “meaning” of certain gestures, such as pointing. In this
role, language simply “standardized” these patterns of individual be-
havior, letting the members of groups use them with some assurance
they would be understood.

The next stage of use was to create new physical stimuli—words—
that conveyed meanings more effectively than gestures. The associa-
tions between words and their designata were largely arbitrary; but
once a set of word meanings was adopted, verbal communication be-
came a powerful tool for group action. In its final stage, language
worked with ideals; it developed logical rules for modifying and com-
bining words, and it came up with new words to denote abstractions.

In its final stage of development we might say that language “ac-
quired a life of its own.” Earlier I noted how the introduction of ideals
into language was like the emergence of speciation in life; it made pos-
sible “threads” of thought that survive independently of changes in the
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environment. These behavioral threads categorize things and events that
are past, future, hypothetical, or imaginary. Each such pattern of behav-
ior subsists without physical stimuli or connections with other behav-
ior; we call it a “train of thought” and say that it exists only in the
individual mind. Much of every person’s life is occupied with playing
out such trains of thought. This inner dialog constitutes an entirely pri-
vate use of language, separate from its uses in group communication.

Here we encounter consciousness, a slippery-eel idea that has baf-
fled generations of philosophers. I believe that consciousness is prima-
rily a train of language behavior that subsists in each individual’s mind.
Bear in mind that I regard “language” as more than just the use of
words. Consciousness is like a separate organism in an individual’s be-
havior that may operate independently of the stimulus-response pat-
terns by which it is surrounded. Because it combines behavior that is
physically categorized with behavior categorized by ideals, the “lan-
guage organism” that we call consciousness can integrate all the physi-
cal acts and sensations of our bodies with an ideal concept of selfhood.
It assembles the behavioral responses of daily life into a useful se-
quence, using an ideal framework.

There appear to be many such “organisms” living in our behavior, of
which consciousness is perhaps only the most verbal. Explorers of the
human mind, such as Freud and Jung, have found numerous “uncon-
scious” or “subconscious” processes in thought, each with its own kind
of language. In each case, it is the presence of ideal patterns that lets
the process separate itself from the run of commonsense behavior, ac-
quiring “a life of its own.”

In §3.1, I described how individual intelligence may appear in a
stream of species-determined instinctive behavior. It “bridges a gap” in
the reflex chain, solving problems that are too specialized or intricate
for rote processing. I believe that consciousness serves a similar bridg-
ing function for intelligent behavior. It extends the ways in which
thought behavior theorizes about physical reality (discussed in §2.2), by
theorizing about thoughts themselves. In this sense we might character-
ize consciousness as a kind of “super-intelligence.”

Consciousness operates at a level above intelligence by virtue of the
speed and versatility with which it handles the three orders of reality. It
is like an organism within the mind that performs its own theorizing.
But it is an organism whose stimuli come from intelligent behavior and
whose reactions modify other behavior. It forms “theories” based on its
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host’s behavior and creates knowledge that the host uses internally.
Hence the “consciousness organism” can be far more nimble than any
biological organism because it operates directly on behavior; it does not
need to perform cumbersome operations in physical reality.

Theories of Consciousness

Scholarly analyses of consciousness (of which there are a multi-
tude) have tended to concentrate on its interactions with just one order
of reality. The “sense of self” analyses concentrate on the ability of
consciousness to model physical reality, particularly the physical exist-
ence of the conscious organism. When a monkey recognizes its reflec-
tion in a mirror—not just as a monkey but as itself—we say that it
exhibits this kind of consciousness. We might call it “physical con-
sciousness,” for it is behavior that identifies the behaving individual in
physical reality.

Alternatively, the “stream of consciousness” analyses usually con-
centrate on the facility with which consciousness can access the whole
content of the behavioral mind. Ask a person what an ink blot repre-
sents and out may come an extraordinary compilation of images, be-
liefs, desires, and so on. Everything from childhood experiences to this
morning’s breakfast to Hamlet’s soliloquies seem to be on tap, ready to
be retrieved and run through a kind of behavioral playback machine.
We might call this capability “behavioral consciousness,” for it inte-
grates disparate parts of the individual’s behavior into a single pattern.
It is made possible by life’s time-ordering function, discussed in 3.2.

Finally, the most mysterious analyses of consciousness concentrate
on sentience, our feeling of “awareness.” Here we see the influence of
ideals. When it works with ideal categories, conscious behavior moves
as far as it can from the physical-behavioral interchange that normally
engages a living organism. It is free to imagine what might be or never
was and to bring together thoughts that would seldom coexist in the or-
dinary business of living. This kind of behavior constructs an ideal
model of the self, often one that is markedly different from the physi-
cal model. Because there is no mirror by which we can compare it with
the “real thing,” this ideal model can become as extravagant as we let it.
It can also easily mutate from minute to minute or from day to day. For
most people, it is the core of “self-awareness.”
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To illustrate this last kind of analysis, consider what happens when
we watch an absorbing action movie. As people run about and things
explode, our intelligent behavior is fully engaged. We “identify” with
the action. But our sentience is at a low level; it is the movie that engag-
es us, not our own thoughts. Now imagine being in an actual situation
of danger. Suddenly we are fully alert, our awareness at a high level.
What is consciousness processing in these two cases? As we watch the
movie, our consciousness mainly processes physical images and other
people’s emotions. It compares them to stored material, updates our
memories, and only occasionally relates them to our concept of self
(would 7 jump off a building like that?). In the case of real danger, our
conscious processing is typically quite different. We “run through the
possibilities,” placing ourselves in the center of each scenario. Much of
our mental behavior is now categorized by ideals, as we theorize about
our situation and imagine new ways of coping with it. This is sentience
in a relatively pure form. A variety of narrators, from warriors to exis-
tentialists, have reported the heightened “sense of awareness” that per-
sonal danger evokes.

Consciousness and Culture

In an iconoclastic book, The Origin of Consciousness in the Break-
down of the Bicameral Mind (1976), Julian Jaynes argues that human
consciousness—including the idea of a personal self—is a product of
the evolution of language. From his analysis of early archaeological
and literary evidence in Mesopotamia and Greece, he concludes that in-
dividual consciousness arose during the second millennium B.C., at
least in the Near East. Before the general development of conscious-
ness, the typical human mental state was “bicameral” —it consisted of
an area of individual behavior, which was fully absorbed in dealing
with the physical world, plus a godlike “executive” area that delivered
specific orders. The executive part of behavior was like the “still small
voice” that spoke to Elijah—it was within the individual but not part of
the individual’s customary train of responses. Jaynes likens it to a per-
sistent verbal hallucination. In this era, before widespread human con-
sciousness, gods were plentiful and they manifested themselves imme-
diately inside men’s minds.

According to this account, the “bicameral” structure of behavior was
unable to cope with the many lifestyle changes and social upheavals
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that took place between the ages of Sumeria and Greece. As language
grew increasingly capable, it replaced the inner gods with conscious
patterns of individual behavior and forced the external gods to migrate
to the heavens. From this sequence of events, Jaynes concludes that

“...consciousness is chiefly a cultural introduction, learned on the basis

of language and taught to others, rather than any biological necessity.”>3

It is so common to think of personal consciousness as intrinsic to the
human condition, that at first we may find this statement astonishing.
Consciousness an acquired skill, passed from culture to culture like the
art of basket-weaving? But in terms of the present discussion it does not
seem so strange. We might analyze the origin of consciousness in ways
such as the following.

A culture begins to exist when a group of people categorize their in-
dividual behavior in such a way that they cooperate in common tasks.
Such categorization is naturally physical at first, because that is the en-
vironment with which the people cope and also the medium through
which they communicate. One way physical categorization shows up in
individual behavior is when the group adopts physical symbols—ges-
tures or words—to represent other physical objects or events. In other
words, the group starts using a language. But there is a limit to how
much benefit people can derive from just adopting symbols. Most of the
benefit of language emerges when it acquires ideal categories, becom-
ing a medium for discussion, speculation, and play-acting.

At first, the ideals that categorize language behavior may well ap-
pear godlike. They are universal, not specific; immutable, not change-
able; and invisible, not tangible. The words that denote ideals and the
syntactical opportunities that ideals give to ordinary speech may make
this “new way of talking” seem supernatural. Priests, speaking for gods,
and kings, speaking as gods, would be the only individuals with the
time and resources to learn the “ideal-language.”

But limiting the ideal categorization of language to an elite is not the
most effective way to support a culture. Just as life empowered itself by
evolving individual “on-board computers” (as I characterized personal
intelligence in §3.1), so a culture can increase its power by delegating
the processes of ideal language to individual minds. With the help of
Thucydides and a little imagination, for example, we can see the skill-
ful oratory of Pericles making this happen in Greece of the fifth centu-
ry B.C. Now exhorting the Athenians to their duties as citizens, now
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“raising their consciousness” by promoting art, drama, and architec-
ture, these speeches are a paradigm of vision-sharing. And the practical
payoff was that over the next hundred years Greek culture came to
dominate the Western world.

Thus language turns out to be more than just a way to help people
get along with one another. By examining it in terms of the three or-
ders of reality, we see that it can give rise to new forms of mental
behavior, eventually becoming the stuff of consciousness. As the behav-
ioral part of communication, language today is ever-present in our lives.
But this is not the end of the story. In the next section I examine writ-
ing, which was built upon language and became the main physical part
of communication.



4.2 Writing

But words are things, and a small drop of ink,

Falling like dew upon a thought, produces

That which makes thousands, perhaps millions, think.
BYRON

Archaeologists have uncovered four main sites in the world where the
technology of writing emerged in human behavior: Mesopotamia, Chi-
na, the Indus river valley, and Mesoamerica. The last two produced
writing systems that died out, while the Chinese system survived but
evolved very little during 4,000 years. It was the Mesopotamian inven-
tion that led to most current scripts, including the alphabets of Western
culture.

Mesopotamian writing apparently began as a business technique. As
early as 8000 B.C., clay tokens were used to keep inventories of goods
such as livestock and jars of oil. During the fourth millennium B.C., the
Sumerians started impressing these tokens into squares of wet clay,
which were baked to make permanent records. Within a few genera-
tions the tokens were abandoned in favor of incised marks, and the
written clay tablet was born.

At first, the scribes who created and read these tablets stuck to a rep-
ertoire of about 200 signs, each one generally constructed to look like
the object it represented. But it must have occurred to the more experi-
enced writers that the shape of a sign need be only an aide-memoire for
reading it. In one direction of development, the signs became more and
more stylized, leading to rectilinear ideographs. In another direction,
the repertoire of signs was extended through various tricks by which
they were interpreted to stand for objects or ideas only loosely related
to the original meanings.

For example, among the original 200 marks were one for a small
measure of grain (ban) and one for a large measure (bariga). When the
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need was seen for marks to represent the integers 1 and 10, it was natu-
ral to adopt variants of the ban and bariga signs because they were al-
ready associated with small and large quantities.

We might call this primitive stage physical writing, in the sense that
physical marks were used to represent physical things in very nearly a
one-to-one relation. It may never have occurred to the scribes of 3100
B.C. that a clay tablet could offer any greater potential than to summa-
rize the contents of a storeroom in a form that could easily be passed
from hand to hand during a commercial transaction.

Behavior Writing

As Sumerian writing developed, a common way to create new signs
was through rebus-like punning. Thus the sign for “reed,” pronounced
gi, was used in temple documents as the sign for “reimburse,” also pro-
nounced gi. In this way, what had begun as a technique for represent-
ing physical objects became a technique for representing sounds. We
might call it behavior writing, because it captured the behavior of lan-
guage. By so doing, of course, it opened the door for writing to emu-
late all the scope and flexibility of language, enhanced by important
new features of permanence and portability.

It must have been at this time that the use of writing as “frozen
speech” began to emerge. The sender of a letter spoke his message to a
scribe, who recorded the sounds as marks. By scanning the marks, an-
other scribe at another time or place could recite the message to its re-
cipient. This application of the clay tablet was radically different from
its original role as a physical inventory record, but many of the marks
used were the same.

Of course, there was no simple shift from pictographic to phonetic
writing. The Sumerian cuneiform system—as well as the Egyptian sys-
tem that arose during the same era—was a hodgepodge of pictographs,
word symbols, sound signs, and signs to indicate the way that other
signs were to be interpreted.

An interesting wrinkle occurred during the third millennium B.C.,
when the Sumerians became dominated by the Akkadians and their
scribes were told to start recording Akkadian words. The puns and re-
buses that the scribes had invented to extend their writing of Sumerian
didn’t generally work in the new language; they were forced to apply
many of the old signs to new words and memorize the association by
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rote—much as we may learn the word “hippopotamus” today without
knowing that it meant “river-horse” in Greek. One lasting result of this
event, however, was the emergence of writing as more than simply an
aide-memoire. Just as the words of languages had evolved etymologi-
cally to denote many different things, now things (written marks) were
adopted more-or-less arbitrarily to denote words.

Alphabetic Writing

The emergence of the art of writing speech must have contributed to the
rise of consciousness described in §4.1. As Jaynes points out in his
analysis of the breakdown of “bicameral” thought, the availability of
written records would have enhanced the individual’s freedom to ma-
nipulate ideal categories:

“...once the word of god was silent, written on dumb clay tablets or in-
cised into speechless stone, the god’s commands or the king’s directives
could be turned to or avoided by one’s own efforts in a way that auditory
hallucinations never could be. The word of god had a controllable loca-
tion rather than an ubiquitous power with immediate obedience 3*

“Externalizing” bits of language—placing them in a physical medium
where they could be recited or ignored at will—helped men achieve the
ability to construct complex thought patterns in their behavior. Today
we use notepads for essentially the same purpose, to help us “organize
our thoughts.”

As writing developed, the associations between written marks and
the words or sounds they represented became more and more a matter
of convention. The ultimate outcome of this freedom of association was
the invention of the alphabet, in which each letter constitutes what
McLuhan has called “a meaningless sign that represents a meaningless
sound.” Not only was an alphabet easier to learn, it could be used to
write a variety of languages.

Around 1,500 B.C. this idea apparently gained strength among the
Canaanites, who constructed an alphabet of 22 letters. The Phoenicians
and other trading peoples soon came up with variations of the Canaan-
ite’s system, and alphabetic writing swept through the Western world.
By the seventh century B.C., the Greeks had adopted a set of vowel and
consonant letters that rendered their language nearly perfectly. The an-
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cient Greek alphabet emerged full-blown as an amazingly accurate
means for converting speech into written marks.

Letters serve as elemental minima in written text, encouraging peo-
ple to analyze their thoughts in ways that might otherwise never occur
to them. The result is similar to what happens when the various phe-
nomena of a science are boiled down to a few basic elements. As Rob-
ert K. Logan puts it, “The magic of the phonetic alphabet is that it is
more than a writing system; it is also a system for organizing informa-
tion.”?> He and Marshall McLuhan analyzed this “alphabet effect” and
see it as an important enabler for the entry of ideal categories into
Western thought:

Western thought patterns are highly abstract, compared with Eastern.
There developed in the West, and only in the West, a group of innova-
tions that constitute the basis of Western thought. These include (in addi-
tion to the alphabet) codified law, monotheism, abstract and theoretical
science, formal logic, and individualism... While not suggesting a direct
causal connection between the alphabet and the other innovations, we
would claim, however, that the phonetic alphabet played a particularly
dynamic role within this constellation of events and provided the ground
or framework for the mutual development of these innovations.3®

The contrast suggested here, between Western and Eastern thought, is
particularly striking. Chinese writing uses up to 30,000 different signs,
most of which are hard to analyze into simpler signs. In effect, Chinese
characters symbolize maxima and encourage the reader to think in
terms of relatively monolithic objects. Alphabetic writing, on the other
hand, constantly suggests minima. The meaning of an alphabetic ex-
pression resides entirely in the arrangement of meaningless letters, not
in the letters themselves. The reader is constantly challenged to “dig be-
neath words” by the way that alphabetic writing exposes the tensions
between root and inflection, past and future, compound and element. It
represents a natural spur to theorizing.

About 30 writing systems are in active use today. Besides the Chi-
nese han ideographs (also used in Korea and Japan) there are two sylla-
baries—Korean Hangul and the Japanese kana—that were adopted to
supplement the han; some 15 more-or-less interrelated scripts used in
India, Tibet, and southeast Asia; Hebrew and Mongolian, both descend-
ed from Aramaic writing; Arabic; Ethiopic; and the alphabets inspired
by ancient Greek —Clyrillic, Armenian, Georgian, and the Latin letters.
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Among all of these, the bulk of scholarship and scientific knowledge is
currently written and stored by means of the Latin alphabet.

Ideal Writing

Writing’s final stage of development, which we might call ideal writ-
ing, is still fairly new: it is writing that we scan and absorb visually,
with a minimum of conversion into sound. Consider what happens
when you look through the morning newspaper. Headlines of various
sizes compete for your attention, with a second or less of reading time
allotted to each one. These bits of writing are composed in a syntax
quite different from that of speech, and the messages they convey are
highly compressed. When you find a “news item” to read, you frequent-
ly scan it for key words, trying to answer implicit questions: Did the ac-
cident involve anyone I know? Will the new law affect me? Is it going
to rain today? You are sucking ideas out of the written marks. Little of
what you are doing fits the model of converting the marks into sound.

A specialized technology, journalism, has evolved to make this kind
of writing as efficient as possible. To make journalistic prose work,
however, writing had to separate itself from speech. One manifestation
of this separation was silent reading.

It is not commonly realized that silent reading was the exception, not
the norm, until quite recently. Before the eighteenth century, reading
meant reading aloud, even when you were alone. Augustine, for exam-
ple, marveled that Saint Ambrose could absorb a text while “his voice
and tongue were silent.” This is one reason that classical libraries were
equipped with colonnades and cloisters, to avoid the hubbub of a read-
ing room.

The turning point apparently came with the publication of such
works as Newton’s Principia (1687), much of which consisted of for-
mulas that were difficult to vocalize. By contrast, a work such as Gali-
leo’s important Dialoghi delle nuove scienze, composed only fifty years
earlier, was presented as a series of dialogs, displaying essentially no
difference between the written and spoken form. It was still “frozen
speech,” designed to be understood primarily through hearing.

During the eighteenth and nineteenth centuries (in the West), print-
ed writing diverged more and more from speech. Unpronounceable ele-
ments such as Newton’s formulas became an integral part of the text
flow, not supplementary exhibits like the diagrams usually added to Eu-
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clid’s Elements. Euclid had written his book so it could be understood
through words alone, but Newton made mathematical symbolism a part
of the message. As a result, serious scholars (and eventually the whole
reading public) learned to absorb writing visually as well as phonologi-
cally.

The evolution of printing technology, which became a revolution in
the last half of the nineteenth century, supported the unique nature of
“ideal writing”—still in the physical medium, but independent of
speech behavior—by broadening and standardizing its delivery. Books,
pamphlets, and periodicals became common and widespread, more ac-
cessible than tutorials, speeches, or conferences. Mass-produced paper
(1803) made publication relatively cheap. Stereotyping (1813) let pub-
lishers reprint their works without having to reset them. The rotary
press (1865), fed by huge rolls of paper, introduced high-speed print-
ing. Keyboard typesetting (1885), which produced one “slug” per line,
dramatically lowered the cost of composition. By the end of the centu-
ry, it was possible to print and distribute the modern daily newspaper —
each issue the equivalent of a book—in a matter of hours.

In terms of communication, these developments did two things for
writing: they made it feasible for anyone who wanted a written work to
have it, and they guaranteed that every copy of the work would be iden-
tical. Because printed books yielded identical copies, authors and pub-
lishers increasingly came to view their works as fixed visual
presentations in which “frozen speech” was only one element. The oth-
er elements included diagrams, pictures, tables, lists, heads and sub-
heads, footnotes, and sidebars such as glosses, insets, and abstracts. At
the same time, works that were mass-distributed in standardized form
could afford a wealth of “access aids” —tables of contents, indexes, and
cross-references. The modern “reference work™ was born.

Canonical Texts

Writing today is a many-splendored thing. From encyclopedias to poet-
ry, from novels to scholarly articles, it serves the whole range of life.
But it is not used the same way as speech. An analysis in terms of the
orders of reality can help us understand why.

Because it is a direct embodiment of language, speech can be
thought of as behavior trying to leap the physical divide between one
individual and another. Spoken conversation at its best is an interactive
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affair, full of cues and confirmations. It is as if two individuals were try-
ing to fit their mental processes together. Writing, on the other hand, is
a more “formal” discipline. The writer addresses a distant audience, of-
ten one of unknown size and background, with little or no interaction.
To achieve fully effective communication, the writer “structures” prose
in a way that leads the reader from one thought to another. The guiding
pattern of a powerful book is ideal, not behavioral.

In discussing the evolution of language, I described how it enabled
the independent organism-like train of inner verbal behavior that we
call consciousness. The rise of consciousness, in turn, transformed cul-
tures from simple hierarchies based on commands to complexes of indi-
vidual contributions and interests. At this point, I believe, external
“organism-like” bodies of writing became important ways for cultures
to organize and control individuals. Codes of laws, such as Hammura-
bi’s and Solon’s, became fixed points among the conflicting currents of
conscious motivation. Holy books took over the role of command.

Writing could do this in ways that speech could not because it was
acquiring ideal properties: it existed in a fixed form, it outlasted human
lives, and it communicated directly with the mind. In many areas of
knowledge, forcefully composed books became the ultimate authorities.

Thus arose bodies of canonical texts—texts that are acknowledged
and followed across cultural boundaries. These texts establish “commu-
nities” of individuals that cohere through common values, instead of
through shared land, goods, or patterns of behavior. Such communities
may be religious, political, or scholarly, but we can distinguish them
from language-based cultures by their members’ allegiance to specific
writings. The Bible, the Bill of Rights, and the “standard” books of
scholarship are all written works that have gained multicultural adher-
ents.

Linguists have noted that the varieties of speech—the thousands of
languages and dialects extant—tend to conform to geographic bound-
aries, while the systems of writing—the thirty-or-so scripts in current
use—tend to follow ethnic and religious lines. For example, Europe is
divided into language groups that more or less correspond to its physi-
cal countries: French in France, Italian in Italy, etc. But when it comes
to writing these languages, those countries where the Catholic and Prot-
estant churches are dominant use the Latin alphabet, while those where
the Orthodox church is dominant use Cyrillic. In one case, Serbo-
Croatian, the same language is written both ways, depending on wheth-
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er the speaker’s faith is Catholic or Orthodox. Thus scripts, as well as
written works, tend to define cross-cultural communities.

Islam represents a good example of the nature of canonical writing,
as well as its power to transcend local cultures. Although they are dis-
tributed across the globe and speak hundreds of languages, Muslims are
bound together by a single book, the Qur’an. Even the book’s physical
marks are holy, for the Qur’an can be properly rendered only in the Ar-
abic script. The text used today is identical to that promulgated in 651
by ‘Uthman ibn ‘Affan, and variant versions are inconceivable. Similar-
ly, a Judaic sofer, no matter how experienced, may not inscribe any part
of a Torah from memory; he must always work with a correct text open
in front of him.

The cultural force of writing is partly due to its wider reach com-
pared to language. As behavior, language attains its highest use in orga-
nizing the individual mind. Physical texts, on the other hand, can
achieve global effectiveness. They can be reproduced faithfully in hun-
dreds of cultures and can affect millions of lives. In both cases, the
presence of ideal categories supplies organizing principles that make
language and writing more effective.

In consciousness, ideals support the “power of concentration”; in
writing, they provide “universal vision.” Ideals help individuals orga-
nize themselves internally and help cultures bind individuals together;
but in the first case ideals are transmitted through a behavioral medium
and in the second case they are embodied in a physical medium.

Writing also offers the advantage of providing an independent physi-
cal presence. A textbook, reference work, or holy scripture is some-
thing that anyone can turn to for guidance at any time. It endures in a
way that speech (or even the memory of speech) does not. A written
text is not part of any individual’s behavior but it offers many of the
same services as an outside consciousness: it stores facts, organizes
knowledge, and answers questions.

Finally, a piece of writing is something objective. It lies in the same
physical order of reality as the things with which we react. “In the be-
ginning was the Word, and the Word was with God, and the Word was
God,” wrote St. John, celebrating the physical power of holy scripture.
To “throw the book™ at someone is more than just a metaphor for judi-
cial ire; it acknowledges that canonical writings in a social context can
produce the same effects in our lives as sticks and stones.
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Multimedia Writing

So far I have discussed writing primarily in terms of marks on paper.
But during the last century or so a number of “multimedia” technolo-
gies have been perfected, using a variety of physical materials. In the
terminology used here, photography, audio recording, cinema, radio,
television, and Internet pages are all forms of writing. They communi-
cate patterns of behavior and ideals from one individual to another
through physical reality.

Each of these technologies has introduced distinctive new methods
into the process of communication. For example, photography empha-
sizes selectivity. A skilled photographer will take many exposures of a
subject, with different viewpoints and lighting, then choose the “best”
shot. In this procedure, the ability to choose among various “treat-
ments” of a natural subject replaces the ability to construct an image de
novo, with pencil or paintbrush. The end result—the striking facial ex-
pression or the dramatic landscape—makes a communication, but one
that has been arrived at by novel means.

Another novel method of communication, called montage, was dis-
covered early in the development of cinema. Sequences of images, con-
trolled by the film editor and force-fed to the viewer by the nature of
the medium, can evoke ideas that are never actually shown. For exam-
ple, we find the following order of scenes in Louis Feuillade’s Juve
Contre Fantoémas, a detective serial of 1913:

1. A cab pulls up before the deserted villa where Fantomas is spend-
ing the night.

2. A boa constrictor slithers in through a bedroom window, menac-
es the detective, and departs.

3. The cab leaves the villa and drives off.

The resulting idea—that the snake came and left by cab—was never
photographed. It is entirely a product of montage, a visualization creat-
ed in the cutting room. Early theorists of the cinema, particularly Eisen-
stein and Pudovkin, made much of this effect. It seemed to separate
film from all previous communication media, and it remains an essen-
tial technique in movie-making today.

Some people argue that in the last fifty years, these “multimedia”
forms of writing have supplanted marks on paper as the principal carri-
ers of cultural values. They are obviously pervasive. But they seem to
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serve as a “counterpoint” to communities otherwise established, not as
a binding force of their own. Except perhaps transiently, no group of
people allies itself with a movie, an audio recording, or a website.
These communication vehicles provide entertainment or instruction, but
not widespread and lasting social coherence.

We can see the reason for the “lightness” of multimedia communica-
tion in the way that it works with the orders of reality. It is heavily root-
ed in physical imagery—sounds, pictures, motion, light. Hence we
view a movie or a photograph in the same fundamental way that we
view other physical things, even though what it shows us may be ex-
traordinary. We are observers; we process the communication in our
stimulus-response behavior, not in the verbal core of consciousness.

In contrast, verbal writing uses the “alphabet effect” mentioned ear-
lier. By restricting its physical manifestation to a minimal set of
marks—mainly letters —it forces each individual’s consciousness to un-
derstand the message by “reaching out” for ideal categories. We inter-
pret what we experience, and during the process of interpretation we
make it our own. The result is a much more powerful and lasting modi-
fication of individual behavior.

Hypertext

Another direction that writing is taking in our time is based on the no-
tion of “hypertext,” first suggested in 1945 by Vannevar Bush and
championed during the 1970s by Ted Nelson. Hypertextual writing is
divided into chunks, which can be strung together in many ways using
links.

A chunk, like a sentence, “expresses a complete thought,” but it may
be as short as a single word or as long as an article. Every link has a
reference at one end, which lies inside a chunk, and an anchor at the
other end, which is attached to another chunk. When the reader “clicks
a link,” the reference chunk breaks off and the link’s anchor chunk be-
comes the next piece of writing. Hypertext can be laboriously imple-
mented in paper (footnoting is an example), but it works best when
managed by a computer. In §4.3 I’1l discuss some of the characteristics
of computer data structures that make this so. Much of mankind is now
familiar with the application of this technique in the World Wide Web,
where something like half a trillion “web pages” are linked to each oth-
er seemingly ad infinitum.
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Hypertextual chunks can “nest”—one chunk can contain another—
and one chunk can be the anchor for many links. For example, several
hypertext articles might refer to the size of the world’s population. The
actual figure, however, could be written in a separate chunk that is nest-
ed, through linking, within the various articles. By updating the num-
ber written in the one chunk, all the articles are kept current.’” Here the
links are not controlled by the user; they are programmed into the origi-
nal articles. By expanding this principle, computers can create “virtual
documents,” in which written material is machine-assembled from
many sources. The possibilities of this technology are still being ex-
plored.

One of the traditional differences between speech and writing was
that speech is interactive and writing is not. The interlocutors of a dia-
log can explore each other’s understanding until there is a “meeting of
minds”; the writer of a book must take a scatter-shot at the book’s audi-
ence, hoping that most of the material hits home. Hypertext is chang-
ing all that. It is now possible to compose mutable documents that fit
themselves to the reader’s interests and level of comprehension. As a
result, the accessibility and usefulness of writing is increasing as at no
time since the sixteenth century.

The Evolution of Writing

The evolution of writing outlined in this section is an example of the
more general pattern, mentioned earlier, by which new communication
technologies typically develop.

First, a technology is created to solve a narrow range of problems in
its original order of reality. In the case of writing, physical tokens and
signs were devised to inventory physical goods. Next, the technology is
modified to work with another order of reality; the signs that had stood
for physical objects were adapted to record and transmit language be-
havior.

In the final phase, the technology absorbs the third order of reality
and achieves new capabilities that could hardly have been foreseen ear-
lier. Writing becomes a communication medium in its own terms, nei-
ther symbolizing other physical objects nor simply recording speech. In
its current forms, writing has become a powerful organizing force in
human affairs.
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Under the overall head of “communication,” we have now consid-
ered language, which operates primarily in behavior, and writing,
which exists in physical reality. The next section completes the subject
by discussing the information medium, which uses the realm of ideals.



4.3 Information

Where is the wisdom we have lost in knowledge?
Where is the knowledge we have lost in information?
T.S.ELIOT

We are all directly familiar with language and writing, but most peo-
ple’s notion of information tends to be somewhat hazy. When I “pos-
sess” information that another person does not have, or ‘“send”
information in a message, what do I possess or send? In 1948, Claude
Shannon proposed that every “piece” of information could be treated as
a set of answers to yes-no questions and hence could be represented by
a binary number. This analysis coincided nicely with existing telegra-
phy practice and the emerging technology of digital computers, which
are based on bistable electronic circuits. Hence the physical states of
such circuits were labeled 0 and 1 and were said to represent ideal bina-
ry digits, or bits. Information became the stuff that computers “pro-
cess,” measured logarithmically and expressed in bits.

Treating bits as both ideal and physical is a classic case of minima
construction, subject to all the pitfalls described in §1.2. But it has also
led to much innovation and new knowledge. In this section I shall adopt
Shannon’s model and assume that any piece information can be repre-
sented by a string of bits. The most important characteristic of bits,
however, is that they are ideal, not that they can be manipulated elec-
tronically.

Numeration

Of course, the use of numbers to represent information far predates
computers. Our ability to count objects and quantify materials numeri-
cally appears to be nearly as old as language. But the way that numbers
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themselves are represented has exhibited an interesting and convoluted
history.

In language, numbers are represented additively, and this seems to
have never changed. To express a large number, I say so-many thou-
sands, so-many hundreds, and so on. In general, languages render num-
bers by giving different names to various quantities and then piling
them up.

Numeric writing started out with the same additive model. Because
it began as an accounting practice, Sumerian writing used symbols to
represent numbers almost as early as it contrived symbols for physical
objects. At the beginning, Sumerian numbers were just tally marks, like
primitive numbers everywhere—six marks for six sheep, and so on. As
true symbolism emerged, new marks were devised to represent larger
numbers, such as 10. This made writing numbers more efficient, but it
did not change the underlying method. In the line of development that
led to the Western alphabets, “number writing” never progressed be-
yond such a simple additive notation, ultimately perfected in the Greek
and Roman numerals. Recording a quantity involved writing down
marks for different values until the desired number had been accumu-
lated.

Some time before the seventh century A.D., Hindu scribes perfected
our modern system of positional notation, in which the interpretation
of a mark depends on both its shape and its place in a string of marks.
Such a system requires a grasp of ideals, because we must perform a
calculation to determine the value of any symbol. It is communication
that uses a physical medium (to make marks) and an ideal medium (to
calculate what the marks mean).

Full-blown positional notation requires a placeholder for positions
not being used. It appears that the zero mark began as such a placehold-
er and then became a symbol for the quantity zero. The power of using
a mark to symbolize zero is that it makes our notation as complete as
our arithmetic. When we subtract 5 from 5, for example, we do not sud-
denly encounter a number that cannot be written. By jotting down a
zero symbol to represent the remainder, we can use our result in new
calculations.

For all their familiarity with ideals, the Greeks apparently never
came up with this trick. It has been suggested that the reason is that
they had an intellectual aversion to symbolizing nothingness. It seems
more likely that they were just never exposed to the benefits of posi-
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tional notation sufficiently to see through its strangeness. Archimedes,
for example, experimented with alternative ways of representing num-
bers in his essay Wouuitng (“The Sand Reckoner”), in which he tried to
estimate the number of grains of sand in the world. But if a Hindu trav-
eler had shown him positional notation without demonstrating its use-
fulness (say) in multiplying large numbers, Archimedes would probably
have regarded the Hindu’s proposal as just a curiosity. Why use the
same marks to represent units, tens, hundreds, and so on? The answer,
of course, is that doing so makes it possible to invent calculation meth-
ods that are both simple and powerful. Positional notation is a tech-
nique, like the alphabet, whose main virtue is that it facilitates a variety
of new processes of knowledge.

Thanks to Muslim scholarship, the West eventually did acquire the
technology of positional notation. It spread through Europe at the start
of the thirteenth century with the publication of Liber Abaci, an im-
mensely popular how-to manual of calculation tricks by Leonardo Fi-
bonacci. This book also championed the zero symbol, calling it
zephirum. Just as the alphabet had become a flexible way to record
speech behavior, the new “Arabic” numerals became a flexible way to
record ideal numbers.

Besides recording quantities, written numbers can be used as ordi-
nals to label objects that fall into a natural sequence. Positional num-
bers turn out to be more suitable as ordinals than additive numbers,
because it is easy to see at a glance which of two expressions is greater.
Consider how much quicker you can locate a book page marked with
Arabic numerals than one marked in the Roman system. Thus position-
al numbers became adopted as names where order was significant—to
identify dates and times, for example.

When positional numbers are written in an ordered list, it is easy to
see which ones are missing and which ones may be added without du-
plication. As a result of this feature, such numbers have become widely
employed as unique names. Identification numbers for possessions and
people are now an inextricable part of industrialized life. Positional
numbers are also essential in computer technology, to locate data in
networks and memory devices. All this has little to do with the original
use of written numbers to express quantities.

Although positional numbers became preferred in writing, spoken
languages continued to use additive numbers. This was because spatial
relations are easy to show in writing but hard to convey in speech. We
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can try to say numbers positionally —by calling 4096 “four oh nine six”
instead of “four thousand and ninety-six,” for example. But to under-
stand such a number as a quantity, we are forced to visualize the posi-
tion of each numeral and calculate the result. That is why we talk this
way only when reciting numbers that are not quantities, such as tele-
phone numbers.

Positional notation is but the earliest of a many systems of arithmeti-
cal and algebraic symbols that made it possible to express ideal truths
by moving marks around on paper. Once the concept was seen to work,
it became commonplace for other abstract disciplines to devise their
own symbologies. In disciplines as diverse as astrology, chemistry, and
logic, written communications among scholars became peppered with
special markings. Though often arcane to the uninitiated, these “sys-
tems of notation” helped standardize the expression of ideals. They let
scholars manipulate and communicate their agreed basic concepts with
the least amount of labor.

One imaginative use of positional numbering led to an unforeseen
area of knowledge. In 1931, Kurt Godel published a scheme in which
mathematical theorems could be represented by (very long) strings of
numbers.*® He contrived his system so that simple arithmetic opera-
tions on the numbers corresponded to logical operations on the theo-
rems. The result was a way to write new “metatheorems” —theorems
about the theorems of mathematics —that could themselves be manipu-
lated mathematically because they were expressed as numbers. This no-
tational invention made it possible to reach important conclusions about
what kinds of statements were or were not provable in given mathemat-
ical systems. It also presaged the translation of various kinds of infor-
mation into strings of bits in present-day computers.

Symbologies

Using special writing to denote ideals facilitated an immense amount of
new theorizing. Examples abound. The analytic geometry pioneered by
Descartes—in which the shapes and surfaces of Euclid are represented
by numerical formulas—made it possible to study curves that could not
be reduced to compass-and-straightedge operations. The calculus of
Leibniz and Newton led to sophisticated new analyses of physical
change. And the notations of Boole, Peano, and Russell —symbolizing
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propositions, relations, sets, and so on—helped logicians go beyond the
language-bound syllogisms of Aristotle.

What was it about written notations that unleashed this creativity?
We tend to think of ideals as accessible mainly through behavior—enti-
ties that are seen through “the mind’s eye.” Indeed, some people be-
lieve that ideals are no more than figments of thought, as I discussed in
§1.1. So how could inventing new ways of writing marks on paper help
us explore them?

The answer is that inventing physical marks to symbolize ideals ex-
emplifies “comparative theorizing,” as described in §3.3. In effect, a
system of notation is a theory based on minima that consist of associa-
tions between symbols and ideals. A mathematician says “let S be a set”
and writes the physical mark S on a blackboard. From then on, writing
S in any string of marks becomes equivalent to asserting a fact about
the set, an assertion that may be correct or fallacious.

Manipulating visual images of physical marks, while simultaneous-
ly examining our inner understanding of the ideals that they represent,
lets us examine every question in two fundamentally different contexts.
In one context, we move concepts of ideals around in thought behav-
ior; in the other, we move marks around in physical reality. This is why
mathematicians and logicians often stare at blackboards when they
work. Answers may develop in either ideal or symbolic terms, but they
must be valid both ways. In other words, a new piece of knowledge
must both fit our mental understanding of ideals and correspond to a
“well-formed expression” in our notation. In some mathematical disci-
plines, such as knot theory, comprehensive notation seems to be essen-
tial to our thinking about the subject at all.

One might characterize the behavioral processes of thought, using
language, as “one-dimensional” or “linear.” They are organized along
the stimulus-response timeline that living things have evolved. By con-
trast, groups of written physical symbols are “two-dimensional” or
“nonlinear.” They exist “all at once,” and we can we can work with
them in any order. In this model, thought provides the directed goal-
based threads of development, while writing records intermediate re-
sults and helps the thinker visualize alternative threads.

The interplay between ideals and the symbols we use to express
them eventually led to the concept of “formal systems” —disciplines in
which the ways by which we develop knowledge correspond one-to-
one to the rules by which we write down our results. At its simplest, de-
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fining such a system consists of designating a set of marks—the “primi-
tives”—and adopting a set of unambiguous rules for combining these
marks into “well-formed expressions.” Hilbert, Tarski, and others de-
veloped mechanical protocols of this kind to “formalize” several variet-
ies of ideals, including certain branches of mathematics and logic. In
contrast to the Greek notion that ideals could be accessed only through
mental insight, these efforts suggested that working with them might be
just a matter of arranging marks on paper and then reading off the re-
sults.

Computing

After Godel had shown that the strings of marks generated in a formal
system could usefully be expressed by numbers, it was not long before
someone speculated about creating an automaton to do the work. Such
a machine could (in principle) create ideal statements by grinding out
their formal expressions numerically, using a physical medium. In
1937, Alan Turing published a paper in which he described a mechani-
cal model—later dubbed the Turing machine—capable (in principle)
of performing all the computations of mathematics. It contained a pro-
cessing “engine” and a simple “memory,” mimicking the functions of
thought and writing. To determine whether an arithmetical calculation
was “computable,” we needed only to ask whether the Turing machine
was able to perform it in a finite number of steps. Since the Turing ma-
chine was conceptually simple—it consisted primarily of a long tape of
cells, in any of which it could write or change one number—the an-
swer became relatively easy to discover.

Actual digital computers, one of which was designed by Turing him-
self, began to appear in the 1940s. At first they were only big adding
machines, built to generate mathematical tables or perform other fixed
tasks. ENIAC, designed to calculate ballistic trajectories, was publi-
cized in 1946 by showing that it could multiply a five-digit number by
itself 5,000 times in half a second. The main innovation introduced in
digital computers of this type was their global use of binary numbers —
positional notation in its purest form.

To change the sequence of instructions in the first computers, you
had to rewire them. Electronic computing moved to a new level of ca-
pability with von Neumann’s insight that the instructions a computer
followed could be encoded as numbers and handled by the same elec-
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tronic circuits that handled data. “Stored instructions,” or programs,
were referred to as software to distinguish them from the physical com-
puter, or hardware, which became a relatively passive “execution en-
gine.” The power of such programs was largely derived from the
conditional branch instructions they contained, which let the comput-
er “read” data and alter its actions on the basis of the data’s numeric
values. The art of designing software with such instructions became a
crucial part of computer technology.

Consider a highly simplified description of what happens when I
press the “A” key on a modern computer keyboard. First, a unique pat-
tern of eight electrical high-or-low levels travels from the keyboard to
the machine and is stored as eight bits in a “keyboard buffer,” a part of
memory used for such data. There an “interpreting” program compares
the pattern with a set of stored eight-bit templates, one-by-one. When a
match occurs, the program “branches”; a conditional branch instruc-
tion in the interpreting program triggers the execution of a “rendering”
program that places binary 1 values in specific locations in the comput-
er’s “screen buffer” Finally, a “display” program, which runs every six-
tieth of a second, scans all the locations in the screen buffer and
illuminates or darkens one “pixel” on the computer screen for the bit
value of each one. As a result of all this, the pixels form a visible “A”
pattern on the screen.

Let’s analyze this process into its physical, ideal, and behavioral
components. When I press the “A” key, electric contacts feed +5 volts
into some of the 8 conductors in a cable that runs to the main comput-
er. Inside the computer, these electrical currents “flip” certain bistable
circuits, turning them to their “on” state. Everything so far has been ex-
plicable in purely physical terms. To simplify things a bit, let’s assume
that the keyboard coding is ASCII (American Standard Code for Infor-
mation Interchange). If so, an uppercase “A” character is stored in 8
bistable circuits by turning the 2nd and 8th circuits on, leaving the oth-
ers off.

Now the interpreting program runs, having been triggered by an
electrical signal that occurs every time any key is pressed. For conve-
nience, it first “copies” the pattern of bistable circuits into 8 circuits of
a “scratchpad buffer,” located in an area of memory that it regularly ac-
cesses. What has been copied? The keyboard buffer and the scratchpad
buffer may be built with totally unlike arrangements of aluminum and
silicon, and the ways their circuits became “on” or “off” may be quite
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different (for example, one may be “dynamic RAM” and the other
“static RAM”). What has been copied is the ideal binary number
01000001, not anything physical. The copying works because the com-
puter designer has decided that certain electromechanical arrangements
“mean” 01000001 in one buffer and different arrangements mean
01000001 in another buffer. The two buffers communicate a number,
using an ideal medium.

The interpreting program next compares the contents of its scratch-
pad buffer with a set of stored “templates,” each of which consists of an
8-bit binary number stored in 8 other bistable circuits. A typical com-
parison technique uses the “bit exclusive-or” operator, abbreviated
“XOR.” The rules of XOR are simple: If the bits in the same position of
two binary numbers are the same, the resulting bit is 0; if they are dif-
ferent, the resulting bit is 1. Here are two examples:

First number: 01000001 01000001
Second number: 00010011 01000001
Result: 01010010 00000000

It is easy to see that an XOR operation produces all-zeros only if the
two numbers submitted to it are identical.

Let’s assume that the interpreting program uses XOR operations to
compare the number in its scratchpad with the set of template numbers.
Here’s a highly simplified schema for a fragment of such a program:

001 PUT (myScratchpad XOR 01000001) INTO theResult
002 IF theResult = 00000000 THEN

BRANCH TO (rendering program for 'A'")
003 PUT (myScratchpad XOR 01000010) INTO theResult
004 IF theResult = 00000000 THEN

BRANCH TO (rendering program for 'B')
005 ... and so on

The computer executes these lines in numerical order. Line 001 per-
forms an XOR operation between the scratchpad buffer (which the pro-
grammer has chosen to call “myScratchpad”) and the template
01000001, placing the result in another scratchpad called “theRe-
sult.” In line 002, program execution branches to an entirely different
set of lines if theResult is zero (which will happen under our present
assumptions). Otherwise, the program proceeds to line 003, where the
number in the scratchpad buffer is compared to 01000010 (the ASCII
code for “B”), and so on.
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Line 001 in this simplified program performs a mathematical calcu-
lation that could be implemented by a variety of mechanical devices,
from the abacus onward. But what happens in line 002? The comput-
er’s hardware includes a “program counter” that constantly seeks to ex-
ecute the numerically next higher instruction in the computer’s
program. But some instructions—called branch instructions—are able
to change the number in the program counter. When they do so, the
“next” instruction may be anywhere in the millions of lines that make
up a computer’s software. Combining this ability to jump from one pro-
gram to another with an ability to “read” the value of data passing
through the machine (as the XOR operation does) constitutes the “con-
ditional branch instruction” technique mentioned earlier. It forms the
keystone of modern computing.

Of course modern computers are staggeringly complex, and a pro-
fessional engineer might be dismayed at the way I have schematized
their operation. I have done so just to highlight the magic of condition-
al branching. Is it merely a physical operation, in which electric cur-
rents are sent one way instead of another way? No, because we cannot
understand it without understanding the ideal binary numbers that con-
stitute the “meaning” of a computer’s electrical patterns. Is it just an
ideal calculation, in which numbers are converted to other numbers?
No, because it reacts in ways that can be explained only in behavioral
terms. The essence of conditional branching—and by extension, of all
software —is stimulus and reaction.

Software

So what is software? To begin with, it has very little to do with any spe-
cific physical computer. In fact, a common goal of software design is to
make programs that are “hardware-independent,” or able to work on a
variety of different machines. The software designer works almost en-
tirely with behavior, in the same way that (say) the director of a play
works with the behavior of a cast of actors. The play’s the thing, not the
theater in which it is performed.

The preceding sketch of a computer responding to a keypress is
more typical of 1970’s programming than of current practice. To under-
stand modern software, one must understand programming languag-
es. At the finest level of detail, the instructions that control a computer
process consists of sequences of opcodes, which are stored in the ma-
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chine as binary numbers. Today, however, these sequences are not nor-
mally composed directly by human beings; they are created by various
computer programs, called “compilers” and “interpreters,” which work
from lines of written text that more or less resemble human writing. In
a typical scenario, a programmer writes a file of “source text” (con-
forming to a programming language), a compiler converts the text into
a sequence of opcodes, and a computer “executes” the opcodes. The re-
lation between source text and opcodes can be extremely complex, and
a single line of text may be rendered as thousands of opcodes.

In effect, computer languages let human beings communicate with
machines of a particular kind. How are these languages related to the
languages that human beings use to communicate with one another?
Modern programming languages exhibit many of the characteristics of
formal systems, particularly in their limited vocabulary and precisely
defined syntax. This precision of expression tells us that programs con-
sist of ideals. It is no accident that the first programmers were mathe-
maticians.

But programming languages are also filled with verbs in the impera-
tive mood; they primarily express commands instead of facts. Notice
what happened in the primitive example I described two pages ago: it
copied, compared, and branched. The fact that programming languages
express commands tell us that the content of software lies in behavior.
Following the observation of §4 that the content categorizes the medi-
um, we can say that computer programs are strings of ideals behavior-
ally categorized.

Algorithms

Specific patterns of computer behavior are called algorithms. Program-
mers learn their craft by studying these patterns, some of which have
taken years to perfect. Algorithms are often written in “pseudocode,” a
mode of expression that a writer creates to describe a fragment of be-
havior without being restricted to an actual programming language. The
branching example two pages back is written in a pseudocode I made
up for this book. The point is that any algorithm can be expressed in
many different programming languages. The language is just a medium
for communicating the algorithm’s behavior to a computer.

Software design, like other technologies, tends to create its own
world. Discussions of programming abound with nouns for things that
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have little or no physical existence —pointers, data types, memory allo-
cations, and so on. Sometimes the word “virtual” creeps in, as in “virtu-
al reality,” to emphasize that something exists only in “software space.”
This is because ideals form the medium that lets programmers commu-
nicate with computers. At the same time, programming talk is filled
with animistic verbs—one routine “calls” another, child objects “inher-
it” methods from parent objects, a function “knows” certain data, and
so on. This kind of speech seems natural because the content of soft-
ware is behavioral. Thus programming is a discipline in which behav-
ior is communicated to physical objects through the medium of ideals.
By sharing the ideal order of reality with physical machines, program-
mers are able to animate them with behavior.

Encoding

Computer programs branch when they encounter specific values in the
data they handle. But data is just a bundle of bits, and a bit never has an
inherent “meaning.” How then is it possible to write programs that
branch in meaningful ways? The answer is that data bits always en-
code other entities. Various encoding schemes let bits represent physi-
cal objects (such as pictures or sounds), patterns of behavior (such as
interactions with the computer user), and ideals (such as shapes and
numbers). In my earlier example of pressing a letter on the keyboard, I
assumed that the 8 bits sent from the keyboard to the computer were
encoded in ASCII, the most common encoding for alphanumeric char-
acters. Had they encoded a binary integer, they would have “meant” the
number 65; if they had encoded a two-digit hexadecimal number, it
would have been 41y.

Encodings are often devised so that simple arithmetical operations
can change the meaning of a byte in useful ways. For example, the
ASCII code for the written character “5” is 00110101. When a comput-
er program discards (“masks off”) the first four bits, the remainder is
0101, which is the binary number 5. The same rule holds for all ten dig-
its, so it is easy for software to “read” a numeral encoded in ASCII ei-
ther as the quantity it represents or as a written character. This kind of
flexibility mirrors that of human thought, in which a given ideal may be
treated in different ways depending on how it is categorized.

Binary notation is only one of the ways that numbers are rendered
for computer processing. For example, “floating-point” numbers can
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encode large values with relatively few bits. A string of 32 bits normal-
ly covers about 4 billion integers; but by using 8 of the bits to encode
an exponent, the same 32 bits can represent +3.403x103, a very large
range of values. In a sense, this represents a further extension of the
technique of positional notation.

At the end of §4.2, I mentioned the modern proliferation of multime-
dia “writing” forms as alternatives to verbal text. The power of encod-
ing is such that practically all of these media— graphics, video, audio,
animation, and so on—can now be rendered in bit form, and hence can
be stored and presented by computers. Some forms, such as hyperme-
dia and virtual reality environments, can feasibly be presented only by
computers. At least for representing physical reality, it could be claimed
that the ideal medium of communication is more versatile than either
language or writing.

Data Structures

Thus computers have grown from the “number-crunchers” of 1950 to
machines which handle most of the same auditory and visual stimuli
that humans do. They do this by categorizing one kind of minima—
bits—in multiple ways. So it is germane to examine how categoriza-
tion actually works in computer software.

Earlier in this book (§2.1), I described the mental process of catego-
rization in human theorizing. When one idea categorizes another, we set
up a polar relationship between the two. We say that the category
“helps us understand” the thing categorized. A combination of many
such relationships can be described as a tree, in which any given
branch, or “node,” categorizes subordinate branches and at the same
time may be categorized by superordinate branches. We can explore the
categorial relations within such a system of ideas by “moving up and
down the tree” to levels of greater or lesser generalization.

Trees of this kind show up in computing software as data struc-
tures. In software terms, a tree is a data structure that consists of a sys-
tem of nested containers with data in its “leaf nodes.” Although there
are many kinds of data structures (such as arrays, tables, linked lists,
and so on), all of them consist of containers and the elements they con-
tain. The defining characteristic of a data structure is that the structure
itself is given an identifiable bit code, separate from all the bit codes for
the data it contains. The codings used have no inherent difference; the
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bit code that identifies any structure may also be an element code in a
superordinate structure. By referring to these bit codes, software can
manipulate either a container or an element, mimicking our mental abil-
ity to conceptualize either a category or a thing that is categorized. In
this way, data containment serves the same function in computing as
categorization does in human thought.

Using the term “data structure” in its broadest sense, we could call a
single byte-size “memory cell” a data structure, the cell’s address be-
ing the container’s name and the byte stored in the cell being its con-
tent. Both the address and the content are expressed as strings of bits.
Both can be handled by the same bit-processing machinery. But most
importantly, the content of one cell may be the address of another; this
is how programmers reference data with “pointers” and “handles.”

Two far-reaching consequences follow when nodes within trees con-
tain the identifiers (or addresses) of other trees. First, trees may “nest”
to any depth, mirroring our ability to categorize any category. Second,
multiple trees may share any node, mirroring our ability to form mini-
ma. So one way of describing the common algorithmic basis for hu-
man thought and computer processes is that they both employ tree
structures to hold data, and that any piece of data may be common to
more than one tree. In both cases, one or more tree contexts give
“meaning” to the data.

Notice the similarity between software data structures and the pat-
terns of hypertextual writing that I described in §4.2. Hypertext linking
creates trees of nested chunks, but any chunk may also be linked into
any other chunk. The result is a complex network of intersecting trees.

These descriptions of interlinked data structures and hypertext net-
works bear a close resemblance to Marvin Minsky’s concept of frames
(1974). A Minskian frame is a data structure that represents a stereo-
typed situation in life, and “related” frames are linked together into
“frame-systems.” Each frame is able to extend our knowledge because
it contains both information already known and empty spaces for new
data:

We can think of a frame as a network of nodes and relations. The top lev-
els of a frame are fixed, and represent things that are always true about
the supposed situation. The lower levels have many terminals—slots that
must be filled by specific instances or data... Different frames of a sys-
tem share the same terminals, this is the critical point that makes it pos-
sible to coordinate information gathered from different viewpoints.*
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Using frames to organize information in nested levels is like our form-
ing categories to help us understand the world. And when two frames
share the same terminals, it is like our treating minima as parts of two
categorial hierarchies.

If information storage in a computer can be represented as a system
of trees that share nodes, can the same be said of knowledge stored in
human minds? I believe the computer model may represent some part
or facet of human memory, but not the whole. When a computer tries to
“answer a question,’ its first job is to fit the encoded question into its
data structures. When it has done this, it branches to other data struc-
tures from which it constructs an answer. This “feels” similar to the
process we go through doing the same task mentally. But in the human
case, there is a behavioral element—Dewey’s “reflective inquiry,” cited
in §2.2—that is missing from the computer. The machine process, no
matter how complex, is all rote lookup. Nevertheless, there is enough
similarity to justify our wondering how closely computer processes
might mimic the actions of human thought.

Artificial Intelligence

Much effort has been expended on trying to build or program a comput-
er so it would exhibit the same kind of responses as those we get from a
human mind. This is the quest for “artificial intelligence.” In 1950, Alan
Turing helped define its goal by proposing a crucial test: in effect, an
intelligent computer should be able to generate written answers to writ-
ten questions in such a way that one cannot tell whether or not the an-
swers are being provided by a human being.*

A computer can be programmed to imitate human intelligence with-
in limited ranges; for example, a modern “natural language search en-
gine” can mimic the actions of a research librarian to practically any
degree of realism. In principle, a computer can be programmed to gen-
erate or look up human-sounding answers to any predetermined range
of questions. What has eluded artificial intelligence researchers, howev-
er, is the open-ended solution—a computer that can successfully act
like a human mind in all situations.

The present analysis suggests that the reason for this failure is that
computers are unable to communicate behaviorally. Their native com-
munication medium makes them very good at handling ideals—they
are better than human minds at arithmetic, for example. By limiting the
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Turing test to keyboard actions, a computer can communicate in physi-
cal reality as if it were a human typist. But it has no skill in the behav-
ioral medium. One result is that computers lack a sense of language. In
§4.1, T described the linguistic “inner monologue” that nourishes hu-
man consciousness. This never occurs in a computer. No matter how
the bits rush back and forth, they are always physical or ideal, never be-
havioral.

We feel this behavioral lack when working with computers. We say
their responses are “cold,” “mechanical,” and so on. One consequence
of this perception is the fear that computer processes may crowd out
human reactions in modern cultures. Humanists decry the specious at-
tractions of mere information. For all their usefulness, computers are
often seen to be fundamentally alien to life.

The searchers after artificial intelligence have appreciated, in vari-
ous ways, the fact that computers exhibit only the behavior fed to them
by programmers—that they do not generate “behavior of their own.”
One attempted solution is to feed them increasingly comprehensive
software; Minskian frames, mentioned earlier, try to do this. A differ-
ent approach is what Roger Penrose calls “bottom-up” programming,*!
where computers try to program themselves. “Learning computers” of
various designs have been built, the most successful of which to date is
the “artificial neural network.”

Such a machine’s initial program drives it only to try various pro-
cesses. As the computer works randomly, successful processes are
strengthened and unsuccessful ones are extinguished until it is success-
ful most of the time. The result is sometimes computer-generated soft-
ware of remarkable power, exhibiting algorithms that are hard to
analyze in normal programming terms. But no network machine has yet
come close to passing the Turing test.

One might think that such a trial-and-error approach might parallel
that of biological evolution. But the internal communications in neural
networks still consist of physical-ideal bits, which are not the stuff of
evolution. No physical-behavioral minima show up in the design of
these machines. Such minima would be as different from bits as bits are
from cogwheels. Perhaps the goal of artificial intelligence, if it is to be
attained at all, will ultimately be realized from innovations in bioengi-
neering rather than by extending traditional computer technology.
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The Evolution of Information

A characteristic pattern running through speech, writing, and data pro-
cessing is the way these technologies arose and developed. In §4.2, I
outlined how writing started as a system of physical tokens for physi-
cal goods, grew more complex by “freezing speech,” and finally ma-
tured into a silent medium with its own characteristics. Although the
historical record is scanty, a similar process must have happened with
speech. At the beginning, human speech was probably much like com-
munications among social animals—primarily sounds to indicate be-
havioral states such as fear, aggression, and solidarity. Next it seems to
have developed into a vehicle for making declarative statements about
physical facts, supporting the first complex human cultures. Finally,
within historical times, speech became the kind of free-wheeling intel-
lectual medium we enjoy today.

This pattern is being played out today with data processing. Com-
puters were originally conceived as “number crunchers,” machines that
used an ideal medium to solve ideal problems. Then, through encoding
techniques, they began to handle text, graphics, and other non-numeric
data. Now computers are becoming “information appliances,” acting as
extensions to human life. Through techniques such as searching and
linking, they are performing unique “computer-only” tasks that could
hardly have been envisioned earlier.

Communication and Categorization

It’s time for some comparisons. The discussion in §4.1 described hu-
man language as a behavioral medium that is categorized both physical-
ly and ideally. The physically-categorized parts of a human language
are its words and the ideally categorized parts are its rules. A similar
analysis in §4.2 described writing as a physical medium. When it is cat-
egorized behaviorally, writing records language in what I called “fro-
zen speech.” A few pages ago, I examined what happens when physical
writing is categorized ideally; the product is various kinds of mathemat-
ical and logical notation, leading eventually to the emergence of “for-
mal systems.” Now we have completed the set of possibilities by
describing two ways of categorizing an ideal medium. When bits are
categorized behaviorally, the result is a computer program; when they
are categorized physically, we get encoded audiovisual data.
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My analysis of the ideal communication medium is more limited
than my earlier analyses of language and writing; it is basically about
computer technology. This is because computer bits—binary numbers
expressed electronically —make up the ideal medium most visible to-
day. I believe this is just an accident of the time when this book has
been written. The use of ideals as a communication medium is still
evolving; a hundred years ago its clearest manifestation might have
been telegraphy. Because the technologies of language and writing are
relatively mature, it is easy to examine them in multiple ways. But the
ideal medium is still new, and it may take generations before we appre-
ciate all the ways it can be used.

Nevertheless, there is enough material here to suggest certain under-
lying patterns. Physical reality, behavior, and ideals categorize each
other in the process of communication, producing various forms of lan-
guage, writing, and information. Earlier, we saw the same combina-
tions in theorizing, producing various styles of knowledge. It seems
likely that a set of general mechanisms is at work here. Do these mech-
anisms appear in other areas of human life, and if so, how do they oper-
ate? Answering that question is the subject of the rest of this book.



196 Processes of Knowledge



5. Organizations

Life, like a dome of many-colored glass,
Stains the white radiance of Eternity.
SHELLEY

There is a certain fashionableness about theorizing styles. Depending
on the time and place, one way of explaining reality is usually consid-
ered “proper” while another way is considered “improper.” In industri-
alized countries today, for example, ideal-based science is “in” and
behavioral-based animism is “out.” The reverse is true in places such as
the island of Dobu.

It is commonly assumed (by those living in industrialized societies)
that the reason for this is that the Dobuans are less aware of the “true”
nature of reality. In earlier sections of this book I have provided some
reasons to doubt this claim; theories that make ideal categorizations of
physical reality are no more “inherently better” than those which make
behavioral categorizations, and in any event the latter are far more prev-
alent in everyday living. Nevertheless the claim is overwhelmingly pro-
moted in our society, even by those for whom science is an arcane and
largely unknown ritual. The forces that cause it to be “in” and other
styles of theorizing to be “out” are powerful and pervasive.

In fact, these forces emanate from the fabric of society itself. In the
present instance, something happened in Europe during the sixteenth
and seventeenth centuries that changed our whole approach toward un-
derstanding reality. Matters that used to be thought important became
much less so, and matters that used to be ignored became new con-
cerns. Thinkers worried less about the nature of the Trinity and more
about the nature of combustion; less about the divine right of kings and
more about the principles of common law; and so on.
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We should be suspicious of any claim that this shift was due to a
sudden new realization of where “absolute truth” was to be found. In-
stead, it is more illuminating to apply to whole social changes such as
this one the same kind of analysis I have hitherto applied only to theo-
rizing.

Organizations of Behavior

When the differences between two patterns of behavior are discussed
(such as the differences between modern science and animism) the
word organization tends to crop up. A modern scientist will say that
science is well organized, animism is not. If we then demonstrate that
animism often has an elaborate organization of its own (as illustrated,
for instance, by the discipline of alchemy discussed earlier), the reply
may be that between the two organizations that of science is “better,”
that of animism “inferior.” Finally, if we show that animism is in fact a
more universally used and more practical approach to reality —and that
it has maintained a fairly consistent scheme of categories over the cen-
turies while science has shifted from one set of conceptualizations to
another—then the only supportable conclusion left is that it has a “dif-
ferent” organization.

At this stage we have tacitly abandoned the “absolute truth” criteri-
on of theorizing and are treating it simply as a variety of behavior. We
say that behavior (including theorizing) can be organized in various
ways. Once we agree to treat it from this purely comparative view-
point—even though it is behavior trying to grasp reality—we cease
making invidious distinctions and concentrate only on its style or pat-
tern of organization.

Understanding behavior comparatively helps us achieve compara-
tive theorizing. The necessary freedom to choose and contrast catego-
ries at will depends on a corresponding freedom from absolute
discriminations within behavior. At the same time the general behavior
patterns we compare must be sufficiently coherent to serve as practical
objects of knowledge. The objects we identify as “organizations” tend
to satisfy these criteria; hence it is an appropriate term to denote a large
class of behavioral maxima. For this reason my succeeding discussions
will be about organizations—not just as disciplines within which
knowledge is gathered, but also as general patterns of human life.
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Primary and Secondary Organizations

In §1.1, I examined our most primitive grasp of reality, which divides it
into physical, behavioral, and ideal “orders.” It is clear that the com-
monsense behavior that does this is in some sense fundamental to ev-
erything else we do. Therefore I will call these three basic modes of
knowledge primary organizations, for it is on them that the rest of hu-
man behavior is founded. These primary organizations constitute the
most general ways we approach reality, and the largest maxima reflect-
ed in our behavior.

From the primary organizations we build a set of more limited pat-
terns, which I will call secondary organizations. I have already cited
examples of these in the “theorizing styles” described earlier. The sim-
plest way we can bring two primary organizations together is by using
one as a basis or “setting” for operations on the other. In the case of
theorizing, the setting provides a group of categories that discriminate
among parts of a different primary organization—the organization that
contains our commonsense grasp of the theory’s subject. Thus second-
ary organizations comprise the behavior that relates primary organiza-
tions in this way.

So in my terminology human individuals and societies develop sec-
ondary organizations of behavior to “fit” the three primary organiza-
tions of their grasp of reality into new and more integrated patterns. The
ways that they do this appear as “styles” of human behavior, including
(as a special case) styles of theorizing. There are three primary organi-
zations, which taken two at a time yield six ordered pairs; thus there are
six secondary organizations.

Among these we can find six basic styles of theorizing, most of
which I have already mentioned: physical reality categorized by behav-
ior, behavior categorized by ideals, and so forth. But this analysis now
transcends the narrow subject of theorizing itself; and in fact the con-
cept of secondary organizations is generally applicable to a/l human be-
havior patterns, not just those that generate new knowledge.

As it turns out, the manifestations of secondary organizations most
easily visualized are their embodiments in general social behavior.
Groups behave according to readily identifiable “styles” that reflect
group-adopted secondary organizations of human life. These group
styles tend to sanction their “approved” theorizing approaches; but the
nature of their behavior is more easily grasped in the group context than



200 Processes of Knowledge

in the narrower context of theorizing. So a first step toward understand-
ing secondary organizations is to recognize them in group behavior. For
this reason I have adopted the following sociologically-oriented names:

Primary organization Primary organization Secondary

as “setting” as “subject” organization
Physical reality Behavior COMMUNALISM
Behavior Physical reality AUTHORITARIANISM
Behavior Ideals INTELLECTION
Ideals Behavior ORTHODOXY

Ideals Physical reality LEGALISM

Physical reality Ideals COLLECTIVISM

Some of these group manifestations of secondary organizations can be
readily understood as generalizations or extrapolations of the particular
kinds of theorizing behavior that I discussed earlier. For instance, legal-
ism could be treated as the social extension of ideal-based science,
wherein ideal statutes are developed to govern the physical actions of
people much as ideal laws are supposed to govern the physical actions
of nature. Conversely, science could be treated as a product of social le-
galism, wherein an approach found effective in regulating human
groups is taken to also regulate nature.

In other cases the connection between group behavior and theoriz-
ing behavior may not at first be apparent. But in all instances the con-
nection is there, and by analyzing it we uncover some of the more
subtle effects of knowledge and social forms upon each other.

The diagram shown on the next page may help the reader visualize
the relationships among the three primary organizations and the six sec-
ondary organizations of human social behavior. Shapes at the corners
represent the primary organizations by which our behavior grasps the
orders of reality; arrows represent the secondary organizations. Each ar-
row has its tail toward the primary organization that provides the “set-
ting” or group categorial supply for the behavior named; its point is
toward the primary organization that constitutes the “subject” or field of
operation for group action.
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Physical Communalism
Reality Authoritarianism

Behavior

The relations diagrammed here form the groundwork for the rest of this
book. Just as the primary organizations—physical reality, behavior, and
ideals—-constitute the most basic ways we grasp reality, the six second-
ary organizations that we build from them constitute the most basic
ways we order our lives. And just as the primary organizations cannot
be reduced into each other, the secondary organizations are unique and
independent. How they affect the processes of knowledge is the subject
of the next section.
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5.1 Secondary
Organizations

There were never in the world two opinions alike, no
more than two hairs or two grains; the most universal
quality is diversity. MONTAIGNE

Human primary organizations (our commonsense understandings of
physical reality, behavior, and ideals) have already been discussed at
length and should need no further treatment here. The way they enter
into the formation of theories has also been examined in some detail. In
one sense, the secondary organizations to be described now might be
thought of as generalizations of theories—whole modes of human be-
havior concerned with such matters as social interaction and individual
personality, as well as with the acquisition of knowledge. By giving
them sociological names I have already emphasized their broader
scope.

Although the secondary organizations are independent, the behavior-
al threads—social, personal, theoretical, or whatever—within each one
are connected, in the same sense that the parts of each primary organi-
zation are connected. They can be understood in the same basic way,
just as can two physical events or two mathematical abstractions. The
secondary organizations cohere as fundamental “styles” of behavior, re-
gardless of any other distinctions we may make.

Thus in the following discussion I will explore each secondary orga-
nization in a variety of contexts, including some of its occurrences in
the operations of groups, in the personality traits of individual human
beings, and in the formation of human knowledge. Although these ar-
eas of behavior are usually treated as disparate, the fact that they share
the same underlying organizations helps explain why human life in
general tends to become ordered into a limited range of discrete behav-
ior patterns.
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Communalism

A communal secondary organization appears in human life whenever
some part of physical reality becomes the basis (“setting”) for explor-
ing or manipulating some part of behavior. The physical situation is
“given” in this case, and it forms the starting point for human effort. A
behavioral situation is the focus of this organization: as a result of its
manifestation some part of behavior is modified, developed, or under-
stood where it had not been before.

Sociologically, a typical instance of communalism occurs any time
two or more persons cooperate in solving a physical problem. Ten men,
wishing to take shelter in a cave, find the entrance blocked by a large
stone. No one man can move it, but the ten working together can easily
roll it away. Here physical reality has provided the setting—the hostile
environment that makes it desirable to enter the cave, the cave itself,
and the stone in the doorway. Ten individuals, behaving at random,
might eventually conspire to push the stone in the same direction at the
same time, but it is unlikely. What is needed is a modification of each
individual’s separate behavior to support that of the others, so that a
true group will emerge to deal with the physical problem. In other
words, cooperation is needed. When such cooperation appears— when
in fact the behavior patterns of two or more individuals are modified to
meet a common physical problem—it is clear that something new has
been created: a communal organization of behavior.

Animals other than man exhibit communalism. Most birds, for in-
stance, exhibit some sort of communal organization when rearing their
young. Here again the setting is physical—the need to nourish infant
birds, the fact that they must stay in the nest until old enough to fly, the
dangers from predators and the elements—and the solution is behavior-
al. The parents cooperate, often with risk and sacrifice for each one in-
dividually, until the physical setting has been resolved by the fledglings
leaving the nest. Bird behavior while rearing young is quite different
from that at other times, largely because of the emergence of this sec-
ondary communal organization. The significance of recognizing the dif-
ference (calling it “communalism”) is that the same basic pattern
occurs in many different contexts. In each case our attention is aroused
by a characteristic kind of behavior, which we are then able to under-
stand by identifying the physical situation: we categorize the behavior

LLINT3

physically as “nourishing,” “protecting,” etc.
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Once we know where to look, we find communalism in many every-
day human social activities. Driving in traffic, serving dinner, danc-
ing—in each case a group of people modifies the behavior of each
member to conform to a physical setting by creating among themselves
a new pattern of behavior, a new secondary organization.

Just as with other animals, human child-rearing is an important ex-
ample of social communalism. Parent-child cooperation is also a princi-
pal point of entry for communalism into individual personality patterns;
we can appreciate this by considering it from the infant’s viewpoint. To
a neonate, certain physical situations are “given.” These include its own
physiological needs, such potentially harmful situations as becoming
cold, the mother’s breast as a source of nourishment, the cry as a means
of signaling, etc. At the outset the infant is powerless to alter any of
these physical factors by itself; they must be taken as ineluctable cate-
gories for its initial organization of responses, while the responses
themselves must be directed toward another area. In fact they are direct-
ed toward behavior, first that of the infant and then that of its mother. It
is only through mother-child cooperation that the neonate’s survival is
ultimately possible.

Thus the infant’s early responsive organization takes as its “subject
matter,” as its area of learning and manipulation, the behavioral inter-
play between it and its mother; and it takes a portion of physical reali-
ty, that centered around its requirements for physical survival, as the
“given” setting this organization must satisfy. What behavior gains the
breast? What new behavior then produces the milk? What to do when I
am cold? Questions such as these fill the neonate’s first struggles with
individual learning, which rapidly pass beyond the instinctive set of re-
flexes with which it was born.

If we were to call the human infant a “theorist,” we would say that it
is studying behavior by means of categories drawn from physical reali-
ty, and hence is a tyro “empiricist,” as I shall discuss shortly. But “theo-
rizing” is too limited a term to describe the vital task in which it is
engaged; it builds a secondary organization in its behavior not just to
expand its understanding, but to survive.

An infant’s behavior in developing its communal responses within
the parent-child group (what might be called more generally its “role”
in this communal group) is characteristically cooperative. Of course the
same holds for the mother. Each develops behavior patterns toward
members of the group (in this case, toward each other) that make it pos-
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sible for the group as a whole to achieve some physical goal (in this
case, the survival and growth of the child). The physical goal can be
achieved only by members acting in concert—neither can do it alone;
and concert can be achieved only by mutual regulation of behavior, by
mutual cooperation. When the mother presents her breast and the in-
fant suckles, both have organized their group behavior to satisfy the
physiologically-given process of infant nourishment.

This example is a group of two, but the same organization can arise
in groups of any size. Occasionally whole societies develop a predomi-
nately communal organization. One immediately thinks of “com-
munes” —small bands of individuals cooperating to maintain a common
physical setting—which become popular from time to time. While
these may approximate pure communalism, they are more often mixed
with other secondary organizations—orthodoxy in the case of religious
communes and collectivism in the case of economically productive
communes. Instances of truly communal societies are usually found
only in reports of anthropologists. For reasons I will discuss in §6.1,
pure communalism is not an enduring form of behavior for whole soci-
eties; under optimum conditions it may nevertheless occur.

A well-known example of a communal society was described by
Reo Fortune, Margaret Mead, and others in the 1930s. The Arapesh
people of the Sepik River area in northeastern New Guinea lived in an
isolated and difficult land, protected from outside contacts by

...mountains so infertile that no neighbor envies them their possession, so
inhospitable that no army could invade them and find food enough to
survive, so precipitous that life among them can never be anything ex-
cept difficult and exacting.*?

This provided the setting for their social organization, a setting com-
posed primarily of severe physical problems. The Arapesh responded to
this setting by adopting a nearly total dedication to cooperation. They
tended each other’s gardens, built each other’s houses, shared the re-
sults of hunting, and helped care for each other’s children. Institutions
that would have reflected secondary organizations other than commu-
nalism—such as political units, private property, and even lines of au-
thority within family clans—were reported to be largely absent.
Although the Arapesh were hostile toward outsiders, their internal so-
cial behavior illustrates what life in a truly communal society can be
like.
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I mentioned earlier that the human infant could be regarded as a the-
orist. He is in fact developing the most basic communalistic theory, that
of perception itself. We notice that parts of our behavior—sensations,
images, pictures—are best understood in terms of physical categories.
For example, we group all redness sensations under the physical cate-
gory “red”; we associate various images of a book because we take
them to refer to the same physical book; and so on.

That perception is a theory at all is often overlooked (except by phi-
losophers); but it is easy to see that it is from the opportunity for error.
Perceptions may be mistaken as a result of illusions, hypnosis, disease,
etc. When this happens it is necessary to theorize further, i.e. to find
new categories that cover the aberrant experiences. Perception is doubt-
less the most fundamental and most essential of human theories.

This style of theorizing falls under the general philosophical head of
“empiricism.” It examines human behavior from the standpoint of phys-
ical categorization and attempts to derive therefrom a grasp of physical
reality. The English empiricists—Locke, Berkeley, Hume, and others —
examined this process with great care, exposing many of the assump-
tions implicit in it. The more careful they were, the more evident it be-
came that in empirical theories the categories and the subject matter
come from two different kinds of reality.

The best justification that the empiricists could find for asserting the
existence of a physical world (other than Berkeley’s dependence on
God) was that it supplied the most convenient categorial scheme for ex-
plaining our own perception behavior. Thus arose the “skepticism” of
Hume, who concluded that because physical reality, behavior, and ide-
als are all independent of one another, and because among them only
behavior is “known directly,” therefore only behavior can be asserted to
exist.

The secondary organization I call “communalism” thus occurs in a
variety of human activities, including such areas as infant rearing, com-
munal living, and the theory of perception. It might at first appear that
these are unrelated behavior patterns. But on careful examination their
connection becomes clear—first, because in all cases the same pattern
of behavioral modification from a physical setting holds, and second,
because we can actually trace the steps of development from one to an-
other through such situations as the growth of a newborn child. As a re-
sult, it is possible to appreciate how this organization constitutes one of
the fundamental threads from which human behavior is woven.
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Authoritarianism

When the positions occupied by physical reality and behavior in com-
munalism are reversed—when behavior provides the setting for explor-
ing and manipulating physical things—the result is a different
secondary organization, which I call “authoritarianism.”

The concept is familiar in sociology. It is applied to groups where
the will of a leader (chief, king, dictator) becomes the basis for physi-
cal acts by individual members. Certain traditions are also said to work
by “authority” when they carry no logical rationale—that is, when they
are simply accepted as part of the common behavioral basis of a people
and cited when decisions about physical actions are to be made.

The physical subject areas of authoritarianism are as diverse as the
interests of any group: who does which jobs, how goods are to be allo-
cated, what individual actions are demanded or permitted or pro-
scribed, even how individuals are to be punished when the authority is
transgressed.

The key to this secondary organization (and what separates it from
the secondary organization I call “legalism”) is that the bases for its
dictates are patterns of behavior, not systems of ideals. It springs from a
group’s agreement to accept the will of a chief, the decisions of an oli-
garchy, or a set of traditional patterns of behavior as the basis for sort-
ing out and regulating physical actions.

Authoritarianism is a common organization in human families, par-
ticularly in the subgroups containing young children. Once they pass
the stage where they are wholly dependent on mother-child communal-
ism to satisfy their physical needs, children acquire an organization
where they receive prescribed patterns of behavior from their parents
and in return are permitted individual manipulation of physical reality.
Parents, too, tend to treat these prescribed patterns of behavior as intrin-
sic to the parent-child group even though they have the power to hold
them in perspective, which the child does not. In other words, authori-
tarianism arises in the family group through a common agreement that
certain behavior patterns are “given,” and its members (particularly the
children) must deal with physical things in conformity with this behav-
ioral setting.

Studies by Piaget of children’s attitudes toward the rules of games il-
lustrate authoritarianism from their viewpoint. For several years after
infancy children normally treat game behavior as utterly fixed:
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..rules are regarded as sacred and untouchable, emanating from adults
and lasting forever. Every suggested alteration strikes the child as a
transgression.*3

Despite this attitude, children are actually observed to play somewhat
carelessly, randomly altering the physical configurations of their games.
What is happening is that the child is learning the physical skill of play-
ing (in this case, marbles) within a setting of behavior it regards as in-
eluctable. When asked to perform the physical game, the child exhibits
a range of trial-and-error learning; when asked to report the behavioral
rule pattern, it treats it as given by unquestionable authority.

Any closely supervised work group tends to exhibit authoritarian-
ism. When a group achieves its goals through mere cooperation, of
course, it is communal. But to the extent that its success depends on the
members following behavioral directions, it is authoritarian. Perhaps
the purest example is a slave gang or prison work detail. Here the be-
havioral setting is clear and explicit: it is often discipline just for the
sake of discipline, and each individual act is governed by the rigid orga-
nization of the group. From the slave or prisoner’s viewpoint he fol-
lows an authoritarian organization of the simplest sort: he does just
what he is told to do with the materials in front of him.

On a larger scale, several functions of highly-regulated societies tend
to be carried out by authoritarian groups. These may range from armed
forces and police squads down to school traffic patrols. Usually these
groups display other secondary organizations as well, for pure authori-
tarianism on a large scale seems despotic. The group may be guided by
a book of abstract policy in addition to the established canons of behav-
ior. But the principal organization emerges in the actions of each group
member: each one performs physical acts in accordance with a group-
sanctioned pattern of behavior. If there can be no appeal from the be-
havioral pattern, then it is pure authoritarianism; if the prescribed be-
havior can be modified by reference to ideals, then it is authoritarianism
mixed with legalism.

Authoritarian theorizing is animism, discussed earlier. In animistic
theories, behavior provides the categorial setting for knowledge of
physical reality. Physical events are held to occur by virtue of a system
of behavioral dictates, much as Piaget’s children regarded games as
governed by adult-established rules.

In §2.1, I contrasted animism with legalistic science, where catego-
ries are derived from ideals. This difference is cognate to that between
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authoritarian and legalistic social organizations. In fact there is some
historical evidence that as animism matures (as a theorizing style) in a
society it tends to introduce and support authoritarian group regulation.
Such a maturing of animism takes the form of “deism,” where systems
of behavioral categories coalesce into the hypostatized personalities of
gods, or ultimately of a single all-powerful God. If understanding phys-
ical events depends on familiarity with a pattern of behavior, is it not
natural to suppose that the behavior all emanates from one or more
man-like beings?

The development of this idea runs parallel to the political transition
from tradition-orientation to kingship, and tends to offer it justification.
“Divine right” becomes the first basis of royal rule. Thus people pass
from regarding physical things as behaving to regarding them as obey-
ing the gods’ behavior; and they pass from regulating their physical acts
in society by a traditional scheme of behavior to conforming them to
the will of a king.

Intellection

“Intellection” is my name for the secondary organization in human life
that takes behavior for its setting and turns its attention to ideals. Its
connotations are familiar: the formation of abstract ideas, the discovery
of “principles,” the grasp of generalities instead of mere perceptions. In
such activities the setting is thought behavior, the ability of human
minds to conceptualize. The subjects of intellection are ideals—not
physical objects, not the behavior of other people, but pure abstractions.

Socially, intellection is promoted by writers, lecturers, academicians
and “thinkers”: this book, for instance, is primarily a product of intel-
lection. Among smaller groups, a good place to observe intellection in a
relatively pure form is in the classroom or seminar. Here the behavioral
setting exceeds the thought processes of any one individual; the group
as a whole agrees to join in a pattern of behavior designed to facilitate
their mutual exploration of ideals. This pattern usually includes at-
tempts to minimize physical distractions, an agreement to “stick to the
subject,” a scheme of terminology (i.e. common language behavior),
and so on.

Such “classroom discipline” is important, for it establishes much of
the behavioral basis without which this secondary organization could
not exist. Group intellection of this type (“education”) is vital to indus-
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trialized societies, as we can appreciate from the fact that individuals in
such societies typically devote a significant part of their lives to it.

In some primitive societies, intellectual education is applied in a
concentrated form by means of initiation ceremonies. Such societies
cannot spend the energy required to indoctrinate youths for years (as
we do) nor do they have that much ideal material to communicate.
What they have to teach—typically the tribal institutions, its semi-ab-
stract “secret” knowledge, and the value systems of manhood and wom-
anhood —is inculcated by creating a setting in which behavior is rigidly
disciplined. Thus primitive adolescents, when they are ready for their
“schooling,” are commonly sequestered in special houses and subject-
ed to fasting, fear, and subjugation. This behavioral setting generates an
intellectual secondary organization in which they absorb the tribal ide-
als relatively quickly, emerging fully taught for the rest of their lives.

At one stage in European history, intellection went “underground,”
surviving mainly in behavioral settings where it could withstand the po-
litical authoritarianism of the day. These settings were the monastic in-
stitutions that flourished between the dissolution of the Roman Empire
and the rise of Protestantism. Although most of them also functioned as
agents for the orthodoxy of Catholicism, they constituted (at least at the
beginning) the most effective sources of abstract learning in Europe.
They preserved and communicated much of what had been previously
known about ideals. Characteristically, they combined a regime of fixed
behavior patterns (the “monastic life”) with an encouragement of indi-
vidual insights into ideals. An historically-minded anthropologist might
call this period of monasticism the “rite of passage” for modern Eu-
rope.

In formal theorizing, intellection appears as the study of logic. Ide-
als are sorted out by using such behavioral criteria as implication, nega-
tion, and contradiction. The earliest complete system of logic was
devised by Aristotle; in modern times, the development of workable
systems of logical notation by Boole, Peano, Russell and others have
provided new systems of agreed behavior with which to categorize ide-
als, as I discussed in §4.3. This behavioral setting can be distinguished
from the physical setting for mathematical notation because it is dy-
namic—it contains notions such as implication (the concept that one
ideal expression may “lead to” another) rather than to static ideas such
as quantity and equality. Logic is sometimes called the “principles of
thought.”
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One outgrowth of logic in the twentieth century has been a school of
philosophy sometimes called “contextualism.” Contextualism attempts
to redefine the traditionally static concepts of classical philosophy by
categorizing them behaviorally. An example is “pragmatism,” which
asks of abstractions, “What do they do? What are they good for”? Prag-
matic theorizing examines the “behavior” of ideals as we employ them;
it does not accept absolutes, but treats all generalizations as problemat-
ic, experimental, evolving. This philosophy (developed mainly by John
Dewey and William James) tends to produce very elastic conceptualiza-
tions. Since it regards evolving behavior as categorizing ideals, it al-
ways reserves the right to form abstract descriptions of any new thing
in an entirely new way.

From the viewpoint of contextualism, physical reality has only de-
rivative importance, because it is represented in neither its categories
nor its subject area. The contextualistic theorizer is trying to grasp the
descriptive in terms of the operational; physical entities—which don’t
fit in—are most conveniently reduced to “phenomena” (in the sense
propounded by Husserl and others), and hence become behavioral ef-
fects. Modern contextualists are more concerned with means than with
ends, more with the methodology of knowledge than with its ultimate
objects. Thus they tend to concentrate on exposing previous epistemo-
logical dogmas and presuppositions. Their theories have become in-
creasingly critical of others. This effect is in fact typical of intellection
as a secondary organization of behavior—its search for new ideals con-
stantly inspires it to redefine old concepts.

Orthodoxy

In this secondary organization, ideals form the “given” setting and ef-
fort is directed toward categorizing or regulating behavior. Perhaps the
plainest examples of social orthodoxy are established religions. A
group ordains a set of ideals that are to be taken as categorical and not
open to question; the members develop and adjust their behavior pat-
terns on the basis of these received ideals.

Although they are both associated with religion, orthodoxy (the reg-
ulation of behavior from an ideal setting) must be distinguished from
deism (the regulation of physical acts from a behavioral setting). De-
ism, previously mentioned as a form of authoritarianism, hypostatizes a
God or gods whose commands run the physical world. Orthodoxy re-
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places the concept of a behaving, willful God with that of an ideal “di-
vine order,” and shifts its area of operation from controlling physical
events to regulating human conduct. This change—from worshipping
an authoritarian God who controls the world to obeying abstract ortho-
dox principles of conduct—is illustrated in Judeo-Christian religious
history. The God of Moses was almost entirely authoritarian; the “di-
vine guidance” of modern Protestant sects is almost entirely orthodox.
Compare the opening line of the Pentateuch—“In the beginning, God
created the heaven and the earth” —with the opening of the New Testa-
ment: “In the beginning was the Word.” Because they spring from dif-
ferent secondary organizations of behavior, these attitudes easily exist
independently; for instance, authoritarian deism without orthodoxy is
found in many primitive “nature god” cults, and orthodoxy without de-
ism in such belief systems as Confucianism.

Somewhat less obvious examples of orthodoxy can be found in hu-
man “social classes.” Sometimes these subgroups in complex societies
have a common basis in physical reality, e.g. in their relationship to
land or means of production. But their basic coherence is more often a
product of a system of agreed values or principles. By their group ac-
ceptance of such ideals—each individual applying the ideals to every-
day behavior—these classes tend to pull away from the rest of society
and appear as distinct sociological entities. They can best be identified
by uncovering the ideal systems that their members regard as “given”
for various kinds of social behavior.

Much has been written about the reasons for the stratification of
modern societies into classes. Marx attributed it largely to physical fac-
tors — property, coercion, and physiological needs. But I believe that for
most social groups, their group acceptance of ideal categories forms a
more potent separator than their physical circumstances. Class ortho-
doxy overrides material position. This creates a problem for schemes of
class redistribution: a person’s economic or legal status can be changed
by fiat, but the same person cannot be forced to shift from one form of
orthodoxy to another without a difficult period of re-education. Well-
meaning social programs that seek to push individuals from one class to
another often underestimate the importance of the individual’s categori-
cal ideals, which usually form the actual bases for class membership.

People frequently associate their class membership with a particular
set of moral or ethical theories. This style of theorizing is typical of or-
thodoxy. In each instance there is a presupposed set of ideal categories,
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more or less internally consistent, which is used to distinguish one pat-
tern of behavior from another. The product of such theorizing is usual-
ly a series of judgments that such-and-such kind of behavior is bad and
should be avoided or prevented, while such-and-such kind of behavior
is good and should be promoted. An enormous variety of such moral
theories are extant, so that it seems that for any conceivable bit of be-
havior there must be a class of people somewhere in the world for
whom it is held to be good, and another for whom it is held to be bad.

On a more general level, several influential philosophical systems
have arisen in the orthodox secondary organization under the head of
“organicism” or “objective idealism.” Such systems take an ideal basis
(such as Hegel’s Geist or Schelling’s “absolute reason”) to be “given”
absolutely, and try to explain behavior in terms of it. The whole world
is treated as evolving, but evolving in accordance with an ideal plan.
Actual events are all more or less imperfect “realizations” of the Abso-
lute, which is the master design of all that can ever be.

These theories tend to display a mystical cast because they start
from an abstraction that is treated as necessary and inescapable. The
question always arises as to how the Absolute is to be known; the an-
swer is either that it is experienced piecemeal, through the unfolding of
events that “realize” it, or (more mystically) through “direct apprehen-
sion.” Moreover, because they are primarily about behavior (instead of
physical reality) these philosophies tend to be expressed in terms of
values; their pronouncements become increasingly moralistic and
sound more like a set of biases than a theory about the world.

Legalism

A typical instance of social legalism is any system of legislatures, laws,
courts, enforcement officials, and law-abiding citizens. As with ortho-
doxy, the group adopts a set of ideal principles, which are taken by its
members as fundamental and not to be questioned: these are the “prin-
ciples of justice.” But unlike orthodoxy, the legalistic secondary organi-
zation tries to regulate physical events rather than behavior. No legal
system can control pure behavior (separate from physical manifesta-
tions), because the enforcement officials cannot detect it. Thus laws
banning “impure thoughts” or “unworthy motives” are technically alien
to legalism, although such sanctions are common in orthodoxy.
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At first it may be hard to realize that “pure law” is concerned only
with distinguishing physical acts, not behavior. Is it not antisocial be-
havior that is proscribed and punished? But a careful examination of
the “theory of the law” shows that it always tries to stick to tangible
physical facts. When actual legal procedures depart from this policy
they get into trouble. A properly drawn indictment, for instance, states
that the accused performed certain physical acts at a certain time and
place, such acts being proscribed by law. Where such behavioral fac-
tors as intent, motivation, or state of mind are brought up, a burden falls
on the prosecution to show by physical evidence (statements, actions,
circumstances, or the like) that these behavioral factors must have been
present. In some cases physical evidence becomes converted by law
into a substitute for intent, as when the mere possession of a weapon or
drug “establishes” intent to use it.

Much “civilized” social life is organized legalistically. Beside laws
imposing physical punishments for physical transgressions, there are le-
gal systems that define wealth, property, and political power. A mone-
tary system, for instance, starts with a prescribed abstraction—
monetary value—and uses it to measure many of the physical objects
handled by citizens. Working within such a system, the individual ac-
cepts the idea that financial worth applies to objects, manipulating the
objects to modify or exchange this worth as if it were a more tangible
property like weight or color. In a mature monetary system, worth may
be attributed to all sorts of physically insignificant objects, such as the
magnetic pattern on a bank’s ledger tape. The power of the legalistic or-
ganization is such that those adopting it will accept this physical trifle
as actually possessing the abstract financial properties assigned to it.
Similarly, land and physical objects are associated with physical hu-
man beings in the legalistic relation of “property.” A society assumes
the ideal concept of “property rights” as a basis for determining what
things “belong” to what people. An accessory process is the granting of
ideal qualities to physical “legal instruments,” such as deeds and securi-
ties.

The democratic political election procedure arises from a sophisti-
cated form of legalism. That major political decisions should be deter-
mined by tallying ballots, and that each mature human body in the
society should be allowed to mark just one such ballot, are by no means
self-evident doctrines. In fact they smack of mathematical elegance at
the expense of practicality. Yet wars have been fought to preserve or ex-
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port this procedure. It is based on two abstract principles: that the nu-
merical surplus of votes should determine the course to be followed,
and that the proper units of voting are physical human individuals.
Once these principles are adopted by the group, shifts of political pow-
er can be accomplished by an essentially mathematical process.

The concept of social law suggests the concept of natural law. Legal-
ism generates “mechanistic” theories, covering the whole range of
physical science. In each such theory certain ideal categories are adopt-
ed by the “scientific community,” whose members pry into reality us-
ing those terms. The secondary organization of legalism posits that
every physical fact conforms completely to a set of ideal descriptions;
therefore once we possess the proper ideal tools—a complete mathe-
matics, for example—we will be able to find out all that can be known
and predicted about physical reality.

In view of this, it is not surprising that some of the most ardent sup-
porters of mechanistic theorizing have been mathematicians. For in-
stance, Laplace wrote in 1796:

In the midst of the infinite variety of phenomena which succeed one an-
other continuously in the heavens and on the earth, one is led to recog-
nize the small number of general laws which matter follows in its
movements. Everything in nature obeys them; everything is derived from
them as necessarily as the return of the seasons, and the curve described
by the dust particle which the winds seem to carry by chance, is ruled in
as certain a manner as the orbits of the planets.**

In other words physical reality is a gigantic machine driven by a few
ideal principles. Mathematicians are the most adept at handling such
principles, so it seems natural to them to suppose that the apparent con-
fusion of physical events can be straightened out once we know how to
relate them to the precisely ordered world of numbers and functions.

Collectivism

The last of the six secondary organizations of human behavior is one in
which ideals are understood and classified in physical terms. In com-
munalism the physical setting was used for operations on behavior;
now the same effort is directed toward ideals.

In industrialized societies, group collectivism often shows up as “so-
cialism.” A physical situation—the availability of land, a store of goods,
the existence of productive facilities, etc.—forms the setting; on this
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basis the group selects ideal values or institutional principles appropri-
ate to the given physical situation. For example, social collectivism typ-
ically generates ideal guiding principles on the basis of physical
(usually agricultural or industrial) facilities. When pursued indepen-
dently of legalistic considerations, this secondary organization tends to
concentrate on defining equitable ways for distributing goods, and it of-
ten recasts the traditional legal concepts of money, property, and indi-
vidual rights. In such “pure” socialism the availability of physical
facilities is assumed categorically, as the basis for adopting group ide-
als. This is the reason why socialistic economies are often less produc-
tive than legalistic “laissez-faire” ones.

In modern corporations the topmost policy level often operates col-
lectivistically. Although externally the corporation is a creature of legal-
ism, internally it tends to create its own organization. At the policy
level, its assets as a whole constitute the physical basis from which its
employees do their work. Among these employees, the policy-makers
are particularly charged to determine what ideals (principles, goals,
guidelines, etc.) will best exploit the assets. Their policies usually be-
come embodied in numbers: 5% of engineering costs for research, so
many dollars for advertising, and so on. This layer of corporate man-
agement develops abstract formulas from a background of physical
fact.

Such policy-making (social and corporate) is cognate to scientific
“induction.” Both spring from a collectivistic secondary organization in
human behavior. Induction is the selection of ideal formulas to “fit” a
given set of physical facts; its complement is “deduction,” the legalistic
exploration of physical events on the basis of a given set of ideals.
When scientists mention “theorizing” they often mean only induction,
the opposite activity being “experimentation” or “collecting data.” It is
characteristic of induction that it tends to treat data as “fixed,” for it is
from this platform that explanatory schemes are built. The job of the
collectivistic theorizer is to describe and explain physical facts, not to
“verify” them.

The philosophical school that includes collectivistic theorizing is
sometimes called “formism.” Ideals, categorized physically, appear to
be “forms” of reality. In his famous allegory, Plato likened physical re-
ality to the shadows on the wall of a cave, cast by perfect ideals that ex-
isted in the sunlight at its mouth. Ideals so conceived are entities such
as “redness” and “chairness” —that is, ideals in the role of descriptions



218 Processes of Knowledge

of physical things. Because it starts from our physical common sense,
this viewpoint can exert a powerful force in our thinking. Consider the
following modern exposition, from S. C. Pepper’s World Hypotheses
(1942):

Here we have together before us the two exactly similar sheets of yellow
paper. Let us concentrate our attention on just one of the respects in
which the two sheets are similar, their color. We note that the yellow on
one sheet is identical with the yellow on the other. If there is any ques-
tion of this, let somebody interchange the two sheets. Since we cannot
tell which one was the original right-hand sheet, we must admit that the
two sheets have an identical color. There are, moreover, two manifesta-
tions of the color. We also see that clearly. But we see equally clearly
that the color, the yellow, is the identical yellow in both manifestations.
There is one quality, yellow, in two particular manifestations. We see
these conditions directly before our eyes, and there is nothing more obvi-
ous or certain in the world ¥

Thus, starting from our understanding of a part of physical reality (the
two pieces of paper) we proceed directly to the apprehension of an ide-
al—yellow or yellowness—which we are forced to conclude does not
reside in the reality before us because there is one ideal and two pieces
of paper. Since the ideal can appear in this and any number of other in-
stances of physical existence, without ever being a part of just one of
them, it must have a separate reality. Moreover since we could annihi-
late all yellow things and then later create more, the yellow ideal must
be immutable and eternal. This is the conclusion of formism.

In the hands of philosophers, formism sometimes becomes arcane;
but it is far from being a mere intellectual exercise. It is the justifica-
tion, as I mentioned, for the notion of “laws of nature.”” We observe two
apples fall. About these two events we discern a third entity, the gener-
al process of falling, which is part of neither. After observing various
objects falling under various conditions we imagine a “law” of falling,
such as a “law of gravity.” We express this law in ideal terms, such as

F=G 112
d2
We believe that the law has an eternal subsistence all its own—it would
continue to hold during times when nothing happened to be falling.
This is strictly analogous to finding one yellowness in two pieces of pa-
per. Similarly, in everyday discourse we refer to ideals such as “jus-
tice” and “beauty”; if pressed to explain what we mean we will be
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eventually forced to say, just as the characters in Plato’s Dialogues did
over two millennia ago, that we refer to entities which are independent
of any specific just act or beautiful object. In other words we are all
formists much of the time.

Secondary Organizations in General

Just as the primary organizations in human life (our commonsense
grasps of physical reality, behavior, and ideals) constitute our most ba-
sic understandings of reality, so the secondary organizations constitute
our most basic approaches to social, individual, and theoretical situa-
tions. They are the “styles” in which human beings conduct their lives.
But they are threads in a complex pattern: although we can see that sec-
ondary organizations are distinct and independent when we analyze
them, in actual human life they seldom occur pure and alone. A good
way to sort them out (as well as delineate them in our understanding) is
to examine some of their characteristic contrasts. These contrasts ap-
pear mainly where the same subject area is being approached from two
different settings.

For example, we can theorize about physical reality either from a be-
havioral setting or from an ideal setting, as I discussed in §2.1. Behav-
ioral categories yield an animistic viewpoint characteristic of
“primitive” people and of everyday technology in general; ideal catego-
ries yield mechanistic theories such as modern physics. The first atti-
tude stems from an authoritarian secondary organization, the other from
a legalistic one. Both attitudes are widely held and consistently prac-
ticed, the animistic one more commonly than the mechanistic. Both
generate valuable theories.

The cognate contrast in social life is sometimes characterized as
“rule by men” versus “rule by law.” In the case of social authoritarian-
ism, the men who rule include not only specific individuals (kings,
chiefs, or dictators) but also the more general tradition-makers of the
past and the diffuse but powerful behavioral consensus of the present.
“The way our fathers did it” and “the way it is usually done” express
authoritarianism, even though they refer to no specific individual au-
thority. Rule by law, on the other hand, is based on a coherent set of ab-
stractions that endure beyond the lives of any men and can be analyzed
in their own right. Students of “the law” speak of the beauty of its un-
derlying logic, the balanced fitting of rights and obligations, of wrongs
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and remedies. Those who “love the law” abhor the arbitrary, willful de-
cisions of dictators, however benevolent; while those who order their
lives by tradition and personal loyalty hate the impersonal logic of “le-
gal technicalities.” And just as animism predominates over science in
the world at large, so rule by men predominates over rule by law.

Theories about behavior arise from either a physical or an ideal set-
ting. In the first case, communalism, physical categorization produces
empirical theories about our own perceptions. At a more formal level it
also generates empirical theories about the behavior of others, creating
disciplines such as sociology, psychology, and anthropology. In the sec-
ond case, orthodoxy, ideal categorization also leads to theories about
the behavior of ourselves and others, but with a moralistic tone. It is
sometimes said that the first approach is “descriptive,” the second “nor-
mative.” Physical categorization of behavior takes it just as it occurs,
whereas ideal categorization displays an inherent tendency to be criti-
cal, to replace observations of “what is” with judgments about “what
should be.”

A similar opposition appears in group attitudes toward the social be-
havior of their members. Communalism versus orthodoxy manifests it-
self as “tolerance” versus “discrimination” or ‘“classlessness” versus
“class-consciousness.” In a truly communalistic group, behavior is
treated objectively —in physical terms—with relatively little regard for
the difference between “good” and “bad.” In an orthodox group, on the
other hand, even minor facets of behavior are given meanings that may
elevate or condemn the individual. This ultimately leads to the general-
ized discriminations of social classes. In “upper-class” Victorian soci-
ety, for instance, such bits of behavior as speech and table manners
were often differentiated by an elaborate system of abstract valuations.

Finally, theories about ideals may be categorized either physically or
behaviorally. When fully developed, physical categorization of ideals
leads to theories of mathematics while behavioral categorization leads
to theories of logic. Mathematical concepts such as number and shape
are suggested by the physical things we observe, and seem to be the ab-
stractions “most appropriate” to them; logical concepts such as nega-
tion and implication are similarly suggested by the ways we think.

On the more general level discussed by philosophers, physical cate-
gorization of ideals produces Platonic formism, which envisions a
world of perfect forms that the commonsense physical world “partici-
pates in.” This has not only been a dominant strain in Western philoso-
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phizing, but also the underpinning for the scientific commitment to
discover abstract “laws of nature.” Behavioral categorization of ideals,
by contrast, leads to “contextualistic” philosophies such as pragma-
tism. Instead of seeking ultimate “laws,” these approaches ask only that
our scientific descriptions be useful and related to human interests.

The foregoing are a few examples of how secondary organizations
of behavior stamp human life with its distinct and identifiable “styles.”
Sometimes they can be recognized by style alone. But the ultimate test
of how human behavior is organized is to ask, “Toward what primary
organization is it directed?” and “From what primary organization
does it get its categorical or ‘given’ setting?” Once we apprehend the
primary organizations clearly, answering these questions tells us to
what secondary organization any pattern of behavior belongs.

The Role of Secondary Organizations

Why is it important to distinguish one secondary organization from an-
other? The reasons are basically the same as with the primary organiza-
tions—as with our need to separate our understandings of physical
reality behavior, and ideals.

One obvious reason is because the secondary organizations are “ob-
jects of knowledge,” just as the primary organizations are. We do in fact
treat secondary organizations separately in our grasp of reality, and any
world view that did not take this into account would be incomplete. As-
signing a particular pattern of human life (say, religion) to behavior
goes part way toward locating it in our overall knowledge; but it does
not distinguish it from other behavioral maxima. For instance it does
not distinguish religion from law, which is also a part of behavior but
belongs to a different secondary organization. These secondary distinc-
tions are real and important to us; religion and law exhibit fundamental
differences of approach that it is possible for us to reveal and under-
stand. We cannot simply ignore such matters.

But the reasons for distinguishing secondary organizations go a step
deeper. Our interest in understanding them is inherently nontrivial be-
cause they form a major part of our “civilized” existence. Just as living
things have evolved their basic existences in terms of primary organiza-
tions (that is, they have developed physical organisms, behavioral pat-
terns, and ideal life techniques, as I discussed in §3.1), so human beings
have evolved significant parts of their lives through secondary organiza-
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tions. They live and think and react as communal parents, as orthodox
class members, as “legal persons,” and so forth. Parts of every human
individual are these entities.

It is of course less vital for a human being to exist as a “legal per-
son” (for instance) than as a physical person. This is one reason why
the former is “secondary” to the latter. But in a modern society, a per-
son who does not grasp legalism will hardly last longer than a person
who does not grasp physical reality. If you do not understand that you
and your fellow human beings in the society have adopted a set of ide-
als to regulate your physical actions, you will at the very least soon land
in jail (or in a mental hospital).

It is in this sense that being a “legal person” is almost as important a
part of your existence as being a physical person. Just as life has devel-
oped itself through evolution, and thereby places on each living thing a
burden of manifesting that development, so human beings and their
groups have developed “social beings,” on whom fall a parallel burden.
The secondary organizations of behavior described here are the most
basic parts of this new “human reality,” and hence are vital subjects for
human understanding.

Finally, we need to distinguish secondary organizations before we
can recognize certain kinds of error. For instance, a man driving his
own car and a man driving a stolen car are indistinguishable in any
purely physical, behavioral, or ideal knowledge. There is no way to ex-
plain the difference by reference to primary organizations. Understand-
ing the secondary organization of legalism, however, yields the concept
of legal ownership with which it is possible to make the distinction. In
one case it associates with the physical man and the physical car the
ideal relation of ownership; in the other case it assigns the different ide-
al characteristic of unlawful conversion. This distinction, which might
sound “merely theoretical,” can become the basis for very tangible
events: stopping the car, arresting the man, and so on.

It is out of such distinctions, wherein the concept of error is crucial,
that the fabric of civilized life is woven. Yet we cannot make these dis-
tinctions without at least a tacit grasp of secondary organizations. The
hypothetical “visitor from another planet,” observing civilization in ac-
tion, would be utterly unable to fathom what was happening without
such an understanding.
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A philosopher of imposing stature doesn’t think in a
vacuum. Even his most abstract ideas are, to some ex-
tent, conditioned by what is or is not known in the time
when he lives. WHITEHEAD

Secondary organizations of human behavior often support one another.
In the total pattern of human life they not only seldom occur alone, they
usually occur in characteristic clusters. For example, when theorizers
draw up a parallel “fit” between physical reality and ideals (as modern
science does), they typically alternate between collectivistic induction
and legalistic deduction. In the collectivistic phase, physical data sug-
gest ideal formulas to “cover” them; in the legalistic phase, the formu-
las suggest further explorations in physical reality. By such mutual
inspiration, collectivism and legalism form a combined theorizing ap-
proach that is more powerful (and more commonly followed) than ei-
ther approach alone.

It is appropriate to call such combinations tertiary organizations.
Just as secondary organizations arise through interactions among the
primary organizations, so these arise through interactions among the
secondaries. A tertiary organization shows up in human life any time
there is a prevalent behavior pattern that moves fairly freely among two
or more secondary organizations. The resulting “styles” tend to be
somewhat more general than those displayed by the secondaries alone;
nevertheless they are distinctive and important to understand. Tertiary
organizations are vital facets of human behavior and hence significant
objects of knowledge.

There are 15 ways to form pairs of the six secondary organizations,
and 20 ways to form triples. Most of these possibilities are not actually
prevalent in human life and hence are of minor interest; on examina-
tion, we find that the secondary organizations on which they are based
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embody contrary approaches to the primary organizations, and thus do
not support one another comfortably. However, there are three pairs and
two triples among these possibilities which are commonly found, and
which also have been treated extensively by psychologists and sociolo-
gists. They are important human behavior patterns. The three pairs are
the “complementary doubles” communalism plus authoritarianism,
intellection plus orthodoxy, and legalism plus collectivism. The two
triples are the “cycles” communalism to intellection to legalism and
collectivism to orthodoxy to authoritarianism. The relationships
within these clusters of secondary organizations can easily be visual-
ized by referring to the diagram on page 201.

Communalism / Authoritarianism

Communalism deals with behavior from a physical basis; authoritarian-
ism deals with physical reality from a behavioral basis. Each phase pro-
vides the organizational setting for the other. Together they combine to
form a whole tertiary organization that is one of the prevalent patterns
in human life.

When discussing these two phases in §5.1, I mentioned their impor-
tance in human families: communalism is the approach by which in-
fants are reared and authoritarianism is the approach by which they are
trained. As a tertiary organization, they merge into what is usually
called “family life” Physical conditions are the setting for communalis-
tic modifications of behavior, resulting in cooperation to achieve fami-
ly goals; behavior is the setting for the authoritarian regulation of
physical acts by family members, producing effective results from a
mixed group of children and adults. Although most typical of families,
this organization appears in any relatively small group of people with
common physical goals or problems requiring efficient group effort:
tribes and clans, military units, labor details, project teams, exploring
parties, etc. To the extent that they “behave like families” such groups
display this tertiary organization.

As a way of life, communalism plus authoritarianism predominates
among “primitive” people, who spend most of their time either main-
taining lines of communal cooperation with one another or obeying the
authoritarian dictates of leaders or traditions. But it is also a common
pattern in the everyday life of the members of “advanced” societies.
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Any human being whose behavior lacks this fundamental organization
soon becomes isolated and ineffectual.

In theorizing, the two phases of this tertiary organization first ap-
pear as notions of perception and animism. Perception, the most basic
communalistic theory, generates an understanding of our behavior in
physical terms—this sensation comes from that object, this thought is
about that event, and so on. Animism, the converse authoritarian theo-
ry, generates an understanding of physical things in behavioral terms,
by the ways they “act” —one object moves, another object burns, and so
on. As they merge into the tertiary organization, the result is a concept
of causation. In perception, physical things seem to “force” their quali-
ties upon us; animism suggests that physical things must do the same to
each other. Together they encourage us to interpret the world in terms
of causes and effects, as a combined physical and behaving whole.

Our notion of causation could be thought of as a basic worldview
without a grasp of ideals. Things push one another, A results in B and
leads to C, but nothing endures in the process, no principles are real-
ized. It might as well happen entirely differently. Hume analyzed causa-
tion from a logical standpoint and concluded that it was quite
unreasonable. Yet it is a deeply felt approach to understanding reality.
This is because it embodies in theorizing the same basic tertiary organi-
zation that is so common to everyday human life.

Intellection / Orthodoxy

Intellection explores ideals from a behavioral basis; orthodoxy turns
this around and uses those ideals to discriminate and regulate behavior.
When they merge into a tertiary organization, the combination forms
the basic pattern of “spiritual” or “ethical” life.

How the two phases merge can be seen graphically in the genesis of
churches and sects. An individual —a prophet—exploring abstract prin-
ciples comes up with a set of ideals that can be categorized behavioral-
ly, and thus seem to have relevance for human life. If he is successful
(most are not) these ideals are picked up and promulgated by a group of
followers, who establish a church. For the prophet, the ideals were prin-
cipally the outcome of intellection; for the followers, however, they be-
come principally the basis for an orthodoxy. The prophet sought
knowledge; the followers seek to regulate behavior, to make men better.
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But for a church to survive, these two approaches must blend into a
single coherent process. Intellection alone is schismatic and leads to the
church’s disintegration; orthodoxy alone is dogmatic and leads to its
overthrow. It takes a constant interplay between the two to satisfy hu-
man “spiritual” needs.

Thus in a successful church each new communicant is exposed to a
comprehensive education in the ideal articles of faith, following a pro-
cess of intellection; while at the same time these articles are consistent-
ly promulgated as an absolute setting for the definition and regulation
of the behavior of the faithful. When this is done properly, the commu-
nicant becomes convinced that the system of ideals and the patterns of
human behavior naturally correspond to each other.

Arguably the most important spiritual event in Western history was
the establishment of the Christian church. Gibbon (1781) notes that a
major part of the attractiveness of early Christianity (over Judaism and
Greco-Roman polytheism) was that it promised a meaningful personal
afterlife. But it could not support its concept of “life after death” with
convincing physical evidence (such as the dead rising) or behavioral ex-
perience (such as inner converse with the dead). It needed to develop a
system of ideal categories, promulgated under the general heading of
“faith,” to define the nature of the immortal soul.

The resulting ideal world order was then pinned to physical and be-
havioral reality through minima such as prayer, miracles, and the holy
sacraments. Characteristically, much of this system had to be estab-
lished by fiat, through ecclesiastical declarations and imperial decrees.
For example, the doctrine of homoousion, which defined Jesus as both a
physical man and a part of the ideal godhead, was established primari-
ly by anathematizing its opponents. Fully developed Christianity linked
the three orders of reality by conceiving of an indissoluble Trinity: a
physical Son, a behaving Father, and an ideal Holy Spirit.

Many industrialized societies today appear to be abandoning tradi-
tional churches, replacing them with an intellection-plus-orthodoxy ter-
tiary organization built around class membership. Here intellection
appears in school education and orthodoxy in the maintenance of so-
cial class “norms.” Students in these societies, like the communicants of
a church, undergo a long process of learning the ideals that will largely
determine to which social class they belong. At the same time, the
members of each class try to ensure that the education being given in-
culcates the orthodox behavior they take to be appropriate for social
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life. This combined organization shows up as a major pattern in human
behavior similar to that produced by churches, but now more “ethical”
than spiritual.

On an everyday level, theorizing within this tertiary organization ap-
pears as “ethics” or “morality.” Prevailing human behavior suggests a
set of ideals by which it may be categorized; the categories then be-
come the basis for calling behavior “good” or “evil,” “moral” or “im-
moral.” Such theorizing contributes heavily to the “tone” displayed by
actual societies. This tone also depends on the “balance” of the tertiary
organization: when intellection predominates we say the society is “lib-
eral” or “open,” and when orthodoxy predominates we say it is “repres-
sive” or “closed.”

On a more esoteric level, particularly in churches, the same tertiary
organization of theorizing tends toward mysticism. Ethical ideals, treat-
ed separately at first, may be envisioned as interconnected in a grand
abstract “Absolute,” which is then taken to be directly accessible to hu-
man behavior. Here is how Evelyn Underhill describes the characteris-
tic dual conception of the mystic:

...he is able to perceive and react to reality under two modes. On the one
hand he knows, and rests in, the eternal world of Pure Being, the ‘Sea
Pacific’ of the Godhead, indubitably present to him in his ecstasies, at-
tained by him in the union of love. On the other, he knows—and works
in—that ‘stormy sea, the vital World of Becoming which is the expres-
sion of Its will... To the great mystic the ‘problem of the Absolute’ pre-
sents itself in terms of life, not in terms of dialectic. He solves it in terms
of life: by a change or growth of consciousness which—thanks to his pe-
culiar genius—enables him to apprehend that two-fold Vision of Reality
which eludes the perceptive powers of other men.*®

The “act of Divine Union,” known to the mystic, brings together these
two factors, the ideal and the behavioral. It amounts to a decision to
treat categories interchangeably: ordinary behavior becomes regarded
as part of a Divine system, and Divine ideals become regarded as per-
fect forms of behavior.

These ethical and spiritual patterns in human life tend to ignore
physical reality. Because they arise by combining behavior with ideals,
they do not include a grasp of physical states, and thus often treat phys-
ical reality as “gross” or something to be overcome. One of the first
things taught by any church doctrine, moral system, or mystical disci-
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pline is that it embodies patterns which lie outside human corporeal ex-
istence.

Legalism / Collectivism

Much of the “civilized” way of life followed by industrialized peoples
stems from the tertiary combination of legalism and collectivism, be-
cause most of our political, legal, and economic patterns arise from an
association between physical reality and ideals.

Recall the communal-plus-authoritarian tertiary organization previ-
ously discussed, which associates physical reality with behavior. It pro-
duces social processes that are “family-like” and based on cooperation,
tradition, and personal loyalty. When legalism and collectivism merge,
they substitute for this behavioral association a reliance on immutable
abstractions, on ideals. The collectivistic phase starts from a given
physical basis—available goods and facilities such as land, livestock,
tools, raw materials, etc.—and consists of a search for appropriate ide-
als to govern the uses of such things. The outcome is a system of ad-
vanced social concepts and institutions: private property, transfer and
inheritance, monetary units, and the whole edifice of “the law.” These
ideals then become the basis for a legalistic regulation of physical
transactions, through the establishment of courts and official enforce-
ment.

The modern Western transition from communalism/authoritarianism
to legalism/collectivism has been exhaustively analyzed by sociolo-
gists, who often quote the distinction made by Ferdinand Tonnies
(1887) between a “community” (gemeinschaft) and a “society” (gesell-
schaft). It is one of the most striking changes of lifestyle to be found in
the human record.

Merged into a tertiary organization, legalism and collectivism dis-
play an intimate and continuous interplay. New ideal concepts and new
physical transactions constantly generate each other. Thus, when a new
physical situation arises that is not covered by the society’s currently
adopted abstractions (such as the introduction of mass automobile
transportation or the emergence of the Internet), a search for new prin-
ciples ensues. We say that we need new laws, and legislators set about
drafting them. Enforcing the laws then tends to modify the physical sit-
uation, bringing it more into line with the new ideals. On the other
hand, sometimes the operation of this tertiary organization is stimulat-
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ed by changes in adopted ideals. For example, when it became evident
in America (in the 1950s) that certain laws affecting racial minorities
were inconsistent with more general concepts of civil rights, a cycle of
legislation and enforcement arose that was intended to produce a more
workable fit between our society’s physical actions and its ideal values.

In legalistic-plus-collectivistic theorizing, the cognate process builds
up a body of “natural law” instead of man-made law. A physical situa-
tion—a mass of data or a newly observed physical effect—suggests the
need to formulate a new “law of nature.” The new law in turn suggests
new researches into physical reality, often requiring the construction of
novel machines or experimental methods that would not otherwise have
been conceived. These researches turn up fresh data and the cycle con-
tinues. Knowledge of physical effects and an armory of descriptive ab-
stractions grow side by side.

This whole process might be called framework theorizing, for its
system of abstractions constitutes a prescribed framework that is treat-
ed as “underlying” the things of physical reality. Theorizing in this ter-
tiary organization is distinct from the “causation theorizing” of
communalism plus authoritarianism, which envisions only dynamic
chains of causal links.

Complementary Pairs in General

The three tertiary organizations just described—in each of which two
primary organizations freely alternate their roles of providing an orga-
nizing setting and providing its subject—constitute major “ways of
life” for human beings. By means of them people merge their under-
standings of reality into large-scale coherent behavior patterns. Each
can be represented as a fusion of two secondary organizations; but each
fulfills a role in human life that exceeds the power of either of its com-
ponents. These tertiary organizations produce such characteristic social
patterns as family ties, religion, class distinctions, and economic behav-
ior. In the area of theorizing, they generate broad concepts of causa-
tion, ethics, and the “framework” of physical law.

In effect, human beings have carried evolution one step further: we
have combined the primary organizations that evolved biologically into
new secondary and tertiary organizations that contribute much of the
complexity and “texture” found in civilized human behavior. By creat-
ing these new organizations, man has discovered new ways of living.
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I mentioned earlier that these higher organizations in human behav-
ior might be regarded as “generalizations” of theorizing. As a corol-
lary, it is important to recognize that all the conclusions about
theorizing set forth in §2 are equally applicable to social behavior with-
in human groups. Theorizing itself is only a microcosm of organiza-
tional processes that occur on many levels and in many contexts. Civil
law, for instance, associates people’s physical acts with ideal descrip-
tions in basically the same way that physics associates natural events
with ideal formulas. The procedure is the same, but it is carried out on a
much larger scale.

Thus groups and societies, just like individual theorizers, explore the
orders of reality by creating parallelisms among them; but instead of
generating only knowledge they generate whole ways of life. Of partic-
ular interest is the fact that (just like theorizers) groups and societies
posit minima to “pin” their parallelisms together.

For example, an assumption that helps make “civilized” societies
work is that of the existence of “obligations.” Just as concepts of obli-
gation are central to any theory explaining civil law, so the assumption
that obligations actually exist is central to any civilized scheme of so-
cial regulation. In this larger context, physical actions by members of
the society are assumed to be aligned with a system of abstractions
(“the law”) by which these actions are to be governed. Obligations are
among the unanalyzable “fasteners” that justify this alignment. An obli-
gation is an abstraction that is “fulfilled” by a physical action; converse-
ly, the physical action is treated as having ideal (legalistic) properties.

Such “social minima” fill the same role as theoretical minima and
exhibit the same deficiencies. Thus (for example) whenever the accept-
ed social alignment between ideal law and physical actions “shifts,” old
obligations tend to be erased and new ones created, just as shifts in the-
oretical alignments change our inventory of theoretical minima. Obliga-
tions tend to proliferate, creating one another as the alignment between
ideals and physical reality matures, producing more sophisticated legal
concepts that more finely discriminate physical actions.

Finally, the behavior of a society becomes stultified whenever it
treats minima (such as obligations) as absolute objectives, rather than
as tools to realize larger social goals. These are examples of the ways in
which the problems of theorizing are just special examples of the prob-
lems of human life in general.
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Components of Tertiary Organizations

Tertiary organizations are recognizable patterns of behavior in their
own right; identifying them as “combinations” of secondary organiza-
tions does not mean they are merely derivative. But this identification
helps us analyze the process by which tertiary organizations respond to
social and theoretical problems: when such problems arise the tertiary
organization tends to reduce itself to one or another of its secondary
“components.”

As an illustration, consider any example of building a “framework
theory” —say the construction of modern physics. Such theorizing con-
sists of simultaneously exploring physical fact and ideal systems, in this
case laboratory effects and mathematical models. As new physical data
are uncovered in the laboratory, new mathematical formulas are needed
to describe them; conversely the search for new physical facts is often
initiated by the discovery of a hitherto unrealized mathematical conse-
quence of current theory.

The development of mathematics to fit physical knowledge consti-
tutes a collectivistic phase: it is the exploration of ideals from a physi-
cal basis. The corresponding legalistic phase is the exploration of
physical effects on the basis of ideal (mathematical) concepts. As I
mentioned in discussing the tertiary organization of legalism plus col-
lectivism, these phases are often called “induction” and “deduction.” In
problem-free scientific work they tend to be used evenly and continu-
ously, now one and now the other, to create a theoretical “fit” between
physical reality and ideals.

But note what happens when a problem arises. If it is a problem aris-
ing in the physical data—for instance an unforeseen effect not covered
by current theory—the collectivistic phase emerges more strongly.
Mathematical models are tinkered with, equations are modified, and
new descriptions are sought, until the parallelism of the ideal system
with the newly expanded physical understanding is restored. Converse-
ly, if a problem arises in the ideal scheme—say, a prediction based on
mathematics is not found among the currently observed data—the le-
galistic phase emerges more strongly. New experiments are devised to
discover or confirm the effect that is so far “only predicted by theory.”

Thus theorizers select one of the two phases implicit in each of the
tertiary organizations just discussed (i.e. one of its secondary organiza-
tion “components”), depending on where they discern problems with
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the whole process. The principle of selection is that the phase used
takes the problem area as its setting. In the example, collectivism is se-
lected to solve problems with physical data because its categorial set-
ting is physical reality; legalism is selected to solve problems in the
mathematical scheme because its setting is the realm of ideals.

This procedure is followed beyond theorizing; it occurs in all the ap-
pearances of these tertiary organizations in human life. For example,
“primitive” groups are largely regulated through a communal-plus-au-
thoritarian organization, which establishes parallelisms between behav-
ior and physical reality. When a physical problem arises (such as a
natural disaster), communalism tends to dominate; when a behavioral
problem arises (such as internal dissension), authoritarianism tends to
dominate. The society emphasizes that phase of its overall tertiary orga-
nization where the problem area is taken as the “given” basis.

In a church, which is organized between behavior and ideals, prob-
lems with the behavior of its members are resolved by increased intel-
lection: the members are urged to explore the divine order by study and
prayer. Problems with the church’s ideals, such as the discovery of in-
consistencies in its abstract canon, are met by a resort to orthodoxy:
heresies are declared and members are punished for holding them. Such
flexibility of approach accounts for much of the power of these tertiary
organizations, for each is able to apply the most effective of two differ-
ent organizational tools to the solution of its problems.

Collectivism to Orthodoxy to Authoritarianism

This tertiary organization can be described as a “cycle” of three second-
ary organizations, where the subject area of each one constitutes the ba-
sis for the next. Thus collectivism classifies ideals on the basis of
physical fact; orthodoxy uses those ideals as the basis for regulating be-
havior; and authoritarianism takes the behavior as the basis for physi-
cal transactions, thereby closing the ring. The whole tertiary organi-
zation derives much of its coherence from this process of successive
support among its component phases.

In large social groups this mode of organization is sometimes called
statism. It shows up as a general tendency to form public institutions
and to establish group sanctions, rather than to promote self-reliance
and individual decision-making. Today, it is the principal organization
by which human beings maintain effective groups beyond tribal size.
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Consider an example of how the three phases of statism can contrib-
ute to the whole. Suppose a relatively complex society is threatened by
incursions from a hostile neighbor. This physical situation provides cat-
egories for the development of a set of ideals, in the collectivistic phase.
The ideals would typically consist of militaristic concepts: the desir-
ability of “serving one’s country,” the idea of war as an honorable pro-
fession, etc. These ideals now become the basis for an orthodoxy, often
creating a new social class—e.g., a warrior caste. The orthodox phase
defines certain behavior patterns and imbues them with value: bravery,
service, glory, and so on. Such behavior, finally, becomes the basis for
the authoritarian phase, which dictates what physical acts are to be per-
formed. Arms and fortifications are created, men are impressed into ser-
vice, and war is waged.

Note that the original physical problem (hostile incursions) is now
being solved physically, by military retaliation. But this solution has
been reached by a somewhat roundabout tertiary organization of social
behavior, one that has involved significant modifications to all three pri-
mary organizations of reality.

The usefulness of this tertiary organization can be appreciated by
considering a typical alternative. In the present example, another way
of meeting the physical threat of hostile incursions would be to merge
communalism and authoritarianism. Here the physical problem would
lead to communal cooperation among the group members and the adop-
tion of a group behavior pattern; this would then become the basis for
authoritarian dictates of individual physical acts. Thus the threat might
be met by the group coalescing under a chief, investing him with the
authority to lead a war party. Such a response is common in “primi-
tive” societies. By contrast, the statist organization yields a more com-
plicated solution; but it is one that will ultimately prove more effective,
especially in large groups. Note that its first response to the physical
problem is not behavioral, but ideal: instead of just forming ranks to
take action, the group sets out to create an institution, a system of
agreed ideals. The institution (not the physical problem) then becomes
the setting for discriminating and regulating behavior. Only after this is
accomplished is the group ready to take authoritarian action, to per-
form physical acts in the field that are designed to counter the original
physical threat.

The increased effectiveness of the statist tertiary organization is also
evident in smaller groups. A well-studied example is the growth of
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modern corporations out of simpler (usually authoritarian) businesses.
Here the three implicit secondary phases (collectivism, orthodoxy, and
authoritarianism) are revealed by analyzing corporate behavior into
three “layers” of management. In the topmost layer, policy-makers per-
form the collectivistic phase. They start from a predominately physical
setting—the assets of the corporation—and strive to form a consistent
set of general principles that will “govern” the exploitation of the as-
sets.

In the next layer, “middle managers” receive this set of ideals as a
basis for defining specific patterns of behavior designed to conform to
its abstractions. They select employees, write job descriptions, issue
general instructions, and monitor “performance.” Their job is an exer-
cise in orthodoxy, wherein the ideals prescribed by the policy-makers
are translated into behavior to be pursued by the workers.

In the lowest layer, workers and their supervisors adopt an authori-
tarian organization, manipulating physical things in accordance with
the prescribed behavioral regime. Job instructions created by the mid-
dle managers become, in their hands, a setting for the sequences of
physical acts that comprise the “work™ done by the corporation. This
work, in turn, alters the assets of the corporation, presenting new physi-
cal situations to the policy-makers. Thus the “management cycle”
forms a closed loop.

Statism exhibits two characteristics that are not present with simpler
organizations (such as communalism plus authoritarianism). First, the
group adopting it acquires greater efficiency in solving chronic, long-
term, or large-scale problems. In the example of military statism, it cre-
ates such things as permanent fortifications and a cadre of professional
warriors, whereas with the simpler “war-party” organization the group
just bands together, does the job, and then disperses. The second char-
acteristic (related to the first) is that the things created by a statist orga-
nization—such as military establishments and corporate departments —
are likely to acquire a “life of their own,” enduring after the original
problem for which they were created has disappeared. This is because
each phase of the tertiary organization is instrumental to another phase
and none are related directly to the problem.

For instance, consider what happens when we question the validity
of a military establishment. If we ask about the physical part—why are
there troops, arms, and fortifications?—a typical answer is that these
are necessary to carry out the behavior of waging war. If we then ask,
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“why wage war?,” the answer may be that such behavior supports cer-
tain ideals: freedom, self-determination, perhaps also glory and desti-
ny. If we finally ask where the ideals come from, a common answer is
that they are appropriate to the society’s physical situation: the value of
its natural resources, its strategic geographical location, even the racial
qualities of its members. Although the military establishment amounts
to a physical response to a physical situation, it tends to be explained
differently because of the intermediate behavioral and ideal factors in
its generating organization.

Such a roundabout explanation tends to shield itself from criticism.
The physical part is maintained for behavioral reasons, the behavior is
pursued for ideal reasons, and the ideals are held for physical reasons.
All these reasons may appear individually sound, even when their total-
ity is absurd. Thus the same factors that make the statist organization
more effective in dealing with large, long-term problems often makes it
endure after such problems have ceased to exist.

In effect, this cyclic “three-phase” organization produces an endless
sequence of explanations. Physical reality is referred to behavior, be-
havior to ideals, and ideals to more physical reality. The process also
shows up in theorizing, where the result might be called “general ideal-
ism.” When developed into a complete philosophy, it offers a chain of
three explanations. What are ideals? They are the perfect forms of
worldly things. What are worldly things? They are the creation of a be-
having world-spirit. What moves the world-spirit? Its destiny unfolds
according to an ideal plan. Such a three-phase scheme lies behind much
“Eastern” philosophy; in the European tradition it is perhaps most
closely represented by Hegelianism. It tends to be more complex and
harder to grasp than the two-phase approaches discussed earlier; but it
also provides a greater richness of conception because it touches on all
three orders of reality. It appears to cover more ground, in a consistent
way, than the simpler philosophical schools.

Communalism to Intellection to Legalism

This tertiary organization may be analyzed into the three secondary or-
ganizations omitted from the one just described. In terms of the dia-
gram on page 201, the cycle of categorizations “runs in the other
direction.” Physical reality forms the basis for manipulating behavior,
behavior is the setting for selecting ideals, and ideals become the bases



236 Processes of Knowledge

for physical actions. There is the same process of successive support
among the three primary organizations, but they are taken in the oppo-
site order.

Philosophically, this tertiary organization forms a clear contrast to
the one just discussed: it is as “materialistic” as the other was “idealis-
tic.” What is behavior? It is the manifestation of physical events in liv-
ing organisms. What are physical events? They are the realizations of
the ideal laws of nature. What are ideals? They are conceptions pro-
duced by human behavior. This is the common, secular, “down-to-
earth” worldview that underlies much of modern knowledge. It evokes
no world-spirit or ideal plan, but pins all its explanations on mundane,
empirical, scientific concepts. By embracing all three primary organiza-
tions in one cycle of explanations it appears to tie up loose ends more
neatly than the corresponding philosophies of its secondary phases (em-
piricism, contextualism, mechanism). However it shares with the other
tertiary cycle a disquieting lack of absolutes. Everything is explained
by something else, and the explanations never end. Because each of its
three phases is supported by another phase, none of them seem to ex-
plain reality in its own right.

When this tertiary organization is adopted socially, the result is of-
ten called individualism. Compared to the statist cycle discussed earli-
er, it tends to emphasize individual (rather than group) action toward
physical reality. In the communalistic phase a physical situation leads
to cooperation among group members—an agreement to share work.
This cooperative behavior next becomes the basis for exploring and es-
tablishing group ideals. The ideals then become the setting for a sys-
tem of laws governing members’ actions toward the physical situation
and one another. Because of the intervening stage of abstract legal for-
mulation, individuals in the group are not directly subject to behavioral
sanctions; they work within ideal guidelines, rather than obeying per-
sonal commands. The component of legalism in this organization—sub-
stituted for the authoritarian phase of statism—establishes “rule by
law” instead of “rule by men.”

It is worth noting that this “individualistic” tertiary organization is
more successful in groups where the physical situation contains more
opportunities than dangers. It tends to be adopted by “frontier” societ-
ies, where individuals are encouraged to build or mine or plant; statism
tends to be adopted by “threatened” societies, where individuals are en-
couraged to unite and defend. The difference in effectiveness seems to
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stem from the different approaches of individuals to physical situa-
tions. In the individualistic case, each person’s responses are abstractly
categorized (by a legal system), and the individual is left to work out
the details; in the statist case, these responses are behaviorally dictated.
As a result, individualism supports individual creativity while statism
emphasizes individual subservience.

A basic manifestation of the individualistic tertiary cycle in human
life is language, which I discussed in §4.1. In one phase, individuals
categorize verbal behavior physically, creating correspondences be-
tween words and things. In another phase, individuals experiment with
words to discover their expressive possibilities. This intellectual explo-
ration of ideals from behavioral categories produces notions of logical
usage. In the third, legalistic phase, individuals adopt ideal rules for
specific languages—the guidelines that define meaningful expressions.
The whole tertiary organization could be summed up by saying that
physical things categorize the bits of language behavior that we agree
“mean” them; language behavior then becomes the basis for adopting
ideal systems of usage; and the ideal systems regulate our actual lin-
guistic communications.

We can contrast the individualistic tertiary cycle of language with
the statist cycle exemplified by writing. In §4.2, I described how writ-
ing recorded language and then helped with the exploration of ideals. In
the first phase, speech behavior categorized the physical symbols of
writing. In the second phase, physical symbols were adopted to catego-
rize ideals, with the result that books nourished human understandings
of abstractions and “universal truths.” In the third phase, the new ideals
were applied to behavior. Texts became canonical and people were ab-
jured to conform to their teachings. Today these phases of communica-
tion reinforce one another in science, religion, politics and other areas.
Many modern societies are overwhelmingly regulated by the formula-
tion and application of written texts.

Tertiary Organizations in General

Tertiary organizations are the latest and broadest of human behavior
patterns. The primary organizations—our grasp of the “orders of reali-
ty” —were first developed during the evolution of living things in gener-
al, and they come to mankind as innate capacities of the human
organism. The secondary organizations were then built on them, form-
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ing new patterns characteristic of human cultures. They allowed people
to cooperate, form groups, educate one another, define good and evil,
adopt laws, and create institutions.

It was the richness of these secondary organizations that made hu-
man behavior distinct from that of any other form of life. Now tertiary
organizations have appeared as larger patterns built upon the secondar-
ies. They give us a set of problem-solving abilities both more powerful
and more subtle than any repertoire of secondary responses. They al-
low human groups to understand, plan, and act on a broad scale, focus-
ing many areas of knowledge toward meeting specific challenges. Amid
the complexities of present-day civilization, they are the most effective
living techniques we have.

The three complementary-pair tertiary organizations tend to coexist
in most modern societies, being adopted quite freely to meet different
basic needs. Thus a blend of communalism and authoritarianism is fa-
vored for family life and small cooperative groups in general; intellec-
tion plus orthodoxy appears in social classes, religious groups, and any
place where ethical considerations are more important than coopera-
tion; and the merger of legalism with collectivism is adopted for “pub-
lic” matters—economic and political life, business, and the like.

Adopting the “wrong” pair in a given social situation usually ap-
pears as an error, although often not a serious one. For example, a fami-
ly organized along legalistic and collectivistic lines may appear “cold”
and unsympathetic, and it can produce alienated children. Similarly, a
legal system operating through communalism and authoritarianism, like
the stereotypical backwoods sheriff’s office, may tend to ignore gener-
al human rights. The deficiency occurs because vital primary organiza-
tions are being slighted: the legalistic family does not deal adequately
with its members’ behavior, and the backwoods sheriff’s office is not
committed to the ideals of justice.

Human theorizing approaches tend to mirror these applications of
tertiary organizations to social life. “Causation theorizing,” pursued be-
tween physical reality and behavior, is used in much of everyday life; it
is the earliest and most unsophisticated source of knowledge. “Ethical
theorizing,” in which behavior is associated with ideals, supplies most
of our consciousness of class and religious values, morals, and “right
conduct.” “Framework theorizing,” constructing parallelisms between
physical reality and ideals, generates much of our understanding in sci-
ence and “civilized” life. As with their corresponding social manifesta-
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tions, these theorizing approaches tend to be appropriate to different
situations. In everyday dealings with physical objects we are causation
theorists; in normal dealings with one another we are ethical theorists;
and in our legal and economic dealings we adopt framework theorizing.

In human societies, the choice between the two tertiary cycles— stat-
ism and individualism—is less fluid. Individuals tend to prefer one or
the other for long periods, frequently for life. Societies tend to become
caught up in one or the other, particularly in statism. As I noted earlier,
statist patterns have a “self-protective” tendency, often enduring after
their generating conditions have disappeared. Statism is the social orga-
nization that best solves group physical problems, while individualism
is the organization that best exploits opportunities.

Political revolutions typically take the form of sudden shifts from
statist patterns (which have become weak because they no longer solve
real problems) to individualistic patterns and then back again. Such vio-
lent shifts in group attitudes are usually accompanied by corresponding
shifts in the focus of group action—from solving problems to seizing
opportunities, and back—which reflect the different capabilities of
these tertiary cycles.

The theorizing attitudes derived from these cycles—general ideal-
ism and materialism—are even more enduring than their social counter-
parts. They are the most general attitudes a person may take toward
reality, and hence seldom change. It is worth noting that the history of
Western thought has seen only two major periods of dominant material-
ism—Greco-Roman times and the Renaissance to the present—while
Eastern history shows none. Thus if our criteria were simply duration
and dominance of attitude, we would have to conclude that statist ideal-
ism is the “natural” overall theorizing attitude of mankind.

An Example of Idealism

Medieval Catholicism provides a familiar example of a full-blown ide-
alistic tertiary organization dominating people’s approach to knowl-
edge. Earlier I mentioned two of the three secondary patterns into
which this cycle may be analyzed: church orthodoxy, where behavior
was discriminated on the basis of a system of ideals, and authoritarian
deism, where a behaving God was assumed to control physical events.
Closing the ring was a collectivistic phase in which Catholicism, much
like a modern corporation, used its physical assets as a basis for pro-
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mulgating its ideal concepts. But these phases were not promoted sepa-
rately: they merged into a single tertiary pattern, a complete worldview
capable of answering any question. The resulting system dominated
Western knowledge for more than a millennium.

In the authoritarian phase, medieval Catholicism posited a supreme
God, ruler of the world, who (through a chain of deputies) had delegat-
ed some of His authority to the hierarchy of the Church. His and their
behavior, then, became the basis for the physical actions of the Church:
performing rituals, building cathedrals and monasteries, holding land
and treasure. In the collectivistic phase, this physical plant became the
categorial support for defining Catholic ideals such as piety (adhering
to Church rituals) and support (donating goods and services to the
Church). Finally, in the orthodox phase the ideals became the basis for
regulating the behavior of the Church’s communicants. They were ad-
monished to seek grace, avoid sin, confess and do penance, and other-
wise modify their natural behavior to fit its ideal system.

The whole tertiary pattern was rounded off in such a way that any
question about a part of it could be answered by referring to another
part. The physical establishment of the Church was explained because
it was necessary to do the work commanded by God; the Church’s ide-
al values were designed to support and glorify this work; and man
(whom God had created in His image) was bound to behave in such a
way as to embody the values. An endless cycle of explanations was es-
tablished.

This cultural construction is often seen as markedly different from
the individualistic faith on which Christianity was launched. Dosto-
evsky dramatizes the contrast in his tale of the Grand Inquisitor, who
tells Christ that “we have corrected Thy work.” The Grand Inquisitor’s
church replaced individual “freedom of thought” with an institution
based on the physical, ideal, and behavioral minima of miracle, mys-
tery, and authority.

An Example of Materialism

The tertiary cycle complementary to idealism is materialism, which
may be best represented today by modern science. From the viewpoint
of our current industrialized lifestyle, it may be hard to realize that it
was scarcely more than 200 years ago that theorizers such as Laplace
first clearly saw the possibility of constructing a complete scientific
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worldview, and it has been only about 100 years that a sufficient body
of explanations has existed to make such a view seem attainable. To
make it work we have to treat physical reality as the manifestation of
ideal laws, ideals as the products of human thought behavior, and be-
havior as the outcome of physical processes.

The first task, explaining physical reality by reference to ideals, has
enjoyed the most success: modern physics has reached a point where its
claims for its mathematical description of the world are widely accept-
ed, or at least there are few who can figure out how to criticize them.
The second task, explaining ideals as products of behavior, seems sim-
ple but has proved troublesome. If ideals are no more than construc-
tions of human thought, why is it that certain questions about them
(such as unsolved mathematical problems) have hard, real answers that
we are yet unable to discover? The last task, explaining behavior physi-
cally, still eludes science. Despite all its progress in molecular biology,
present-day science’s description of life itself is confused and rudimen-
tary; it does not yet amount to an explanation.

The Concept of Freedom

Thus materialism remains a recent, and not yet completely successful,
alternative to idealism. Except in a few highly industrialized societies,
it has not attained the dominance over thought that has been enjoyed by
idealistic institutions such as the Catholic church. Yet many readers of
this book will find that they are personally committed to materialism—
largely because it supports the individualistic theorizing attitude, with
which are associated “freedom” and other social qualities that are wide-
ly valued.

The reason for this association can be analyzed. The most primal
process of life is the interplay between behavior and physical reality;
this occupies the bulk of everyday human responses. In sophisticated
societies a new factor, ideals, has entered with increasing force. The
question is, how are ideals to be used in the total organization of hu-
man activity? If they are used to categorize behavior the result is ulti-
mately statism and idealism, because to complete a total worldview the
orthodoxy thereby adopted must be supplemented by authoritarianism
and collectivism. On the other hand, if they are used to categorize phys-
ical reality the result is individualism and materialism; the total world-
view now consists of a merger of this legalism with communalism and
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intellection. In the first case, using ideals as a source of categories op-
presses behavior with “other-worldly” sanctions and feels to us like a
loss of personal freedom. In the second case, ideals are applied to phys-
ical reality and behavior is left free to pursue its original process of re-
acting to the physical world; this feels to us like a preservation of
freedom. In this way, the most basic approach we take toward reality is
colored by the use we make of ideals.

In the foregoing discussions, I have tried to locate knowledge within
the larger context of human life in general, showing how it is inextrica-
bly bound up with group behavior. I have considered these relation-
ships in their static states, as a series of “snapshots” of social and
theorizing attitudes. Such analyses help us to understand, for any given
instantaneous human situation, how the acquisition of knowledge may
be partially or wholly determined by our other attitudes toward life in
general.

But it is clear that these attitudes display historical sequences; and in
fact the serial patterns which we can discern explain much that would
otherwise be obscure about the trends of human theorizing. They show
us why knowledge develops the way it does, and give us one last tool
with which to attack the artificial constraints that have grown up around
human understanding.



6. History

The philosophies of one age have become the absurdi-
ties of the next, and the foolishness of yesterday has be-
come the wisdom of tomorrow. OSLER

The reader may have already noticed a pattern among the various orga-
nizations of human life described here—namely, that many of their
manifestations seem to follow one another in a predetermined se-
quence. This is in fact the case. Natural dynamics operate among the
ways we organize behavior, so that history for us is largely a matter of
following a predictable succession of such organizations. Exposing the
dynamic processes involved, and establishing the sequences they gener-
ate, yield several insights into the forces that shape human knowledge.

In §3.1, I discussed the sequence in which primary organizations ap-
peared in the history of life: first physical reality, then behavior, and fi-
nally ideals. This sequence emerges repeatedly in all phases of human
behavior, including that of human groups and human theorizers. Of par-
ticular interest is the fact that it forms the basis for natural sequences in
the secondary and tertiary organizations.

For reasons to be discussed shortly, secondary organizations tend to
arise in human life in this order:

communalism
authoritarianism
intellection
orthodoxy
legalism
collectivism

The natural starting point for this sequence is communalism, since it
represents an approach in which the oldest primary organization, physi-
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cal reality, provides the setting for working in the second oldest prima-
ry organization, behavior. The other secondary organizations then
follow in the order given. Understanding this fundamental historical
process, and the reasons for it, can add significantly to our grasp of hu-
man behavior.

Why a sequence of organizations in human life? Why don’t we sim-
ply choose the most appropriate organizations for each part of our be-
havior from the totality of possibilities? As I argued in §3.3, a free
choice of categorial organizations—the method I call “comparative the-
orizing” —is the most effective method for developing knowledge. If
social development occurred in the same way, adopting the “best” sec-
ondary and tertiary organizations for each human situation, both knowl-
edge and life might be greatly enhanced.

The problem is that human beings normally do not have the means
to make absolutely free choices in their organizations of behavior. The
supply of “behavioral energy” is always limited, and it must be meted
out to those activities that promise the easiest and earliest results. Re-
call my discussion (in §3.2.) of living responses to the thermodynamic
environment. Although energy is a physical entity, strictly speaking, its
close association (in time ordering) with the living stimulus-response
chain gives it a behavioral meaning as well. We can distinguish behav-
ior patterns in terms of their “applications of energy,” referring to the
means by which responsiveness shows up in organisms.

Thus we can say that “energy becomes available” for a given set of
living actions, meaning that the organism is behaving so as to create a
route through it from the available energy in its environment to the per-
formance of these actions—just as the gold-leaf flag mechanism de-
scribed in §3.2 created a route from the dissipation of certain molecular
concentrations in a tube of gas to the physical action of a flag waving.

When describing such processes among living things, it is essential
to remember that energy in this sense is always limited in amount.
When an organism arranges itself so as to capture and employ energy
for one type of behavior, it is usually at the expense of another type.

Hence the choice of how energy is to be used becomes a paramount
concern for life. In any given situation, the organizations of behavior
that are currently dominant tend to lay the groundwork for energy to be
channeled into specific new organizations. The living unit—species, so-
ciety, or individual —finds it relatively easy and natural to switch its en-
ergy utilization into certain new modes. On the other hand, it seems
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laborious and awkward to choose other organizations, for which a
groundwork does not exist. More effort is required to achieve what
seems to be the same result, and energy appears to be wasted in the pro-
cess.

For this reason—because of natural limitations on the supply of “be-
havioral energy” —the overall shape of human affairs tends to follow a
preset historical sequence. We are usually not free to adopt behavioral
organizations at will. Some of the energy shifts that determine our cus-
tomary sequence of behavioral organizations are described in the next
two sections.
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6.1 Dynamics

There are seasons, in human affairs, of inward and
outward revolution, when new depths seem to be broken
up in the soul, when new wants are unfolded in multi-
tudes, and a new and undefined good is thirsted for.

CHANNING

A book of examples might be assembled to illustrate the natural se-
quential tendency of secondary and tertiary organizations in human life.
There is room here to cite only a few instances. But our understanding
can probe deeper than a mere recital of “the way it is.” Inherent pro-
cesses drive human affairs forward from one organization to the next,
and we can best comprehend the sequence by first examining these pro-
cesses.

They appear as a set of transitions from each secondary organiza-
tion to its successor. The natural sequence listed in §6—communalism,
authoritarianism, intellection, orthodoxy, legalism, collectivism—is cir-
cular: that is, the last stage (collectivism) is naturally followed by a re-
born form of the first stage (communalism). Hence there are six normal
transitions through which human behavior develops an unending chain
of secondary organizations.

First Transition: Communalism to Authoritarianism

Communalism is the earliest of the secondary organizations. Life aris-
es when behavior is superimposed upon physical reality; hence the first
way it occurs to living things to combine the primary organizations that
grasp these realities is by using the existing physical situation to cate-
gorize behavior.

A basic instance of this, mentioned earlier, is the process of percep-
tion, whereby certain of our thoughts, images, and sensations are under-
stood in terms of physical entities to which they “refer.” Such an idea—
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that certain parts of behavior are “about” external physical things—is
clearly fundamental to many other patterns in human life.

Communalistic theories such as perception help accelerate the devel-
opment of behavior. But once behavior has matured into a complex pat-
tern in its own right, a new mode of organization becomes possible, one
in which behavior is the basis for physical operations. These two—the
modification of behavior to fit physical situations and the modification
of physical situations to satisfy behavioral goals—are the counterpoint
of affect and effect, cognition and action, that constitute the most fun-
damental processes of life. They are the secondary organizations of
communalism and authoritarianism.

The transition from the first to the second shows up clearly in social
behavior. In a group, the earmark of communalism is cooperation. A
physical situation (such as a challenge from the environment or a physi-
cal opportunity to be exploited) provides the setting, in which social in-
dividuals cooperatively modify their behavior to meet the challenge or
seize the opportunity.

Cooperation multiplies the physical effectiveness of behavior: in my
earlier example, ten men together could move a stone while ten sepa-
rately could not. A communal organization is called for, because it is
physical reality that sets the problem and behavior that provides the so-
lution. The earmark of authoritarianism, on the other hand, is obedi-
ence. Here behavior sets the problem and physical acts provide the
solution. Authoritarianism arises out of communalism when the focus
of group problem-solving shifts from the physical to the behavioral.

Perhaps authoritarianism first appears when a “division of labor” be-
comes necessary. In the instance just mentioned, ten men moving a
stone does not particularly require an authoritarian organization. Either
they get together and do it, or they don’t. But consider a more complex
task, say a hunting expedition that requires both beaters and spear-
throwers. How is the group to determine which individuals take which
jobs? There is no “invisible hand” immanent in communalism that will
cause the individuals best suited for these different tasks to volunteer
for them in the optimum ratio.

Actual experience suggests that most of the group would rather be
spear throwers, while few would opt for the more menial, arduous, and
hazardous job of flushing game out of its hiding places. Here then is a
behavioral problem, one that can be understood only in terms of the
wants and expectations of human beings. It forms the setting for the
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group’s making a physical distinction among its members. We observe
the physical distinction when in fact certain of them take sticks and dis-
appear, shouting and beating, into the high grass, while others crouch
with their spears in the clearing.

Assuming some individuals would not ordinarily prefer the roles
they are taking under this arrangement, how do we explain their com-
pliance? It is because a new organization in their behavior has made
them obedient—to the social pressure of the group, to a tradition (such
as that young boys have always been beaters), or to the dictates of a
chief. The original concept of communalism—if we don’t work togeth-
er the job won’t get done—has been transcended by a new idea: getting
the job done requires doing what you are told.

Thus a new secondary organization, authoritarianism, develops in
human life as a result of a problem in the primary organization (behav-
ior) that forms its setting. The communal organization arose because of
a physical problem, such as the fact that game moves too elusively for
unaided lone hunters. The authoritarian pattern now arises to meet a be-
havioral problem: the separate wants of individuals do not always pro-
duce the best pattern of cooperation among them. It is to solve this
emergent problem that the new secondary organization is formed.

The reasons for this transition can be analyzed in more detail. Hu-
man beings develop secondary organizations to enhance their grasp of
the primary organizations. When a “problem” arises —a situation in one
primary organization that consumes behavioral energy and cannot be
resolved within that organization—human beings cast about in the oth-
er, different primary organizations for modifications that will resolve
the problem and lower their total energy needs. This process consti-
tutes the formation of a new secondary organization.

In my earlier illustration, a group in which all members have a phys-
ical need to take shelter in a cave find the entrance blocked by a rock.
In the immediate primary organization (physical reality) there is no way
to gain the cave, because no individual is able to remove the rock. How-
ever if the group members cooperate (modify their behavior toward one
another) they can enhance each member’s physical environment by en-
tering the cave. They cooperate and the cave becomes accessible. Al-
most magically, an operation on behavior has achieved a physical
result, by virtue of the application of a secondary organization.

This secondary organization (communalism) will continue to devel-
op as long as there are group physical problems. But its development
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entails an increasing complexity of group behavior; eventually prob-
lems must emerge here, because the adoption of communalism has gen-
erated a mass of new social transactions. Soon member A becomes
dissatisfied with his role in the group, or envies B’s success, or seeks to
stir up trouble between C and D.

Although some of these problems may be solvable within behavior
alone, many will persist. They will become the basis for a search for a
new secondary organization, one that attempts to resolve them by phys-
ical means. Such resolutions may be as gentle as pointing out to A his
physical characteristics (e.g. his youth or ancestry) that by tradition pre-
clude him from B’s role; or they may be as severe as killing A. In all
cases, the result of developing the new secondary organization (authori-
tarianism) will be to solve behavioral problems that grew out of the
original adoption of communalism.

In an earlier discussion (§5.1), I mentioned that pure communalism
is rarely displayed by whole societies; usually it thrives only in small
groups. The foregoing analysis explains why: communalism gives rise
to social transactions that eventually require authoritarian control. Be-
yond a certain size, any group of human beings is bound to generate in-
terpersonal behavioral conflicts.

Since these problems are not solvable within communalism itself,
adoption of that organization on a large scale might be thought of as
“unstable” —a state of society that evaporates quickly when its mem-
bers acquire enough energy and behavioral complexity to interact with
one another. A counterweight is the severity of the physical problems
impinging on the group, which will tend to keep it communally orga-
nized. In the example of the Arapesh, cited earlier as an instance of so-
cial communalism, the persistent difficulty of their mountainous
environment presumably outweighed their potential behavior problems
within, so they had not yet been able to find enough energy to make a
full transition to authoritarianism.

Second Transition: Authoritarianism to Intellection

The transition from communalism to authoritarianism just considered
might be characterized as an enlargement of knowledge of behavior at
the expense of knowledge of physical reality. Human beings’ capacity
for action in physical reality becomes relatively circumscribed (be-
cause it is directed by authoritarian dictates), while the richness of their
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behavioral interactions becomes relatively deepened. Energy that used
to be directed toward physical work now becomes applied to participat-
ing in a social system. The group as a whole may persist in this direc-
tion for some time; but eventually certain members will find they have
“surplus energy” —energy not absorbed by the existing communal or
authoritarian organizations. In effect, they have learned as much about
physical reality and behavior as the problems in their environment force
them to know. Thus they tend to find an outlet for their surplus energy
by turning their attention to ideals.

At first, the individuals who explore ideals are those with relatively
“protected” lives—those who, by luck or through quirks in the prevail-
ing social arrangements, are relatively free from necessity and have
“time on their hands.” Their earliest transactions with ideals are not reg-
ulated by the group, because ideals are irrelevant to the interplay be-
tween physical reality and behavior that drives their society. They
become the speculators and philosophers of their time. They make up
stories, invent reasons for the way things are, and inquire into the true
nature of gods, spirits, and divine forces. As their skills mature, they be-
come identified as magicians, prophets, priests, and wise men. In the
role of professional explorers and expounders of ideals, they fill much
the same need in developing societies as scholars do in ours.

The natural categorial setting for these ideal explorations is behav-
ior, because behavior currently supplies categories for exploring physi-
cal reality. In other words, the obvious initial method for exploring
ideals consists of replacing the subject (physical reality) of an existing
secondary organization (authoritarianism) with a new subject (ideals).

The new secondary organization, intellection, may at first take the
form of attempts to “rationalize” authoritarianism. The same behavior-
al categories that justified social regulation by traditions and chiefs now
give ideals the form of guiding myths and testimonials for the divinity
of kingship. But the process of logical abstraction is also developed,
producing the skills of the orator and teller of fabulous tales. All this
lays the foundation for religion.

In this way, intellection is spearheaded by individuals who have the
leisure to speculate about ideals. Eventually their behavior becomes
adopted by a group. But it is important to recognize that intellection
does not flourish until the group’s needs for communalism and authori-
tarianism are fairly met. To put it another way, behavioral energy does
not become available for intellection until the demands on it from these



252 Processes of Knowledge

prior secondary organizations are substantially less than the total group
energy being generated.

Hence the transition from authoritarianism to intellection will not
occur in a group with serious physical problems in its environment, be-
cause energy will be spent instead on a communal search for coopera-
tive patterns to overcome these problems. Nor will it occur in a group
with intractable behavioral problems among its members, because the
same energy will flow into forming an authoritarian organization to pre-
serve the group.

To the extent that a group has mastered its physical and behavioral
situation, however, the energy it generates will become available for in-
tellection, and it is into developing this new secondary organization that
energy will naturally flow. Once a group of human beings is adequately
fed and sheltered, neither threatened by enemies nor driven by the envi-
ronment, and once its members have accepted their social roles and
agreed on a set of dictates for their actions, then whatever energy is left
over becomes an impelling force for the development of intellection.

One such period of surplus energy occurred in eighteenth-century
Europe. Locke and others examined the authoritarian rights of tradition-
al monarchies and proposed in their stead a set of behavioral, ideal, and
physical rights to life, liberty, and property. Montesquieu, in his com-
prehensive L’Esprit des Lois (1748), delineated the corresponding func-
tions of government: legislative, judicial, and executive. These acts of
intellection, performed by gentlemen of adequate leisure, suggested a
system of “democratic” ideals from which it was possible to construct a
new political orthodoxy.

By a happy historical accident the fledgling American state was in a
position to implement such a system, thereby demonstrating a “proof of
concept.” The resulting government became so successful that its foun-
dations have informed world polity ever since.

From an individual viewpoint the transition from authoritarianism to
intellection entails an access of “freedom.” It results in a satisfying en-
largement of understanding that is achieved mainly outside of group
sanctions. Group needs are pursued through the existing interplay be-
tween communalism and authoritarianism; it is principally individuals
who explore the new world of ideals. Their enthusiastic cries of discov-
ery have illuminated some of the most exciting periods of our history.
Yet much of what they find is ultimately adopted by the group, becom-
ing the basis for the next transition.
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Third Transition: Intellection to Orthodoxy

At first, intellection stocks people’s minds with a somewhat miscella-
neous collection of ideals. Powers and values, spirits and magical po-
tencies, heroes and myths become understood as inspiration flourishes.
But as these entities gain social currency, it soon becomes apparent that
some of the ideals discovered by intellection can be used for internal
group control. In the same way that authoritarianism used traditions and
commands to regulate people’s physical actions, so the newly under-
stood ideals can be used to regulate people’s behavior. Hitherto the only
basis for discriminating individual desires and plans has been their
physical effect, in accordance with the group’s communal organization.
But now it becomes possible to set ideal criteria. Regardless of its phys-
ical effects, individual behavior may now be judged by “spiritual” stan-
dards, or by such abstract value categories as “justness,” “kindness,’
“manliness,” etc. When this pattern in fact emerges—when the group
starts adopting ideal categories to regulate behavior—a new secondary
organization, orthodoxy, has appeared.

Orthodoxy receives its initial energy because it solves certain prob-
lems more effectively than authoritarianism. Trying to regulate group
behavior by limiting physical acts, as authoritarianism does, is often in-
efficient. While it may prevail in the physical sphere, it leaves individu-
als free to expend energy on inner rebellions, unsatisfied desires, and so
on. It does not touch their behavior directly; it coerces without convinc-
ing. But telling the social individual that specific desires are wrong, by
referring them to ideals through orthodoxy, controls behavior at the
source. No energy flows into plotting against the authoritarian estab-
lishment, because such plots themselves become regulated. Thus at the
beginning orthodoxy serves authoritarianism: traditions become holy,
kings rule through divine right, and individuals refrain from “antiso-
cial” acts. They obey not just because their bodies might be caught and
punished, but because they now understand that in addition to the acts
being forbidden the desires to perform the acts are wrong.

This substitution resembles that of the first transition (communalism
to authoritarianism). In the earlier case, certain social tasks (such as or-
ganizing a hunting party) were performed inefficiently under the pre-
vailing communal organization; bringing in a new organization
(authoritarianism) decreased the amount of energy required to achieve
the desired results. Now the group’s adoption of orthodoxy achieves a
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similar reduction in the energy needed to regulate individual activity. In
the earlier case the task was physical and the solution behavioral; here
the task is behavioral (regulate society) and the solution is ideal (estab-
lish values).

As intellection was a stage of discovery of ideals, so orthodoxy is a
stage of consolidation and application. The transition from one to the
other is largely a transition from individual involvement with ideals to
group involvement. As such, it feels to many individuals in the group as
a “loss of freedom.” But orthodoxy becomes an important tool for solv-
ing problems among ideals by resolving their inconsistencies.

What happens is that intellection, as it spawns a hodgepodge of sep-
arate ideal notions, creates a demand for consistent ideal systems. The
whole area of ideal knowledge becomes increasingly unsatisfactory, be-
cause there is no group agreement on how it is to be organized. Ortho-
doxy solves the problem by using the new ideals as a basis for
regulating the behavior that understands them. Concepts such as “pi-
ety” and “right thinking” emerge. This solves the problem of inconsis-
tency and firmly establishes selected ideals in human consciousness.
Such mature religions as Christianity, Buddhism, Islam, Judaism, Hin-
duism, and Confucianism testify to the power of orthodoxy in this role.

Fourth Transition: Orthodoxy to Legalism

During the stage of intellection, individuals explored ideals and devel-
oped a variety of notions about them. During the stage of orthodoxy,
groups adopted these notions, forming ideal systems to discriminate
and regulate behavior. As a result of the present transition, these ideals
are now applied to physical reality. Thus arises legalism in human life.

Ultimately, of course, legalism establishes scientific concepts in hu-
man thought. The idea of “laws of nature” arises to replace the authori-
tarian notion of animistic causes. In social polity, the cognate idea of
human law arises to replace the rule of one man over the actions of an-
other. As was true earlier (during the swing from authoritarianism to in-
tellection), the transition from orthodoxy to legalism feels like a time of
increasing individual freedom and expanding knowledge. Absolute
principles now replace the dictates of tradition, both in knowledge and
in society, and areas of physical events and acts hitherto regarded as un-
derstood must now be re-examined from the new perspective.
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In Western societies, several factors contributed to the rise of legalis-
tic commerce and industrialization: 1) absolute standards in law permit-
ted long-term investments in capital goods (ships, mines, factories)
without fear of arbitrary authoritarian confiscation; 2) a mobile labor
force emerged, where membership was based more on abstract criteria
(skill, knowledge) and less on behavioral factors such as patronage; and
3) such abstractions as inventions, promotions, and investments be-
came recognized as tangible property, creating incentives for individu-
als to create and market them. The legalistic treatment of physical
reality led to a proliferation of physical goods.

In theorizing, legalism encourages scientific experimentation and the
formulation of abstract descriptions. Physical things are now seen as
having such abstract qualities as mass and energy; the concept of
“mechanics” is born. In the regulation of society, legalism offers alter-
natives to both authoritarianism and orthodoxy. By replacing authoritar-
ianism, it permits the construction of a system of regulation that
subsists beyond the frailties of human will and shortness of human life.
Society can count on its laws in ways that it can never count on the de-
cisions of a king.

By replacing orthodoxy, legalism substitutes the regulation of physi-
cal acts for the discrimination of behavior; difficult and somewhat arbi-
trary inquiries into people’s beliefs or motivations are replaced by
objective assessments of what people are doing. Society begins to de-
pend less on guardians of the faith and more on keepers of the peace.

Fifth Transition: Legalism to Collectivism

Legalism encourages human beings to create new physical things. In
science it stimulates the invention of new instruments and machines de-
signed to investigate physical reality from an ideal viewpoint: calipers
and cloud chambers, thermometers and cyclotrons. In society it facili-
tates such constructions as power and communication nets, factories
and warehouses, indentures and negotiable instruments; these social
creations depend on legalistic disciplines that define property, establish
units of wealth, and support such “legal persons” as corporations.

Once these physical things have been engendered, they become ob-
jects of knowledge in their own right. Much of “civilized” people’s
lives become centered around them, just as they had previously been
centered around indigenous objects such as land, crops, and livestock.
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The physical things created by legalism now comprise the basis for a
new secondary organization in human life, collectivism.

In theorizing, collectivism springs from the new physical effects un-
covered by legalistic experimentation, using them as a setting for devel-
oping ideal explanatory systems. Refined observations of such effects
as motion, gravitation, and electromagnetism inspire new mathematical
descriptions and abstract models. Even everyday objects join in this
process; ordinary physical motions and the surfaces of objects, for in-
stance, suggest the ideal explorations of analytic geometry, the calcu-
lus, and the theory of functions.

Social collectivism takes for its setting the newly created goods of
industrialization, using them as a basis for selecting and developing in-
stitutional ideals. Its earmark is planning. Thus the social transition
from legalism to collectivism often appears as a transition from laissez-
faire economics to group economic planning, from “capitalism” to “so-
cialism.”’

Under legalism, ideal rules were adopted as the basis for physical
actions: individuals went forth as builders and entrepreneurs, creating
the goods of industrialism. Now these goods, with all their attendant
physical problems and opportunities, become the setting for a new ap-
praisal of ideals, of society’s value systems. This change resembles the
reversals mentioned earlier—communalism to authoritarianism, intel-
lection to orthodoxy. Many feel it as a “loss of freedom.”

Also under legalism, individuals were free to exploit their physical
goods pretty much as they pleased, as long as they adhered to legal
guidelines such as property rights: they could undercut competitors,
corner commodities, monopolize utilities, and despoil natural resourc-
es. But ultimately such practices lead to waste and human suffering.
Society experiences famines and gluts in essential commodities as a re-
sult of market manipulations, endures the predatory exploitation of
workers and small businessmen, and suffers a heedless plunder of the
natural environment.

The solution is collectivism: the adoption of new ideals (such as
“fair practices” and “community goals”) to regulate the ways that the
physical goods of capitalism are used. To the entrepreneur this means a
loss of freedom, an infringement of the right to create goods and ac-
quire money. To the socialist it is an essential transition, without which
industrialism is often wasteful and inhuman.
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Sixth Transition: Collectivism to Communalism

With the emergence of collectivism, human behavior has tried all possi-
ble ways of combining the three primary organizations of its common-
sense knowledge into secondary organizations. Does this then terminate
the development of the secondaries? The answer is no. A sixth transi-
tion occurs, from collectivism to communalism, by which the sequence
starts over again. In fact there is never a break in the procession of sec-
ondary organizations—the sequence forms an endless circle, although
at each repetition people tend to apply these patterns to new and differ-
ent areas of the primary organizations.

As with the second and fourth transitions discussed above, the
change from collectivism to communalism is a “swing” of understand-
ing, whereby physical categories previously applied to ideals are now
applied to behavior. Theorizers turn from seeking abstract formulas to
investigating the nature of the human condition. There is a resurgence
of empirical knowledge about behavior—often with a distinctly “unsci-
entific” cast, because ideals are being abandoned in favor of a more “or-
ganic” understanding of the interactions between behavior and the
physical world. Psychology flourishes as physics wanes.

During this transition, society becomes more “humanistic.” Legal-
ism had encouraged the creation of the products of industrialization:
factories, transportation, consumer goods, and so forth. Collectivism
used the existence of these things as the basis for exploring new ideals,
including values and institutions designed to curb capitalistic “abuses”
and to introduce “fair” schemes for the distribution of the goods.

Eventually, however, human nature itself rebels against such ideal
systems; while logical in conception they tend to fail in practice, be-
cause they cannot comprehend the independent adaptability of human
behavior. Socialistic schemes become as rigid and “inhuman” as the
capitalistic practices they were designed to correct, and they are in-
creasingly subverted by everyday human life. Hence the next step is to
use the physical setting for a new exploration of behavior, to determine
how people can actually cooperate in an industrial community.

The new communalism differs in outward appearance from the earli-
er “primitive” communalism by which people originally cooperated to
solve physical problems, but organizationally it is the same. It seems
different because the physical setting is now predominantly industrial
and artificial, instead of the natural environment typical of “primitive”
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life. One manifestation of the underlying similarity of the two commu-
nalisms is a renewed concern with the physical environment as a basis
for life (rather than as a basis for industrialism); natural conservation
assumes a new importance.

Current Transitions

From the foregoing descriptions it is evident that the principal move-
ments occurring today in “advanced” societies are the fifth and sixth
transitions: from legalism, through collectivism, to a new industrial
communalism. Of course no society makes only one transition at a
time, any more than it displays a single secondary organization. Among
the complexities of human behavior, virtually every possible pattern
can be found to some extent. But some always predominate, and the
transitions among these “principal” secondary organizations usually ap-
pear as the characteristic focus of social change at any given time.

Many will rejoice that the main thrust at the forefront of human soci-
ety today is toward industrial communalism, for this is one of those
transitions that typically emphasize individual freedom and new hori-
zons of understanding. Working out patterns of cooperative behavior
from a setting of industrial goods deepens our knowledge of human life
as a whole. It feels like a time of individual initiative and human fel-
lowship, freed to some extent from abstract rigidities.

However, such rejoicing must be tempered by the recognition that
the next succeeding stage will be a new form of authoritarianism,
brought about by intractable behavioral problems arising from the
abandonment of ideal regulation. Human command will have to take
over where law and morality have atrophied. In the more “advanced”
countries, this transition may occur during our present lifetimes.

Transitions in General

Thus human behavior not only builds secondary organizations upon its
innate primary organizations, it builds them in a certain order. The se-
quence just examined —communalism, authoritarianism, intellection,
orthodoxy, legalism, collectivism, and then communalism again—un-
folds as a result of natural transitions, by which each secondary organi-
zation leads us into the one next in order. More formally, we can say
that to the extent societies generate surplus energy, and to the extent
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that we recognize certain typical organizations or ways of life in social
behavior, the organizations will usually be adopted in the order speci-
fied. Legalistic industrialization, for instance, will usually follow reli-
gious orthodoxy, not precede it; royal authoritarianism will usually
follow tribal communalism, not precede it; and so on.

This sequence is not arbitrary. We can appreciate its inner workings
by analyzing it in terms of the primary organizations — physical reality,
behavior, and ideals. The odd-numbered transitions described above
(communalism to authoritarianism, intellection to orthodoxy, legalism
to collectivism) all represent reversals of the application of two prima-
ry organizations in building secondary patterns. The old subject of ex-
ploration or regulation becomes the new categorical setting, and the old
setting is now explored or regulated on that basis. The odd-numbered
transitions also carry behavior from the tertiary cycle of individualism
to that of statism, feeling like a “loss of freedom.” The even-numbered
transitions described above (authoritarianism to intellection, orthodoxy
to legalism, collectivism to communalism) are all “swings” of attention
from one primary organization to another, using the third primary orga-
nization as a categorical basis for both. The old setting serves to ex-
plore, regulate, or explain a new subject. These transitions carry
behavior from statism back to individualism, feeling like an access of
freedom.

Tertiary organizations—patterns formed by the “merging” of sec-
ondary organizations —tend to appear and disappear during these transi-
tions. In most societies, all secondary organizations are present to some
extent; those that predominate at a given time tend to support others
that make up the tertiaries. Thus a predominance of collectivism in a
society will nurture orthodoxy and authoritarianism as well, producing
the more complete tertiary “way of life” of statism; examples of this ef-
fect were described by W. H. Whyte, Jr., in The Organization Man
(1956). On the other hand, a shift to the new “industrial” communalism
will supplant this overall attitude with the tertiary cycle of individual-
ism. Now legalism will be enlisted to break up the collectivistic institu-
tions, and intellection will redefine the bases of orthodoxy.

Transition Mechanics

Many historical and anthropological examples could be cited to illus-
trate the scheme of transitions outlined above. But in addition to such
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empirical evidence, the sequence itself has an inherent rationale. Given
only the existence of three primary organizations in human behavior,
and the process of forming secondary organizations from them, it is
possible to analyze the likelihood of transitions among the secondaries
in absolute terms. Thus to a recital of “how it is” we can add an expla-
nation of “why itis.”

Let us denote the three primary organizations by x, y, and z, and the
secondary organizations built on them by expressions of the form “x
categorizes y.” Without assigning values to x, y, and z, let us call the ini-
tial stage of a transition “x categorizes y.” There are five possible termi-
nal stages that might result from the transition:

(1) y categorizes x
(2) x categorizes z
(3) y categorizes z
(4) z categorizes x
(5) z categorizes y

The terminal stages define five possible “transition types,” which can be
ranked in order of likelihood just on the basis of our understanding of
the process of forming secondary organizations. The order is in fact the
one given above, and the reasons for it are discussed below.

(1): The initial stage “x categorizes y” is most likely to be followed
by “y categorizes x” because the transition from the first to the second
does not require introducing a new primary organization. The two stag-
es have a natural affinity, because together they form the x-plus-y “com-
plementary pair” tertiary organization. As we form the “parallelism”
between two primary organizations that becomes the basis for every
secondary organization, it is easy for us to give them the alternate roles
of subject source and category source.

(2): The next most likely case is that “x categorizes y” will be fol-
lowed by “x categorizes z.” Although this involves the introduction of a
new primary organization, z, it does so in the least disruptive way
among the four remaining possibilities: it just enlarges the subject field
covered by familiar categories. By making this transition we simply as-
sume that what was sauce for the goose y is now a suitable sauce for the
gander z. But it is not as easy a transition as (1), because it requires fit-
ting existing categories to an entirely independent order of reality. It
cannot be derived from any prior theoretical parallelism. Hence this
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transition becomes possible only when current explanations in x terms
become rich and varied enough to suggest their application to z.

(3): In going from “x categorizes y” to “y categorizes z” we start to
form one of the tertiary “cycles” described in §5.2. This transition is
less likely than (2) because it is now the current subject area (rather
than category area) that must supply new categories. We must not only
categorize a whole new order of reality, we must fashion those catego-
ries from material presently understood only in a subject area. Yet it is
more likely than either of the remaining two possible transitions be-
cause it fashions its new categories out of existing knowledge, instead
of being forced to draw on the unknown primary organization z.

(4): In the cyclic tertiary organizations, x categorizes y, y categoriz-
es z, and z categorizes x. These three secondary organizations support
each other in an endless chain. Type (3) transitions, just discussed,
move from the first link to the second; a type (4) transition would move
from the first to the third, from “x categorizes y” to “z categorizes x.”
The effect would be to categorize our categories. But this would defeat
their purpose, which is to provide a stable platform for explorations in
another order of reality. When a tertiary cycle forms, it is more natural
for it to proceed by a series of type (3) transitions, two of which added
together would have the same effect as a transition of type (4).

(5): The transition from “x categorizes y” to “z categorizes y” is least
likely of all. Because they occur in different primary organizations, the
x categories and the z categories are totally foreign to each other.
Switching from one to the other will require us to change our under-
standing of y to a radical degree. Since y is already thought to be ex-
plained (in x terms), there can be no advantage in spontaneously
deciding to explain it in terms that we understand entirely differently.
Such a change of viewpoint, if it occurs at all, is likely only through a
chain of type (1) and type (2) transitions, from which the new categori-
al scheme would build up its justification.

By analyzing the transitions needed to form the natural sequence of
secondary organizations (communalism, authoritarianism, intellection,
orthodoxy, legalism, collectivism), it is easy to see that this sequence
proceeds by alternate type (1) and type (2) transitions. In fact at every
stage it executes the most likely transition available, and hence it is the
most likely sequence.

Because the sequence of secondary organizations is endless (collec-
tivism is followed again by communalism), it has six possible starting
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points. Yet we naturally regard communalism as its first stage. The rea-
son for this depends on the way we, as observers, first identify the ex-
istence of a secondary organization. In understanding living things we
first identify their units physically —for instance, a society as a group of
physical people in a single physical location. We then study their be-
havior. Thus our understanding of human life tends to start with com-
munalism, because it is the organization that distinguishes behavior in
physical terms. This is an appropriate attitude, since physical reality
and behavior are the oldest and next-oldest primary organizations; but it
is not valid in any absolute sense. We could equally well first under-
stand societies by examining their common ideals. However, this is not
the common approach, so history for us starts with communalism.
From there our understanding of the other secondary organizations un-
folds in the order cited.

Reasons for Organizational Change

Why do transitions from one secondary organization to another happen
at all? When human beings have achieved a successful organization of
behavior, what impels them to change their basic approach, adopting a
different organization? An examination of actual social changes sug-
gests two reasons: the power of specific secondary organizations to
solve specific types of problems, and their more general role as absorb-
ers of surplus behavioral energy.

In the first case, problem solving, a need for one of two specific sec-
ondary organizations emerges when a problem arises in one of the pri-
mary organizations. The two desirable secondaries are the ones that use
the primary as their category source. Thus a physical problem will en-
courage a society to establish either a form of communalism (which
seeks cooperative behavior responsive to the physical setting), or a form
of collectivism (which explores ideals to arrive at a set of abstract
guidelines for dealing with the physical situation). Similarly, behavior-
al problems will encourage the establishment of either intellection or
authoritarianism; and problems among ideals will call for either legal-
ism or orthodoxy.

Any human group that is not totally static will encounter different
such problems at different times. This alone will tend to cause shifts in
the secondary organizations of its behavior. By applying the hierarchy
of transition types just discussed, it is generally possible to predict (on
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the basis of the currently predominate secondary organizations) which
new organizations are likely to be adopted to meet any particular prob-
lem.

Consider an example. Industrialized societies organize their social
behavior predominately between ideals and physical reality, i.e. in le-
galistic and collectivistic modes. “Primitive” societies, however, are or-
ganized predominately between behavior and physical reality, in
communal and authoritarian modes. Imagine that the same physical
problem—such as a crop failure leading to a food shortage —arises in
both societies. The industrialized society will typically respond with a
form of collectivism: it might adopt such institutional ideals as the con-
cepts of agricultural price supports or tax incentives to farmers. In this
way it modifies its agreed group ideals to include new factors which
tend to solve the problem in accordance with its predominate theories
of government.

In contrast, the “primitive” society is more likely to respond to the
physical problem of a food shortage by communalism, by modifying its
agreed pattern of group behavior. New traditions may be adopted,
which encourage more or better planting and hunting. Conflicts within
the group may be subordinated to mutual help in securing food. Again,
a secondary organization that promises a solution (under the society’s
predominate theories) is adopted, but one that is quite different from
that in an industrialized society.

In terms of the transition types just discussed, the most likely re-
sponses to emerging problems in a society will be those that require
only type (1) transitions from existing secondary organizations. The
predicted responses in the foregoing example were of this type. For
each society to adopt the other’s solution would require type (4) or type
(5) transitions, which are much less likely. Thus from the prevailing
viewpoint of a “primitive” society, solving a food shortage by formulat-
ing ideal principles would seem an unworkably remote and indirect
procedure. Until a group has gathered considerable experience guiding
their lives by abstractions, such entities do not seem to be useful in
solving physical problems.

Conversely, from the prevailing viewpoint of an industrialized soci-
ety solving a food shortage by purely communalistic means would
seem naive and ineffective. Merely seeking group cooperation would be
a “weak” response, one that would fail among the complexities of self-
interest in a modern society. Collectivism would appear to provide a
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more powerful general solution, one that could be adopted and en-
forced within existing group legal institutions.

Transitions in Theorizing

Besides solving problems, secondary organizations also serve to ab-
sorb “surplus” human energy. One of the ways life improves itself is by
investing unneeded energy in new ways of doing things, ways that ap-
parently have no immediate payoff. As a society becomes successful in
following a given secondary organization, it tends to “outgrow” it; the
society’s energy seeks other outlets. Thus, even when no specific prob-
lem calls for a change, individuals in a society may seek new modes of
organization just because energy is available to try different approach-
es. This generates instances of change that seem to originate spontane-
ously, appearing to represent a simple organic development of attitudes.

Such growth inspired by surplus energy shows up in theorizing. Ac-
cording to Kuhn (The Structure of Scientific Revolutions) it may be
more common than change inspired by the need to solve problems. He
points out that when new theories (“paradigms”) are hatched they sel-
dom actually solve problems better than old theories, despite their
claims. Instead, they are often supported at first just by the promise of
opening up new approaches to knowledge:

...paradigm debates are not really about relative problem-solving ability,
though for good reasons they are usually couched in those terms. In-
stead, the issue is which paradigm should in the future guide research on
problems many of which neither competitor can yet claim to resolve
completely. A decision between alternate ways of practicing science is
called for, and in the circumstances that decision must be based less on
past achievement than on future promise.*’

The considerations that evoke change of this kind in theorizing are
those that arise spontaneously, within a body of knowledge, by the free
application of a new organization to an existing understanding of reali-
ty. Such developments often take place when theorizers have the extra
energy available to speculate, even in the face of initial failures by the
new approach to solve problems better or more completely. They ap-
proach the goal of “comparative theorizing” that I described in §3.3.



6.2 Individuals

It is the lone worker who makes the first advance in a
subject: the details may be worked out by a team, but the
prime idea is due to the enterprise, thought and percep-
tion of an individual. ALEXANDER FLEMING

Knowledge is first acquired by individuals. In the preceding discus-
sions, I have outlined some of the purely social processes that tend to
shape human knowledge, particularly the sequential formation of sec-
ondary and tertiary organizations in group behavior. These processes
impinge upon individual theorizers in two principal ways.

First, prevailing social attitudes—the organizations that are the most
powerful in group behavior—exercise direct control over the support of
theorizing activities and the dissemination of new knowledge, as well
as providing sanctions against theorizing approaches that are seen to
threaten the social process. In every place and time, including our own,
certain theories have always been branded as “undesirable.” This is the
ancient phenomenon of censorship, one that can be overcome once we
recognize its existence and trace its roots to the particular social organi-
zations predominating at the time.

A second effect of social organizations upon individual theorizing is
more subtle, however. Individuals grow up in societies, and each per-
son carries a pattern of personal organizations largely borrowed from,
and hence determined by, the prevailing social surroundings. In other
words, the process of individual learning is far from neutral and gener-
alized; it consists of adopting highly specialized attitudes toward reali-
ty, many of which are so deeply implanted that it may never occur to
the individual that there might be any others.

Yet if the method of “comparative theorizing” that I outlined in §3.3
is ever to flourish, human theorizers must be freed from parochial view-
points. In modern societies, all six possible secondary organizations are
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available; hence to explore the three orders of reality it is not necessary
to devise new organizations, but only to employ more freely the organi-
zations that already exist. This individuals can learn to do. In my analy-
sis so far, I have discussed the first requirement: understanding how
organizations arise and change in societies and recognizing what pres-
sures they bring to bear on specific theorizing approaches. The second
requirement is to analyze how these pressures manifest themselves
within individuals. Understanding this process in detail can provide a
foundation for making the individual adjustments necessary to compen-
sate for it.

Parent-Child Communalism and Authoritarianism

Human individuals are born with their primary organizations well start-
ed. Evolution has endowed them with an innate ability to grasp physi-
cal reality, behavior, and ideals. Of course, during every human lifetime
the understanding of these three orders of reality becomes greatly ex-
tended; but the basic approach is there from the outset. Secondary and
tertiary organizations, however, are mostly built during each lifetime.
The impetus and guidance for this process of behavioral development
come largely from the groups to which the individual belongs.

The starting point for building higher organizations of behavior is
the parent-child communal group. Learning starts from a physical situa-
tion that must be dealt with for the infant to survive. Thus the mother
and neonate immediately establish a group in which biologically re-
quired physical acts form a prescribed setting for the mutual explora-
tion of cooperative behavior. The mother learns how to satisfy the needs
of the child, while the child learns how to behave in various physical
situations. The infant begins life with a learning process in which its
discoveries about behavior are automatically categorized in terms of its
physical needs. Before it has acquired any freedom of choice or capaci-
ty for perspective, the human child is forced to adopt a communal sec-
ondary organization, becoming an empirical theorist.

Before long, however, the child’s new grasp of behavior gained
through this first learning process becomes extensive enough to consti-
tute the setting for a new secondary organization, authoritarianism. Be-
havior patterns that were explored in communalism now become
prescribed by adult authority. Among these patterns, for instance, are
the behavior of approval and disapproval in others: these now emerge
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as categories for governing the child’s physical acts in the family group.
Physical reality becomes divided into toys and untouchables, permitted
acts and “no-nos.”

This is a typical reversal of setting and subject, a type (1) transition
as I described it in §6.1. It has been suggested that this change (from
communalism to authoritarianism) is first deeply implanted in the
child’s personality at the time of toilet training, when what had been a
necessary and accepted physical act in the purely communal group be-
comes discriminated and regulated in the authoritarian family group.
The cooperative behavioral interchanges with parents, which the child
learned in order to satisfy the needs of its physiological processes, are
now turned around to constitute a categorical setting from which the
child is expected to control those same processes.

Of course each child shifts back and forth between communal and
authoritarian organizations of its behavior, exhibiting the tertiary com-
plementary pairing I described in §5.2. At no specific age does a child
“switch” from communalism to authoritarianism. Every new pattern of
behavior learned communally is a candidate for inclusion in the author-
itarian categories by which physical acts are distinguished; and each
new physical discovery may be tried out on parents to elicit a behavior-
al reaction. But over the general course of early childhood, the organi-
zational emphasis shifts more and more into authoritarianism, away
from the pure communalism of the neonate.

Childhood Intellection and Orthodoxy

In industrialized societies, a new secondary organization begins to
dominate the average child’s life about age four or five. The child dis-
covers that there is a “logic behind” behavior, that parental dictates are
not monolithic and unquestionable. Piaget documented this transition in
detail. The child exhibits patterns of intellection, using language and
other behavior as a setting from which to explore ideals. Authoritarian-
ism recedes as the child’s attention “swings” from physical reality to
ideals. Typical of childhood intellection is the “why?” stage of ques-
tioning and the period some psychologists have called “latency.”

The onset of “latency” can thus be construed as a symptom of an
overall shift in the young human individual’s dominant field of learn-
ing from physical reality to ideals. The apparent sexual dormancy is
part of a more general withdrawal from the physical in order to grasp
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the ideal; it is cognate to the period of monasticism in European histo-
ry and the (much briefer) “rites of passage” in tribal life. Language be-
havior constitutes the key to sorting out values and abstractions.
Typically the child’s interests outside the home enlarge, for society in
general is the principal repository of ideal information. Schooling and
peer interactions also play a decisive role as the child’s repertoire of
ideal knowledge grows.

As soon as its grasp of ideals coalesces into some sort of common-
sense system, the child starts using ideals as a categorical setting for
discriminating behavior, developing the secondary organization of or-
thodoxy. Behavior that was previously simply permitted or punished
becomes “nice,” “naughty,” “cool,” etc., on ideal grounds. The young
individual receives ready-built value systems (which can now be under-
stood and absorbed in their own terms) from peers, school, parents,
church, and the communication media. Often these value systems are
taken uncritically, so that the child becomes a fledgling bigot in many
areas. The individual’s understanding of behavior deepens at the same
time; behavioral patterns become comprehended in new ways as their
many varieties are categorized by new ideal systems.

Again, the average child shifts constantly between intellection and
orthodoxy, developing the tertiary pair organization that will eventually
comprise the individual’s “moral” or “spiritual” life. Each newly under-
stood ideal becomes a key to the orthodox treatment of some area of
behavior; and each newly understood pattern of behavior exemplifies
some set of ideals. But gradually the emphasis on intellection declines
and the emphasis on orthodoxy, often manifested as conformism,
grows. Yet there is no dramatic switch from one to the other. Of course
the earlier communal and authoritarian organizations continue to oper-
ate in the individual’s life, but no longer as the principal focus of learn-
ing.

Adolescent Legalism and Collectivism

In industrialized societies, an overall tendency toward orthodoxy con-
tinues to dominate the average child’s learning up to the time of puber-
ty. At this stage, the adolescent has become accustomed to using ideal
categories. But now an accumulation of physical growth—accompa-
nied by an increasing ability to manipulate the tangible things of adult
society —turns the adolescent’s attention back to physical reality. The
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“latency” period is terminated by new biologically generated demands
and opportunities. The teenager applies a set of newly understood ide-
als to distinguishing physical objects and acts, becoming a legalist.

The resulting attitude eventually becomes quite different from that in
the early authoritarian family group, as the young adult seeks ideal rea-
sons for discriminating actions toward physical things rather than just
receiving behavioral dictates. This change may be regarded by authori-
tarian parents as “rebellion.” The individual also begins to grasp some
of the abstract categories behind legal institutions, such as property
rights and monetary value, developing a comprehension of the physical
elements of industrialization.

Lastly the adolescent, entering adulthood, begins to concentrate on
collectivistic organizations. The physical reality now understood legal-
istically categorizes a set of ideal systems. The individual’s value set
becomes gradually aligned toward “industrial life,” with physical ca-
pacities and expectations of property becoming the basis on which to
define an abstract role—both as producer and consumer—in the pre-
vailing society. Having now learned and participated in all the second-
ary organizations that contribute to group life, the individual can
function successfully as an adult.

The Evolution of Problem-Solving

It is of course characteristic that the same sequence of secondary orga-
nizations (communalism, authoritarianism, intellection, orthodoxy, le-
galism, collectivism) that are typical of social development appears in
individual development as well. Societies and individuals both build
secondary organizations of their behavior, and hence are both subject to
the dynamic processes outlined in §6.1.

In particular, the sequence of individual learning approaches just dis-
cussed can be understood as a succession of problem-solving maneu-
vers, whereby the growing individual tries to resolve the difficulties that
arise in each stage by adopting the next stage. Thus at the beginning of
individual life, the neonate discovers that modifications of its behavior
tend to resolve physical problems. This expands the complexity of
childhood behavior, which if unregulated may eventually cause the
family group to fail to achieve some physical goals. Hence behavior
problems provide the next basis for building an individual secondary
organization; by a type (1) transition (described in §6.1), the child’s
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principal focus of learning becomes changed from communalism to au-
thoritarianism.

As the problem-solving child acquires a firm grasp of communalism
and authoritarianism, the whole tertiary pair organization they form ap-
pears increasingly mysterious. Certain patterns of cooperative behavior
solve physical problems, while certain physical acts elicit behavioral re-
sponses from parents; but from this there emerges no inherent, primary
connection between physical reality and behavior. The correspondenc-
es seem arbitrary and ad hoc. The discovery of ideals, however, promis-
es the child a general solution to this mystery. Behind parental behavior
lie “principles” and “values” which, if understood, would surely reveal
why some physical acts are permitted and others forbidden. Thus the
child uses family behavior as a basis for exploring ideals, adopting the
new secondary organization of intellection by means of a type (2) tran-
sition. Through intellection, the child expects to discover secrets of the
operation of the family group that escape analysis in terms of commu-
nalism and authoritarianism.

And so it goes. Inconsistencies among newly discovered ideals are
resolved by adopting orthodoxy. The limitations of intellection and or-
thodoxy in organizing physical responses inspire a swing to legalism.
And the need to define a system of practical ideals for the conduct of
adult life leads to collectivism. At each stage of this process the human
individual is drawn forward to a new secondary organization by implic-
it promises to deal with problems that are not satisfactorily resolved by
the present secondary organization.

Group Taboos

Another effect can be discerned in the interplay between the growing
individual and the social group. The individual is pulled into each new
secondary organization by its potential to solve problems; but as each
individual adopts a new pattern, the group tends to operate in such a
way as to exclude any return to previous secondary organizations. The
group encourages the individual to become dedicated to a new ap-
proach toward knowledge, then shuts the door through which the indi-
vidual has just passed.

For example, as a child moves from mother-child communalism to
the authoritarian family organization it encounters a new interpretation
of interpersonal physical contact—namely, that some of it is discour-
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aged. The close physical intimacy that was essential to neonatal surviv-
al is now proscribed by the next succeeding secondary organization.
The child finds itself partly shut out of communalism as a result of
adopting authoritarianism, a situation that engenders the “Oedipus com-
plex” and taboos such as the incest prohibition.

Two factors are characteristic in this example. First, it is physical
contact that is tabooed; cooperative behavior is still permitted —in fact,
encouraged —but the physical core that originally provided the basis on
which behavior was learned is cut away, so that the same physical acts
may now be discriminated by the new organization. Second, the prohi-
bition is “given”—it is an inherent part of the setting that must be ac-
cepted if one is to adopt an authoritarian approach. It is a group attitude
toward reality, imposed on the individual as a condition of the new or-
ganization. If the group does not teach authoritarianism, then the indi-
vidual’s adoption of communalism never becomes superseded. An
example would be the communal Arapesh, mentioned in §5.1; and in
fact they were reported to lack an incest taboo. This would be in line
with their general distaste for authoritarianism, and would indicate that
the group did little to drive its individuals out of communalism.

Why would a society impose taboos and similar proscriptions on its
individuals? To answer this, we must appreciate the overall power of
secondary organizations in human life. In a basic sense societies them-
selves are secondary organizations, for without these uniquely “high-
er” patterns of human behavior we would not be able to identify any
human groups as “social.”” From a group viewpoint it is essential that
secondary organizations flourish, but they can do so only to the extent
that individuals adopt them.

An effect of “self-preservation” evolves within each group second-
ary organization; it establishes specific patterns designed to prevent in-
dividuals from easily discarding it. Once an individual has begun to
adopt a new secondary organization, there is always the temptation to
slip back to the stage just left. To forestall this, the new organization in-
cludes inherent patterns that tend to color each individual’s knowledge
in such a way that the old approach becomes less and less accessible.

Another such exclusionary effect in individual learning (in industri-
alized societies) occurs at the onset of latency. At this stage the child is
moving from family authoritarianism to the new organization of intel-
lection. The individual is exploring ideals from a basis of behavior. In-
tellection now tends to shut out authoritarianism: the child finds it
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increasingly difficult to analyze abstractly the “principles” behind fami-
ly dictates, although there is increased freedom to explore other ideals.
In effect, the original family behavior code becomes inaccessible to
logic. It becomes that part of human behavior Freud called the “super-
ego,” a sort of parental conscience that typically resists integration with
the rest of individual behavior because it is forever excluded from nor-
mal intellectualization.

After the instilling of certain taboos and the encapsulation of the su-
perego, further exclusions of one secondary organization by the next
become less firmly entrenched in individual behavior, because they are
now accessible to the integrating function of intellection. They may be
analyzed rationally and overridden when it is recognized that they are
“illogical.” For example, an individual moving from intellection to or-
thodoxy usually learns that parts of the language behavior by which
ideals were originally explored are now forbidden. They are “dirty
words” that represent “bad thoughts.” Such words and thoughts, which
threaten to undermine the ideal foundations of the orthodoxy, must be
abjured as an inherent part of its adoption. But it is also possible to ana-
lyze and overcome this prohibition; an author can decide, for instance,
to use “dirty words” to intensify fictional writing.

An individual moving from orthodoxy to legalism learns that it is
improper to introduce religious or class distinctions—*“prejudices” —
into social behavior. By adopting the legalistic organization of modern
industrialism, the individual agrees to suppress those orthodox patterns
that might constitute an easy retreat from such legal concepts as equali-
ty and impartiality.

Finally, the individual moving from legalism to collectivism learns
to reject the “robber baron” aspects of capitalism. Exploitation and
vested interests become “undesirable” goals. All the foregoing process-
es can be more or less overcome by analyzing and exposing their pat-
terns logically, through intellection; it is the earlier processes (taboos
and superego dictates) that become “lost” in behavior and remain inac-
cessible to idealization.

In these ways, then, individuals and societies conspire to erect the
complex of secondary organizations in human behavior that we know
as “civilization.” As a result, human beings pass substantially beyond
the primary organizations with which they were endowed by evolution;
much of what they know pertains to things that the human species has
itself created.
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But in the course of becoming “civilized,” human beings have devel-
oped a broad repertoire of artificialities by which knowledge is limited
and distorted. In the preceding sections, I have tried to expose a few of
these artificialities to analysis. Once we recognize the forces that im-
pinge —unnecessarily —on the development of knowledge, it becomes
possible for us to compensate for them. This is a prerequisite for the ef-
fective practice of “comparative theorizing.” We become able to estab-
lish a measure of control over our explorations of reality, instead of
being shoved hither and thither by parochial preconceptions and group
dictates. Each time we recognize and discard a pattern of enforced ig-
norance, we approach that much closer to a full realization of the possi-
bilities of knowledge.



274 Processes of Knowledge



7. Conclusions

...to myself I seem to have been only like a boy play-
ing on the seashore, and diverting myself in now and then
finding a smoother pebble or a prettier shell than ordi-
nary, whilst the great ocean of truth lay all undiscovered
before me. NEWTON

The discussions of this book proceeded from an examination of how
knowledge is generated to a more general consideration of human soci-
eties and individual learning, because it is on this broader stage that the
actual development of knowledge is played. I noted at the end of §3.3
that if gathering knowledge were the “pure” activity it often purports to
be, we should simply adopt the neutral process of “comparative theoriz-
ing” as its best form. However, it is clear that the acquisition of knowl-
edge is inextricably mixed up with social change—is, in fact, but a
particular facet of the larger organizations that dominate civilized hu-
man life—and so must be treated primarily as an adjunct to other be-
havior. It is seldom, if ever, undertaken for its own sake. As a
consequence, the neutrality of viewpoint needed for comparative theo-
rizing is hardly ever attained.

This does not mean that knowledge can never be freed from the ritu-
als, presuppositions, and artificialities under which it labors. In this
book I have suggested several ways we could further that end. But the
job is nowhere near as easy as it might appear on the surface. First we
must identify clearly the constraints that have crept over human under-
standing during our evolution as living things and our development of
“civilized” social groups. Then we must estimate (as fully as possible)
what further constraints on our understanding may emanate from the
nature of reality itself.

Recognizing our present artificial constraints help us transcend
them, creating as nearly as feasible a “neutral” method of acquiring
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knowledge. Recognizing the irreducible constraints that remain can
then help us determine how we might explore reality most effectively.

The first task—identifying the extrinsic constraints on knowledge
that we have acquired by our evolution, history, and ways of living—
has been the subject of this work so far. These constraints turn out to be
extensive and subtle; often the most “certain” facets of our knowledge
can be shown, on analysis, to embody misconceptions and parochial
viewpoints. A summary of my arguments in this area is set forth in
§7.1.

In §7.2, T attempt to develop some illustrative models of reality that
are designed to escape these constraints, models which are to some ex-
tent more neutral than the ontological schemes of traditional philoso-
phy.

Finally, §7.3 contains some speculations based on these consider-
ations, indicating what next stage the development of human knowl-
edge might take. They are not intended to constitute an epistemology,
or even a program for explorations; they are only offered in a prelimi-
nary sense, as suggestions for anticipating in what directions such ex-
plorations might fruitfully proceed. Taken together, these next three
sections constitute the conclusions I have reached.
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I have taken all knowledge to be my province.
FrRANCIS BACON

The starting point is the distinction between maxima and minima.
Maxima are our units of understand when reality is “swallowed whole”
—the objects of everyday life, the thoughts and sensations naturally
found in experience, the generalizations we normally make when deal-
ing with the world. In any area of human understanding, maxima are
what we find before we embark on critical theorizing.

Minima, on the other hand, are products of analysis. We question the
maxima of naive understanding, digging and dissecting, trying to find
out what is “really” there. We create sciences and academic disciplines,
often for the sole purpose of refining our knowledge from that of maxi-
ma to that of minima.

The peculiar result of such activity is that our new understanding of
reality (couched now in terms of minima instead of maxima) is always
different, and sometimes so radically different it is hard to believe it is
an understanding of the same things. One who had never encountered
the refinements of science would be excused for supposing that they
should simply clarify our original ideas of maxima, not replace them
wholesale with utterly new ideas.

In fact the earliest manifestations of this process, such as the system-
atizations of Aristotle, mostly did just that; they grouped together
known facts in a more comprehensible form, with few attempts to re-
draw them. But human knowledge is said to have “progressed beyond”
Aristotle. Most scientists today would say that when he wasn’t being
trivial he was wrong. Science now “knows” that reality is far more
complex than Aristotle ever imagined, and is made up of elementary
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units that would have astonished him. Thus has science forced us to al-
ter our natural view of the world.

The question naturally arises: of what value is this new worldview,
the one built out of minima? The answer seems to be that it has some
value as an additional (or accessory) body of knowledge, but not as an
exclusive understanding of reality. We note first that the bulk of it is un-
known to most of the world’s inhabitants. Any anthropologist will at-
test that the majority of humanity finds the “basic truths” of science
irrelevant to their lives. Next we note that in their practical application,
concepts of maxima are used by everybody (even scientists) most of the
time. Finally we note that if we were forced to choose between under-
standing a world of maxima or one of minima, the former would have
to win. While it might be true that without ideas of minima we could
not design an atomic bomb, or even a radio, it is quite clear that with-
out ideas of maxima we could not survive at all. This is why so many
people can get along without knowing about minima, but nobody can
get along without knowing about maxima.

But even in the role of accessory knowledge —useful but not essen-
tial —science still claims exclusivity. While perhaps admitting that we
are not absolutely forced to build their kind of worldview, scientists
claim that once we analyze reality at all we will be driven to adopt a de-
piction filled with minima. Maxima cannot be used directly in analyz-
ing reality because they are too unwieldy, too individual, too inchoate.
They do not “lend themselves” to orderly knowledge.

Thus the ultimate argument for minima is that they are the only
choice, if we are to generate any understanding of reality beyond its
“surface appearances.” This argument I reject, and ask, “what happens
if we treat maxima as the basic units of reality, making a serious at-
tempt to build from them a comprehensive worldview?”

Orders of Reality

Just as a discipline based on minima must divide and reduce, seeking
ever smaller and more basic units, so a worldview built of maxima must
spread outward, seeking to put the objects of common experience into
larger and larger contexts. Maximal knowledge must be based on the
most comprehensive possible units of understanding. In pursuing this
program, however, we discover a remarkable thing: there are at least
three such units, not one. Starting from one point of everyday reality
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and expanding our understanding outward we arrive at a very large
whole that I call physical reality; starting from another such point we
arrive at an entirely different whole that I call behavior; and starting
from a third point we arrive at yet another whole that I call ideals.

We sometimes find parts of these very large wholes associated to-
gether: my example is a physical book containing a record of Plato’s
behavior (his thoughts) on the subject of the five ideal regular polyhe-
dra. But this does not mean that there is one thing existing simulta-
neously in the three wholes. On careful examination, we find that the
physical book lying on my desk is one maximum; the Platonic compo-
sition is another, different maximum; and the geometric ideals it dis-
cusses are yet other maxima. In fact these entities are so generically
different that we must say they belong to separate orders of reality.

The generic separations between physical reality, behavior, and ide-
als reflect more than just a technical inability to combine these maxima
in thought; they are built into the fundamental way we grasp reality.
When we start from a given part of any one order of reality we can
readily conceive of its connections to other entities in the same order,
until we have wholly mapped that kind of reality; but between the or-
ders lie conceptual barriers of the strongest sort. The three orders of re-
ality are inherently unlike kinds of things.

The barriers between the orders of reality are most evident when we
deal just in maxima; with minima—the realities conceived by analy-
sis—they are far from clear. In fact we find that minima are quite regu-
larly characterized in such a way that they seem to lie simultaneously in
two orders. A good example is the physicist’s particle: it is physical be-
cause it is the basic unit of physical reality, but it is also ideal because it
exhibits many properties that are essentially mathematical —perfect
identity between one particle and another, immutability, and total de-
scribability. Thus building a worldview from maxima leads immediate-
ly to a conflict with worldviews based on minima. In the first case there
are absolute separations between certain areas of reality; in the second
case these separations are bridged.

Theorizing

This leads to a consideration of theorizing, for it is by this human ac-
tivity that concepts of minima are generated. The basic process of theo-
rizing consists of establishing “parallelisms” between the orders of
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reality. Modern physics provides a clear example: its history exhibits a
growing conviction that physical reality and ideals are somehow align-
able. Mathematical formulas seem to be descriptions of physical events,
and physical events seem to “conform” to mathematical formulas. Here
also the role of minima is clear: they constitute bridges at critical
points, entities that are conceived of as both physical and mathemati-
cal, which tend to establish the parallelism and give it justification. This
process occurs not just in physics (between physical reality and ideals)
but generally in all theoretical disciplines, and among all three orders of
reality.

Because there are three orders of reality, when theorizing establish-
es a parallelism between two of them it follows that there is always a
choice of pairings available. For any given order, there are two other or-
ders, either of which may be selected to parallel it. Such choices are in
fact commonly made, and when we examine the results we find that
quite different “styles” of theorizing ensue.

Returning to the example of a parallelism between physical reality
and ideals (physics), if we choose instead to associate physical reality
with behavior the result is what may be broadly called “animism.”
Among scientists this style of theorizing is often derided; but when we
examine it dispassionately, in its various applications, we find that it is
not only widely practiced but is in general a more useful way of under-
standing reality than physics is. Thus it is impossible to judge that one
style is intrinsically “better” than another unless we adopt an arbitrary
criterion for “betterness” —such as “universality of descriptions” in the
case of physics, or “applicability to everyday life” in the case of ani-
mism.

An examination of actual theories suggests the reason for their dif-
ferent “styles.” Theories use categories to characterize their subjects,
and these categories are normally drawn from another order of reality.
A typical instance is the science of chemistry. Modern theories of
chemistry employ ideal categories: “element,” “bond,” “valence,” etc.
These give its treatment of its subject a flavor of being precise, predict-
able, and describable in abstract formulas. By contrast, its precursor—
alchemy—employed primarily behavioral categories such as “nourish-
ment” and “growth.” This approach had the flavor of being dynamic, fa-
miliar, and practical. In each case, the categories provided a coherent
scheme by which the reality being studied was gathered together; but
by taking these schemes from different orders of reality, chemists and
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alchemists wound up with wholly different gatherings and different the-
orizing styles.

The primary function of theorizing now comes more sharply into fo-
cus. When we simply explore maxima, it is as if we are categorizing
each order of reality in its own terms; the result is what I call common
sense. By taking categories from a different order we become able to
“question” common sense. More specifically, we become able to frame
concepts of error—ideas of alternatives that may be correct or incor-
rect, valid or not valid, better or worse. We acquire a powerful new ex-
ploratory tool, because we can now make new distinctions among
maxima—distinctions that would not otherwise occur to us.

This exploratory capacity depends entirely on our recognizing the
separation of reality into independent orders; to the extent that we al-
low this separation to become blurred in our understanding, so much do
our concepts of error also become blurred and their force in the acquisi-
tion of knowledge becomes diminished.

The foregoing analysis thus yields the following general schema for
theorizing. First we draw parallelisms between two independent orders
of reality, maxima from one order providing the subject matter and
maxima from the other providing a set of categories. Because the or-
ders are utterly separate and dissimilar, however, such parallelisms
would normally seem inherently erroneous—we would be “describing
apples in orange terms.” To get around this problem, we hypostatize
minima: theoretical devices that can “pin” together the parallelism at
certain critical points because they are treated as lying simultaneously
in two orders of reality. Put another way, concepts of minima “destroy”
or “bury” (in small regions of our theory) the error we would normally
detect between dissimilar ways of understanding reality. These points
are then used to justify our parallelisms. They become centers for de-
veloping “new knowledge” within the subject matter of our theory.

One consequence of this procedure is that when our theoretical par-
allelisms “slide” (as a result our discovering new maxima among sub-
jects or categories), there tends to be a wholesale replacement of
minima; this is what happens during “revolutions” in scientific knowl-
edge. Another consequence is that as long as a parallelism holds, its
concepts of minima tend to generate one another as we find more and
more points at which the two orders of reality might be pinned togeth-
er. An instance of this effect is the proliferation of particle concepts in
physics.
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Structuralism

The discussion in §2.4 takes a short detour to consider the theorizing
style called “structuralism.” One source of the structuralist approach
has been the realization that behavior is in fact an independent order of
reality, deserving theoretical treatment in its own terms. But the more
interesting basis for structuralism is the idea of forming a new class of
categories drawn from all three kinds of reality —categories that are
physical, behavioral, and ideal all at once.

Such an integrated methodology has cropped up before: for in-
stance, in physicists’ field theorizing and parts of practical engineering.
It has an undeniable power, and tends to overcome some of the prob-
lems of other theorizing methods. But it does not constitute an absolute
improvement, for it does not directly address the difficulties I dis-
cussed earlier. “Structures” themselves become new minima, the only
difference being that they are “three-way fasteners” instead of the more
traditional “two-way fasteners.” They still amount to theoretical artifici-
alities, hypostatized solely for the purpose of justifying our association
of maxima that lie in different orders of reality.

The Evolution of Behavior

As so far described, theorizing appears to be a peculiar and somewhat
roundabout activity. It is natural to inquire why it developed the way it
did. To answer this we must place theorizing within the total context of
human life, to appreciate it as an effective procedure for expanding hu-
man knowledge. The necessity for knowledge, however, is not obvious.
To understand the role of knowledge in human behavior we must trace
back (as best we can) the larger process by which life itself evolved; it
turns out that each major step of this process required that living things
develop new kinds of knowledge.

A reasonable guess from present evidence is that life arose in physi-
cal reality when certain reactions on the primordial earth produced
what might be described as a “fermentation molecule.” Such a mole-
cule would twist and break sugar molecules, releasing carbon dioxide
and concentrating energy. Later, it is supposed, more complex mole-
cules and groups of molecules evolved the processes of photosynthesis,
differentiation, cellulation, growth regulation, and replication. For the
present analysis it is not necessary to define precisely the nature or se-
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quence of these events. What I am looking for here is the first appear-
ance of behavior on earth. Taking the hypothetical role of an extra-
terrestrial observer, I ask at what stage it would be proper to assert that
behavior was present. The answer, in terms of the previous discussion
of theorizing, is that it would appear as soon as we could judge that a
particular pattern of events was “correct” or “incorrect” with respect to
its physical surroundings. This would be an instance of generating a
concept of error, which I showed earlier is the foundation of theorizing
and a direct result of the separation of the orders of reality.

Clearly if we were truly “visitors from another planet,” having no
preconception of earthly events, this observation of behavior would be
somewhat arbitrary. But not so with the earthly living things them-
selves. For them, recognizing behavior as an order of reality distinct
from the physical is a vital necessity; in this context, being able to dis-
criminate error is basic to survival. In other words, the procedure for
identifying what we know as behavior is the same for earthly living
things as it would be for a hypothetical extrinsic observer; but the
former performs this procedure in order to exist at all, while for the lat-
ter it would be just “pure theorizing.” In this way, knowledge and exist-
ence meet for living things.

By a similar analysis, it is possible to identify the first appearance of
ideals in life: they emerge in the genetic process. Evolutionary specia-
tion is the method by which living things develop generalized “life
techniques.” Through patterns of “instinct,” individuals of each species
constantly experiment with specific sets of routines that constitute that
species’ approach to the rest of reality.

When we try to distinguish the approach followed by one species
from that followed by another —particularly, when we try to judge that
one approach is more “correct” or less “correct” than another with re-
spect to a given physical or behavioral situation—we can do so only by
understanding ideals. One could say that each life technique is based on
a set of generalizations, or abstract descriptions, about reality. For each
species, using these ideals is a vital (not “just theoretical”) task.

From this standpoint it could be said that every species exercises
“intelligence” toward its environment. One of the more interesting tech-
niques that life has evolved is that of delegating part of this intelligence
to individuals. This appears first as a supplement to instinctual pat-
terns; the chain of behavior preprogrammed by the species breaks off at
some point, whereupon the individual is “on its own” until it picks up
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the chain again at another point. In human beings, of course, these gaps
in instinctive patterns are very large, so that the bulk of human life dis-
plays individual intelligence.

Thus the orders of reality and our knowledge of the orders of reality
are like two sides of one coin. Physical reality, behavior, and ideals (in
that sequence) appeared in our corner of the cosmos both as objects of
knowledge and as the reality of knowing beings. Each stage of under-
standing has also been a stage of creation.

But because the way we view reality is so much bound up with the
part of reality we are, it is meaningful to carry our explanations back
another step, asking what it is about reality that caused life to be the
way it is and no other. The answer is found principally in the specific
physical arrangement of the sun-earth thermodynamic system. This de-
termined not only the basic form of life (and hence the forms of reality
we understand), but also several specific factors that influence the exact
ways we grasp reality.

Temporal Ordering

Appreciating the unique position of life in physical reality involves ex-
amining the role of what physicists call “energy” in life. For some time
it has been known that life somehow reverses the natural tendency for
energy to become less concentrated and more evenly spread. One of the
curiosities of physics has been that “purely physical” processes always
result in an increase of entropy —they distribute energy more evenly —
while living processes decrease entropy, at least within organisms
themselves. Another curiosity has been the role of entropy as “time’s
arrow.” The direction of time ordering normally does not appear in de-
scriptions of unitary physical events, and is usually defined by refer-
ence to changes in entropy.

These two observations can be combined by analyzing the funda-
mental living interplay between behavior and physical reality. Time can
be understood as an ordering algorithm by which living things separate
their physical energy sources (past) from their applications of energy
(future), thereby distinguishing behavioral stimuli from responses. The
“orientation” of the time vector within timeless physical reality corre-
sponds to the propagation of radiant energy, for this is the axis along
which actual organisms have evolved the most efficient separation of
energy sources from energy uses.
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By a similar analysis it is possible to derive equally primitive con-
cepts about the world (such as quantity and spatial separation) from
other utilitarian life techniques. Thus the peculiarities of life’s niche in
the sun-earth thermodynamic system has shaped much of its view-
point. It has funneled our knowledge into specific channels, and has
filled it with concepts (such as time) which are so embedded in our
grasp of reality that it is hard to realize they are actually specialized un-
derstandings.

Comparative Theorizing

From all these considerations it becomes increasingly evident that hu-
man knowledge is limited in many ways. We are the slaves of our own
environment and evolution, having developed parochial worldviews just
adequate to our immediate needs. But once we realize this, it becomes
possible to examine neutrally the basic question: what are the possibili-
ties of knowledge? To what extent can we overcome our inherited lim-
its?

The answer to this question is half methodological, half sociologi-
cal. The methodological half-answer follows directly from the preced-
ing discussions: once we understand the mechanics of traditional
theorizing it becomes possible to modify it to achieve the results we de-
sire. Present constraints on the possibilities of knowledge are largely
self-imposed, as a result of treating as absolute and unanalyzable mat-
ters that are in fact relative and analyzable.

A way to surmount such constraints is the method I call compara-
tive theorizing. It rejects the “postulate of exclusivity” by which tradi-
tional disciplines of knowledge have justified their “search for truth,”
and substitutes for it a kind of creative speculation. In comparative the-
orizing, we establish the same fruitful parallelisms among the orders of
reality that have always illuminated traditional methods; but unlike the
prior approaches, we do not come to rest with the hypostatization of
minima, nor do we assume that whichever parallelism happens to be
current is the only way to explore reality, or even the best.

Communication

The sociological factors constraining knowledge are less easy to re-
solve. Human theorizing consumes “behavioral energy,” and compara-
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tive theorizing consumes more energy than traditional theorizing. The
energy required, although supplied by individuals, is largely controlled
by cultures and societies. Freeing this factor in the development of
knowledge thus requires that we know more about human behavior in
general, particularly the behavior of groups.

The fundamental glue that makes cultural groups work is communi-
cation. Because they are separated physically from one another, indi-
viduals in a group must devise ways to coordinate their behavior. They
do this by developing various media with which to communicate. I dis-
cuss three examples: behavioral language, physical writing, and ideal
information.

During the evolution of human cultures, we have invented an array
of communication technologies that utilize these media. The technolo-
gies all resemble theories in that they categorize pieces of media by
means of pieces of content. An important form of language communi-
cation is consciousness, which lets our mental behavior “talk to itself.”

To support the categorizations, we invent minima. For example, lan-
guage behavior is initially categorized physically to make words, and it
is categorized ideally to make the rules by which words are assembled.
Physical marks of a writing system are categorized behaviorally to
record speech, and ideally to create symbologies for numbers, formu-
las, and other abstractions. Ideal bits in computing systems are catego-
rized physically to encode various audiovisual media, and behaviorally
to transfer instructions from human programmers to machines. These
processes work because people in groups have agreed on common
words, scripts, and encoding schemes, the elements of which are mini-
ma.

Organizations of Behavior

To analyze behavioral patterns in general, including patterns of theoriz-
ing, culture, and communication, I use the term organization. At their
most basic level, our understandings of the orders of reality —physical,
behavioral, and ideal —constitute primary organizations of human be-
havior. Upon them are built secondary organizations, which consti-
tute much of the characteristic patterns of human life.

The secondary organizations emerge when the primary organiza-
tions are taken two at a time, one providing a “setting” or organizing
basis from which the other is explored or manipulated. The process of
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forming secondary organizations could be regarded as a “generaliza-
tion” of the theorizing process discussed earlier.

Taking the three primary organizations two at a time yields six pos-
sible secondaries. For ease of identification, I give them sociological
names: communalism, authoritarianism, intellection, orthodoxy, le-
galism, and collectivism. Each evokes a different pattern of behavior.
As a part of shaping social events, each generates a particular “style” of
theorizing and therefore a particular approach to reality. Each produces
a specific variety of knowledge.

Tertiary organizations result when secondary organizations merge,
forming more comprehensive “ways of life.” Five of these are of signif-
icant interest: three that may be analyzed into complementary pairs of
secondaries (in which each provides the setting for the other), and two
that may be analyzed into endless “cycles” of three secondaries, each
providing the setting for the next. The complementary pairs organize
general areas of social behavior: everyday family life, spiritual and so-
cial class life, and “civilized” life in industrialized societies. The two
cycles organize the most general level of social and theoretical orienta-
tion: statism and idealism on the one hand, individualism and material-
ism on the other.

Modern societies normally display all these secondary and tertiary
organizations, but tend to emphasize certain ones at various times.
Identifying the predominating organizations in a society has intrinsic
interest because it illuminates much that would otherwise be obscure in
human behavior. For present purposes, it also reveals the sociological
determinants of knowledge, because these organizations engender the
theorizing “styles” I discussed earlier.

People dedicated to a particular organization in their social and indi-
vidual lives tend to apply that organization to their acquisition of
knowledge as well. In any given situation, several basic approaches to
reality are available to the theorizer, each manifesting a specific second-
ary or tertiary organization of behavior. Which approach becomes pop-
ular depends largely on the overall precedence of these organizations in
the prevailing social environment. Thus (for instance) one reason mod-
ern science depends more on ideal categories in theorizing than on be-
havioral categories is because it flourishes in industrialized societies
where legalism is considered a better way of life than authoritarianism.
In this way social factors enter into our worldview, influencing the
ways we acquire knowledge.
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The Succession of Organizations

One insight resulting from this examination of human behavior is that
the secondary organizations succeed one another in a roughly predict-
able sequence. A natural dynamics operates among them, so that each
one tends to lay the groundwork (in a group or society) for the adop-
tion of the one next on the list.

These dynamic processes are easy to understand, and once they are
understood they help us analyze in new ways many of the broad move-
ments of human history. In particular, it becomes possible to appreciate
why our grasp of reality evolves the way it does. Human beings are im-
pelled from one viewpoint to the next not because “absolute truth” lies
at the end of the road, but because at each step the inherent nature of
the way we theorize promises us new knowledge if we just go a little
further. Yet the steps never end; the sequence is circular. When we have
run through all possible organizations for acquiring knowledge we
smoothly and imperceptibly “advance” to the first organization and
start running through them again. By then our commonsense grasp of
maxima has expanded to the point that our processes of knowledge
seems new; it is not evident that we are recycling a previous style of
theorizing.

Knowledge

Human individuals learn their attitudes toward knowledge primarily
from the groups they are in. As groups build secondary and tertiary or-
ganizations, the organizations themselves develop routines by which in-
dividual behavior is shaped. Secondary organizations become “self-
protective”: they draw individuals into their patterns, and then try to
prevent them from shifting to other patterns. Thus the attitudes within
each individual personality become reflections of the organizations by
which the surrounding society solves its problems, and in many subtle
ways the individual absorbs and clings to a set of biases and presuppo-
sitions about reality.

In short, human knowledge is shaped and manipulated by several ex-
trinsic factors, among which “ultimate truth” plays only a minor role.
Our understandings depend on the methods we choose when theoriz-
ing, upon limitations and viewpoints acquired during our evolution as
living organisms, and upon the ways societies operate. Unlocking the
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doors of knowledge now becomes a matter of deliberately overcoming
all these factors. Recognizing what they are and how they impel us is
obviously the first step. By so doing we can free ourselves from inherit-
ed presuppositions and imposed obligations, and adopt the method of
comparative theorizing. The preceding pages have been devoted to lay-
ing a foundation for such liberation, by exposing some of the artificiali-
ties that burden present knowledge. In the next two sections, I speculate
about the nature of the reality that comparative theorizing can reveal.
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7.2 Reality

During the act of knowledge itself, the objective
and subjective are so instantly united, that we cannot
determine to which of the two the priority belongs.

COLERIDGE

The first goal of knowledge should be freedom from preconceptions.
But suppose we were to achieve this freedom, what then? Is reality
such that we might eventually attain a perfect knowledge of it, or is it
such that our understanding will evolve forever?

Once we are able to hold the extrinsic factors impinging on human
knowing in such perspective that they can be nullified, we will have at-
tained the greatest possible capacity to comprehend the world. But we
will still be bound by the nature of reality itself. Buried under the mass
of shortcuts, presuppositions, and artificial controls that deform our
knowledge is some form of bedrock existence that it is trying to grasp.
How understandable is this thing? The perspectives I have developed so
far are only a beginning, but they can help us attempt a few generaliza-
tions about reality itself.

Earlier I described certain large patterns of behavior—the primary
organizations—which, because they are so fundamental to all under-
standing, should by implication be regarded as referring to the basic
units of reality. These entities (physical reality, behavior, and ideals) are
so embedded in the foundations of knowledge that they seem to be in
some sense prior to it. The secondary and tertiary organizations built on
them, which engender such concepts as perception and causation, are
similarly so embedded in the way we live that we could not exist as hu-
man beings without them. Surely, then, these entities are prime candi-
dates to denote some kind of reality independent of the vagaries of
human theorizing.
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Yet it is clearly difficult to extrapolate beyond simple assertions
about our present understanding, to argue the reality of things indepen-
dent of any specific knowledge. This is the “egocentric predicament” so
beloved of philosophers. In §2, I developed a rationale for separating
the primary organizations that hinged on the notion of error: we must
regard these entities as independent because otherwise our world view
could not include a distinction between “correctness” and “incorrect-
ness.”

In §3, I took a somewhat different tack, examining the reasons for
our need to understand reality in such terms at all. It turns out that life
has evolved in such a way as to make these distinctions part of its sur-
vival. If our knowledge were not forced into certain forms, we would
not exist to know anything. Thus we must grasp the orders of reality the
way we do not only for the world to make sense to us, but also for us to
be part of the world.

The two arguments just cited amount to applying two separate styles
of theorizing to reality itself, to the most general possible subject of
knowledge. When I argue that we must treat reality in a certain way in
order to frame concepts of error in our understanding of it, I am apply-
ing an ideal category. I am saying that it must have a certain fundamen-
tal rationality, the very least manifestation of which is that (to the extent
we understand it at all) our understanding will be capable of incorporat-
ing the logical dichotomy of true versus false. Reality must display the
basic characteristic of “logicalness.” On the other hand, when I argue
that we must treat reality in a certain way because otherwise we could
not function as living organisms, I am applying a behavioral category. I
am saying that it represents the matrix in which we (as behaving be-
ings) developed, and hence is always related to ourselves. It must dis-
play the basic characteristic of being relevant to life.

Escaping from the “egocentric predicament” may now be treated as
requiring that we apply a physical category to reality. Actually the task
is even simpler, for as soon as we apply any nonbehavioral category to
a subject of our understanding we are assuming its reality independent
of our thought behavior. By doing so to reality itself, we are acknowl-
edging that there exist some entities that are not our thoughts. It is only
to the extent that we find ourselves forced to understand something
solely in terms of our perception of it that we are trapped in behavior, in
the “egocentric predicament.” By treating reality as having a basic logi-
calness—by recognizing that our understanding of it requires certain
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divisions and that these divisions manifest an ideal property, namely the
definition of error—we are already grasping a part of reality that is in-
dependent of our thoughts. We are saying that reality forces upon our
thought behavior a characteristic that cannot be explained in behavioral
terms.

But we can deepen this assertion by categorizing reality physically,
by recognizing its inherent objectivity. That this is at least possible is
suggested by the symmetry of the whole depiction of understanding I
have presented here. Subjects of knowledge become equally and freely
sources of categories for knowledge; so to the extent we can conceive
of a possible physical order of reality, we are immediately able to con-
vert our understanding of it into a physical categorization for all of real-
ity. In fact such a categorization is already contained in the basic
process of understanding; it lies in the inherent separation of knowl-
edge from its subject. The notion of objectivity itself, which is basic to
knowledge, thus amounts to a physical characterization of reality in
general.

Models of Reality

Let us consider two heuristic “models” of reality to illustrate how it
might be possible to characterize it, from the standpoint just outlined,
independently of any specific knowledge we might have of it. By
“model” I do not mean an accurate depiction in terms of something
else, which would obviously be impossible for reality as a whole; rath-
er I mean a simplified metaphor, an “as-if”” substitute that can be easily
visualized.

The first such might be called the “tapestry model.” Imagine reality
as a very large, very complex tapestry woven from multicolored
threads. In it we are able to trace a variety of designs, which link up
into larger and larger pictures. These designs are the maxima of com-
monsense understanding. There are, however, three constraints on our
ability to recognize a design and assert that it exists—in other words,
on our capacity to know something about reality. First, the design must
actually be there: this is the physical or “objectivity” requirement. Sec-
ond, we must have acquired the ability to recognize the design, out of
the whole mass of threads before us. If (for instance) the design is a
fragment of Arabic writing and we have never learned Arabic, it will
appear to us to be disconnected loops and dots, not a design. This is the
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behavioral or “relevancy” requirement. Finally, the design must be suf-
ficiently clear and separate from other designs that we can delineate it
uniquely; it may not be inextricably mixed up with other patterns, but
must be a separable thing by itself. This is the ideal or “logicalness” re-
quirement. Once these conditions are satisfied—once we have found a
design that is in the tapestry and that we can recognize and separate
uniquely —we can assert that we know some part of reality.

A second heuristic model might be called the “dimensional model.”
Imagine that reality consists of many solid blocks of complex shape
distributed within a room. To illustrate the present state of human un-
derstanding we need only imagine that the blocks and the room are
three-dimensional; but for a more general model of reality they would
have to be conceived of as having an unknown (greater) number of di-
mensions. There are small windows cut into the boundaries of the
room, so that we can observe one dimension of the collection of blocks
from each window.

Thus in our present three-dimensional version of the model there
might be one window each in the north wall, the east wall, and the ceil-
ing. We have cut these windows so we can look into the room and see
its contents; but there are three conditions to be satisfied before we can
know anything about the arrangement and shapes of the blocks in the
room. First, our knowledge must be derived from actually observing
blocks—it must be “objective.” Second, the blocks must be observed
through one of the windows we have cut, for we do not have any other
way of looking at them; this establishes their relevancy to our observa-
tions. Finally, the window through which we are looking must view just
one unique dimension of the room; we cannot imagine looking through
two windows at the same time, because even if such an act were possi-
ble we would be unable to distinguish the objects or see their shapes.
Looking through one window at a time makes our observations “logi-
cal.” Thus we move from window to window, seeing a different view
each time. We know some part of reality each time we observe some of
the blocks in the room from one and only one window.

In the tapestry model, the number of orders of reality is represented
by the number of very large interconnected designs we recognize; in
the dimensional model, it is represented by the number of dimensions.
In both cases this number is left undecided, and in fact there is no in-
herent reason why it should be limited to three. As we discover new



7.2 Reality 295

major patterns, or cut new windows, our reckoning of the orders of re-
ality may increase correspondingly.

Characteristics of Reality

The foregoing two models are not intended to represent ontological the-
ories. They are just graphic illustrations to help us grasp certain charac-
teristics of reality itself, in the same vein as a physics lecturer may
describe a gas as a collection of billiard balls. They help us understand.
The basic characteristics of reality that they illustrate, which follow
from various discussions in this book, can now be outlined.

First, reality is much larger and more varied than the portion which
can be grasped by any specific knowledge we have of it. In terms of the
models, the tapestry contains more designs and the room more objects
and dimensions than those we know at any given stage. How many
more, of course, we do not know. But there is no natural limit—either
in the characterization of reality developed here or in the models illus-
trating it—to the number of orders of reality we can know and the num-
ber of primary organizations our behavior might display. In the next
section I will consider some possibilities for future development in this
area. Furthermore, within each order of reality there is no natural limit
to the number of different facts we could know. There is no natural jus-
tification for imagining any restriction in the number and extent of de-
signs in the tapestry, or in the size of the room and the number of
blocks in it.

Second, our ability to know is inherently changeable, even though it
may deal with the same reality. Tomorrow we may discover an entirely
new way to look at things—a new design in the tapestry or a new di-
mension in the room—and thereby decisively expand our understand-
ing. Again, there is no inherent limit to this process. Moreover, no
future discovery need negate any present knowledge. In §3.3, I criti-
cized the “postulate of exclusivity” that tries to limit us to a single “cor-
rect” description of reality. Such a restriction finds no place either in the
argument presented here or in the models that illustrate it. Knowledge
is an expanding and evolving thing, a process without culmination or
termination.

Third, however, none of the foregoing means that knowledge is arbi-
trary. There are two good reasons why we cannot cook up “just any”
picture of reality and call it knowledge. Firstly, we must be objective:
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we must describe patterns that are really in the tapestry and blocks that
are really in the room. And secondly, we must satisfy the difficult con-
dition of uniqueness: any new characterization must be such that it
yields a definition of error. We must trace a clear and discrete pattern in
the tapestry, or view the contents of the room from only one direction.

By this route, then, the preceding arguments lead to a general char-
acterization of reality that is itself objective, relevant, and logical. Any
such characterization must have these qualities. Because we find three
orders in reality, we must apply them to our understanding in the form
of three overall categories before we can grasp reality as a whole.

This is not a new idea. In the Thectetus, Plato suggests that knowl-
edge is “true opinion combined with definition [Aoyog] or rational ex-
planation,” although in his time, before analytical science, he was not
sure what “rational explanation” might entail. Requiring truth, opinion,
and explanation amounts to a demand for objectivity, relevance, and
logicality. But in my present analysis these epistemological require-
ments also carry ontological force. They characterize reality because
they are the three most general characteristics that the physical world,
behavior, and ideals force upon our understanding. The processes of
knowledge, being real, are inseparably connected to the reality they
know.

The Position of Life in Reality

The models just described need amending in one respect—namely to
show that we, the observers, are inside them. We do not look at the tap-
estry from a superior location, but as one of the patterns of threads; and
we are one of the objects inside the multidimensional room, whose
windows could better be described as mirrors that allow us to see our-
selves and other objects from various perspectives. The fundamental
characteristics of reality just discussed are also fundamental character-
istics of ourselves. Life, the behaving knower, is wholly contained
within the reality it tries to know.

Thus there is no intrinsic discontinuity between our being and what
philosophers call “external reality.” We understand reality to be objec-
tive, because we are a part of it and know that we ourselves are objec-
tive. Similarly, we understand that reality is comprehensible—i.e.
relevant to our behavior—simply because we have been created within
reality. This understanding is not the same as claiming we could ever
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comprehend all of reality at one time. In fact, it is just the opposite; as
evolving things, we wish to reserve the right to comprehend new reali-
ty in the future. It just means that we cannot identify anything as “real”
while asserting that we could never know it. Because we are in the
world, the world for us must be whatever it is we are in; it must be rele-
vant to every characterization we might make of it, present or future.

Finally, we understand reality to be in some basic sense logical be-
cause of the way life evolved. As described in §3.1, ideals appeared in
living reality first in speciation and then in individual intelligence. The
key both to the genetic transmission of characteristics and to individual
thought processes is life’s ability to make logical separations and de-
fine error. Error is significant to us as an indicator that our ideas (or liv-
ing techniques) are sufficiently distinct that they “make a difference.”
But life would never have learned to use ideals in this way if they did
not in fact characterize reality. Thus reality must contain inherent logi-
cal separations; it must be capable of being sorted out into “orders,” one
of which is of course the ideal order itself.

Objectivity and Subjectivity

In any overall characterization of reality, knowledge and existence must
meet. The classical philosophical positions of objectivity and subjectiv-
ity must merge into a single world view before such a view can be
called complete —before it can be called a view of reality itself. The
preceding considerations indicate how this may come about. On the one
hand, as philosophical “objectivists” we can understand the orders of
reality in their own terms, as the natural configuration of the world. We
can also trace the development of life in this setting, seeing how living
organisms have evolved an increasing complexity of involvement with
the orders of reality by following an explicit sequence of events driven
by specific dynamics. All this leads us to a characterization of reality it-
self in concrete and objective terms, for which the models outlined ear-
lier provide heuristic visualizations. Life and all its manifestations
(including thought) can be understood as parts of the objective whole.
On the other hand, as philosophical “subjectivists” we can under-
stand how we, as living things, maintain certain ways of looking at the
world, which I call “organizations.” Of the primary organizations, we
can understand physical reality because it categorizes our most basic
perceptions. We can understand behavior, because it is the form in
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which thoughts themselves occur. And we can understand ideals be-
cause the basic processes of thinking cannot take place without logical
separations. In this way we, as subjectivists, can describe all the charac-
teristics of reality as techniques by which our understanding operates,
and hence suppose that reality itself is merely a projection of that un-
derstanding.

But as each position—the objectivist’s and the subjectivist’s—is de-
veloped, it must ultimately lead to the other. As objectivists exploring
reality in objective terms we eventually come across human beings; as a
part of this reality we discover human behavior, and within human be-
havior we find the thought patterns of the subjectivist. Going in the oth-
er direction, as subjectivists we explore the organizations that constitute
the ways human beings understand reality. Among these we are unable
to ignore physical reality and ideals, for they provide categories with-
out which thought behavior cannot function. Yet the very fact of such
categorization carries us into the reality of the objectivist, for it repre-
sents the necessity of recognizing real entities outside our behavior.

Thus the original apparent disagreement between the two posi-
tions —arguing whether understanding operates the way it does be-
cause reality provides certain pathways for it, or whether we attribute
certain characteristics to reality because our understanding operates the
way it does—evaporates when both sides discover that understanding is
a part of reality. By including both positions in a more general view-
point, we become able to resolve a host of traditional philosophical
problems: objectivism versus subjectivism, the so-called “mind-body”
problem, and the conflict over the “priority” of knowledge against ex-
istence. We are also able to satisfy any nagging worries about the “un-
derlying unity of existence.”

Note that this kind of resolution is virtually impossible in a body of
theory based on minima, because the minima used to describe reality
and those used to analyze understanding will always tend to be radical-
ly different.

Knowledge as Part of Reality

In §4.3, I discussed how Kurt Godel encoded statements about mathe-
matics into long numbers, which themselves could then be manipulat-
ed mathematically. This technique allowed him to prove a series of
general propositions about axiomatic number systems “internally,”’
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without having to frame a separate metatheory in which to express
them. The traditional dualism between statements in a number theory
and statements about that same theory largely disappeared.

The way in which I resolve the conflict between objectivism and
subjectivism resembles this technique. The approach I have taken here
embeds knowledge within reality in such a way that we do not need to
“transcend” the process of ordinary knowing in order to contemplate
knowledge itself. Our general understanding becomes able to under-
stand its own reality. Despite their variety, all the processes of knowl-
edge turn out to be objects of knowledge.

Is there a crucial methodological principle that makes such a result
possible? I believe there is, and that it exists in the distinction with
which this work started —that between maxima and minima. Tradition-
al approaches to scientific and philosophical questions have devolved
into searches for minima: hypostatizations by which theorizers could
claim they had combined the orders of reality and excluded error. Such
monolithic unanalyzable concepts ordinarily form the foundations of
theoretical systems.

Regardless of how they are conceived, however, minima always
drive a wedge between knowledge and its subject; they exist in one way
but they are known in another, entirely different way. The present ap-
proach, on the other hand, has been to seek ever-larger maxima in the
contents of common sense. It has deliberately tried to integrate knowl-
edge with its subject by exploring reality as a whole.

An advantage of the “maximalist” approach is that it includes all
other approaches as partial viewpoints. We find all the traditional
schools of science and philosophy within the organizations of human
behavior, and nothing is left out. The converse, however, is not the
case—the complete maximalist viewpoint presented here cannot be in-
cluded in any minimalist system of thought. The approach in terms of
maxima seeks all of reality, and as a result of its analysis we discover
that reality cannot be filled by minima or any other entities we know. It
is larger than can be grasped by the present state of our evolving knowl-
edge.

This insight emerges primarily because the present study is not a
“search for truth,” but an investigation of the possibilities of knowl-
edge. The “search for truth,” as traditionally carried out, not only tends
to be fruitless but also counter-productive. It lands us in concepts of
minima, which stultify further understanding.
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Only by starting from maxima and then developing them into a neu-
tral viewpoint do we begin to grasp the patterns of reality in their en-
tirety. It is then that we discover that reality offers more possibilities for
knowledge than we will ever be able to attain; and with that discovery
our understanding is freed to develop its full potential.
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Our minds are finite, and yet even in these circum-
stances of finitude we are surrounded by possibilities that
are infinite, and the purpose of human life is to grasp as
much as we can out of that infinitude. WHITEHEAD

The arguments so far developed here may seem largely negative. Tradi-
tional theorizing has become encrusted with procedures that methodi-
cally stultify the growth of knowledge, and has become embedded in
social organizations that subject it to detrimental controls. When these
problems are avoided or neutralized, the possibilities for exploring real-
ity are found to be far greater than any system of conceptions yet devel-
oped. These conclusions might be construed as a gloomy assessment of
the state of knowledge to date.

Yet the important point is not that theorizers have done badly, but
rather that they are capable of doing better. The method of comparative
theorizing, wherein the primary organizations of human knowledge are
freely and deliberately played off against one another in order to ex-
pand our understanding of each, constitutes one better way. It is nega-
tive in the sense that it restricts hypostatizations of minima and
minimizes the concept of “absolute truth”; but it is positive in the way
that it encourages a wide variety of speculative overlays among sepa-
rate parts of reality. Much of its power lies in legitimizing what many
theorizers would like to do anyway, but are presently constrained from
doing because the prevailing social organization deems such activities
“undisciplined,” “fanciful,” or “improper.”

Fighting among theories is as wasteful as fighting among people. In
the case of theories, the bullets are their notions of minima; when these
are put under control, the combatants may eventually become able to
understand one another. Instead of glorifying one particular organiza-
tion of behavior and ridiculing all others, theorizers can recognize that
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all may be equally productive while being equally artificial. The object
is not to settle on one theory and defend it to the death, but rather to use
all theories freely, in their many combinations, so that our understand-
ing of maxima may grow.

Within the three orders of reality presently known to our common
sense, much remains to be discovered. Even physical reality, which has
been the principal concern of life since its inception, yields new knowl-
edge all the time. But more is mysterious about behavior, and ideals are
the most unknown of all. It has only been within the last 150 years, for
instance, that the whole realm of ideals involved in symbolic logic has
been uncovered.

Examples such as these add evidence to the conclusion that reality
itself extends much further than our present grasp of it. Hence any re-
laxation of the constraints by which we artificially limit our explora-
tions of reality should immediately yield new knowledge, even within
the familiar physical, behavioral, and ideal orders.

Limits on Knowledge

But what may lie beyond present common sense? In discussing three
orders of reality, I have several times remarked that there is no natural
limit to their number. It simply appears that three is the number that
have become manifested in human knowledge to date. Yet life so far
has been an active, evolving process, adding new understandings of re-
ality to its repertoire as fast as it could; there is no justification for as-
suming that the process has finally satisfied itself, with no new areas of
reality to explore.

A few indications of further orders of reality are suggested by
present knowledge. In §3.3, I noted a correlation between the mathe-
matical treatment of transfinite cardinal numbers and the currently
known orders of reality. Three of these numbers—the power of enumer-
able collections, the power of a geometric continuum, and the power of
the functional manifold —appear to denote the results of unlimited op-
erations in behavior, physical reality, and ideals, respectively. These
three are the only transfinite cardinals for which mathematicians have
found “meanings” or “realizations.” However, other such numbers of
“higher order” are known to exist in abstraction, without having any
heuristic “meaning.” Perhaps when further orders of reality are uncov-
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ered, they will be found to offer a correlation with these additional
forms of infinity.

I believe it is not unreasonable to assume that knowledge has a way
yet to go, that there are more orders of reality which life can eventually
know beside physical reality, behavior, and ideals. On the other hand, it
is probably useless at this stage to ask how many more, to speculate on
the “ultimate dimensions” of knowledge. I cannot imagine even how to
begin an argument that would lead to the conclusion that there are n
possible orders of reality, of which we presently know 3. There is an in-
herent impracticality in trying to enumerate discoveries that will be by
their very nature wholly novel when first made.

A Fourth Order of Reality

Nevertheless there remains an area of useful speculations here. We can
ask about the very next step, about a fourth order of reality. In fact,
human experience today offers several scraps of evidence that point to-
ward such a fourth order and suggest that we may slowly be develop-
ing an understanding of it. To pull these scraps together into a
preliminary depiction, it is first necessary to identify (by extrapolation
from past history) the indications that might be exhibited by the emer-
gence of a new primary organizations in human understanding. Then
we can ask whether or not these indications are in fact present, and if
so, what they are able to tell us about the nature of the new reality.

In the last section I cited some characteristics that human beings
presently find necessary for the recognition of any order of reality.
These are that it be objective, i.e. that it have an existence prior to, in-
dependent of, and larger than our knowledge of it; that it be relevant to
ourselves in the sense of being usable and comprehensible; and that it
be logically unique, so that we can compare it with other orders of real-
ity by framing definitions of error around it.

These general categorizations of reality as a whole are directly trace-
able to the present state of human knowledge: objectivity, relevance,
and logical uniqueness are categories drawn from physical reality, be-
havior, and ideals respectively. In a sense, such a characterization of re-
ality itself simply requires it (and by extrapolation, any fourth order we
find in it) to be “the same sort of thing” as the more familiar maxima of
knowledge. Thus the first requirement for our understanding to develop
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a fourth primary organization would be for the objects it knows to dis-
play these characteristics.

A second characteristic that we can anticipate in any understanding
of a new order of reality is that it will develop in areas of maximum hu-
man “surplus energy.” Life, as I noted earlier, is frugal with energy, and
does not waste it on evolving wholly new understandings unless other,
current demands have been largely met. Thus we can expect that those
individuals who begin to develop an entirely new primary organization
in their behavior will not only have already succeeded in feeding, hous-
ing, and protecting themselves—they will also have fairly completely
rung all the possible changes on secondary and tertiary organizations in
their lives, before allocating energy to strike off into relative ferra in-
cognita. Such behavior will be practical only among those who have a
substantial surplus of available energy (in the sense used here of the to-
tal potentialities for human action) over the demands for energy made
upon them.

A final characteristic likely to be found in any new primary organi-
zation of behavior is that its validity will be rejected by the current pro-
cesses of knowledge. It is only beyond the fringes of what human
beings presently call reality that any wholly new reality can be found.
The conservatism of life is such that any material which can possibly be
assimilated into present understandings ultimately will be, by one con-
strual or another, so that only the truly independent, novel, and intracta-
ble can remain. For that reason, however, this material will be such that
in our commonsense knowledge we not only cannot understand it, we
are strongly inclined to deny that it refers to existence at all. We will
feel that our ideas of it must be inherently erroneous. Thus a fourth or-
der of reality is likely to be grasped first in the most confused, misun-
derstood, and disreputable arena of human consciousness.

Parapsychology

These considerations suggest one place where we might look for an
emerging fourth primary organization in human understanding: it is in
that confused area of experience sometimes called “parapsychology,” or
studies of the “paranormal.” Mysticism was mentioned earlier (§5.2) as
a manifestation of the tertiary pairing of intellection and orthodoxy;
most parapsychology has hitherto been relegated to mysticism (when
not rejected as fakery), and handled in knowledge by cross-categoriz-
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ing behavior with ideals. But when we examine the subject carefully we
find much that is left over. This residue is not purely behavioral, be-
cause it seems to display an objective, external order all its own; nor is
it purely ideal either, because it mocks at the logical concepts of nega-
tion and identity that lie at the core of such reality.

On the basis of existing commonsense knowledge, then, it is tempt-
ing to assign all material in this general area to varieties of mysticism,
the felt union of behavior with ideals. But in view of the possibility that
it represents evidence of the emergence of a new primary organization
of reality, we should re-examine it.

The proponents of parapsychology (as well as the practitioners of
the even more inchoate fields of “spiritualism” and “psychic phenome-
na”), although often disagreeing on details, commonly claim for their
subject all the characteristics previously cited as the most basic proper-
ties of an order of reality.

Firstly, the entities and events they describe are for them not only
objective, but often more objective than the three traditional orders.
William James’s classic Varieties of Religious Experience, an early
and much-read guidebook to this field, identifies a faculty of human ex-
perience that generates

a sense of reality, a feeling of objective presence, a perception of what
we may call ‘something there,” more deep and more general than any of
the particular senses by which current psychology supposes existent real-
ities to be originally revealed.*®

The literature on this subject, written by those who profess it, is filled
with references to “visions of absolute reality” and “the union with pure
existence” that qualify as assertions of objectivity fully as much as the
less passionate statements of empirical scientists.

Secondly, insights generated in this area are clearly relevant to hu-
man behavior. They are fully usable and comprehensible in the lives of
those who have them, however incommunicable they may be. Again,
James speaks of “a state of insight into truths unplumbed by the discur-
sive intellect” and concludes that

...our normal waking consciousness, rational consciousness as we call it,
is but one special type of consciousness, whilst all about it, parted from it
by the filmiest of screens, there lie potential forms of consciousness en-
tirely different... No account of the universe in its totality can be final
which leaves these other forms of consciousness quite disregarded.*’
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As a purely practical matter, those who have (or claim to have) at-
tained such consciousness in fact behave differently from other people.
They are the “enlightened,” the explorers of “the other side,” the
“twice-born”; and they return, like travelers to an exotic world, not
quite the same as when they left. It is not hard to believe that their be-
havior has acquired a new primary organization.

For those who know them, finally, the subjects envisioned in this
area are logically unique and independent types of things. They satisfy
the requirement that we be able to separate them from other reality and
frame concepts of error across the separation. Whether populated by
“paranormal processes” or “universal spirits,” the reality so found oper-
ates by its own rules. It is commonly used to distinguish and criticize
parts of physical reality, behavior, and ideals by comparison with itself.

The last thing any proponent of this area of knowledge would ac-
cept is the idea that what he knows can be tucked away in an existing
body of understanding; in fact (as writers such as Evelyn Underhill
document at length) a common prerequisite for attaining such knowl-
edge is to first purge oneself of as much traditional learning and world-
ly involvement as possible. This is the origin of many forms of
asceticism, anchoritism, withdrawal, and meditation.

Thus the subject matter of parapsychology displays the expected
characteristics of a fourth order of reality. Moreover, the process by
which this subject is entering into human understanding conforms to
the other anticipations cited earlier: it first appears in areas of surplus
human energy and it is rejected by traditional patterns of knowledge.

It is typically the case that those who pursue the subject do so from a
background of leisure and surplus energy, like the Pythagoreans con-
templating the dawn of mathematics. They are insulated from day-to-
day demands, either because they have joined some form of institution-
alized retreat or just because they have regulated their lives so as to re-
duce other commitments. Whatever energy they have is largely
available for these new explorations.

It is also typically the case that the understandings generated in this
area are almost totally rejected by the canons of science and “disci-
plined” knowledge. Nor do they fare much better in common sense.
The field is truly misunderstood and disreputable. It fits no traditional
“ologies,” gains no academic followers, and tends to make pariahs of its
adherents. Traditional psychologists call it “hysteria,” physical scien-
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tists call it “unscientific,” and anthropologists call it “primitive super-
naturalism.” None but its proponents call it knowledge.

These remarks do not constitute an endorsement of any specific doc-
trine or system of parapsychology. All that I suggest here is that we are
talking about a general area of human behavior that displays the ear-
marks of an emerging understanding of a fourth order of reality. When
that understanding coalesces into a viable primary organization—when
it becomes a necessary part of existence for some segment of life —it
may bear little resemblance to the material presently found.

Such an organization might even be adopted by living units other
than man. Individual adoption of the primary organization of ideals cre-
ated a radical difference between man and other forms of life, so there
is no reason to assume that the adoption of a fourth primary organiza-
tion by life might not engender a similarly crucial distinction. Finally,
the time scale for its full emergence may be measured in millennia. It is
not just a matter of picking up a new theory; it requires building an ut-
terly new kind of involvement with reality, as basic as the physical, be-
havioral, and ideal involvements we presently have.

Reasons For a New Order

For these reasons, I believe that parapsychology and its allied pursuits
may fill the role that we might anticipate for the emergence of a fourth
primary organization in human understanding. It produces knowledge
that is objective, relevant, and logically unique; it is explored only un-
der conditions of surplus behavioral energy; and the reality it purports
to find is almost totally rejected by the knowledge that the other prima-
ry organizations generate.

Yet we can analyze the status of parapsychology even one step fur-
ther. In the context of the whole development of knowledge —from the
first emergence of behavior in life—it appears that this is just the area
where the next basic stage of understanding might be expected to form.

In §3.1, I described how behavior first emerged as a new (and physi-
cally inexplicable) pattern superimposed upon physical reality. As hy-
pothetical extraterrestrial visitors observing the dawn of life on earth,
we would have noted certain chains of events for which physical
knowledge could offer no explanation except to say that they occurred.
We would have been forced to understand behavior in order to compre-
hend these events. More importantly, the events themselves were pro-
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ducing living organisms that ultimately depended on an understanding
of behavior in order to survive. In this way, behavior emerged as a sec-
ond order of reality on earth.

Later on a new pattern, intelligence, began to be superimposed upon
behavior. It appeared first at the level of species, and consisted of
evolved life techniques that were encoded genetically and handed down
from individual to individual. Again, as hypothetical extraterrestrials
we would have been at a loss to explain instinctual life techniques
strictly in terms of behavior; a knowledge of ideals was needed. As spe-
ciation continued, intelligence began to be invested in individuals, with
the same ideal-based patterns becoming more complex and more vola-
tile. Eventually human beings evolved, exhibiting individual intelli-
gence in a highly developed state.

At this stage, human beings began building complex secondary and
tertiary organizations in their behavior upon the foundation of the three
primary organizations with which they were endowed by evolution.
Their activities today are wholly dominated by the results of this work.
But the creation of these new organizations has engendered new oppor-
tunities and new problems in human life. For a while it has been possi-
ble to exploit the possibilities and solve the problems just by shifting
about among secondary and tertiary organizations. At some point, how-
ever, these tools must begin to lose their overall effectiveness; prob-
lems will arise that can no longer be resolved by applications of
legalism, or communalism, or any of the other patterns derived from the
three traditional primary organizations. Only a new primary organiza-
tion will permit their solution.

Many people feel that such problems are already pressing upon us.
For example, it is now technologically possible for a few willful indi-
viduals to decimate the human species. As problems such as this one
become more acute, life as an adaptive process may be expected to seek
out a new order of reality, manifesting its new understanding as a pat-
tern superimposed upon intelligence. A knowledge of reality beyond
that which intelligence can attain is exactly what parapsychology pur-
ports to find.

Recognizing a Fourth Order

If our hypothetical extraterrestrial observers were to revisit earth today
and examine the operation of human individual intelligence, they would
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find most of it explicable in terms of secondary and tertiary organiza-
tions derived from the native human grasp of physical reality, behavior,
and ideals. Yet here and there in human thought they would run across
manifestations of parapsychological events.

At first it would be tempting to fit these events somehow into exist-
ing knowledge, just as science attempts to cover them today with a mix-
ture of anthropology and abnormal psychology. But at some stage it
would become necessary to fashion an entirely new understanding, a
knowledge of these events in their own terms—just as in the “primordi-
al broth” it eventually became necessary to understand behavior as an
independent order of reality. In the “primordial broth,” behavior un-
questionably qualified as a new order of reality when organisms began
to depend on it, when it became a vital factor in their survival.

By extrapolation, the point at which the events discussed here would
unquestionably qualify as a new order of reality would occur when in-
telligence came to depend on them. This has not yet happened; the new
order of reality can still be ignored, or it can be disposed of within tra-
ditional common sense. But the trend appears to be running toward our
knowing parapsychological events in their own terms. When such
knowledge develops to the stage where human intelligence cannot ful-
ly function without it, we will be forced to recognize a fourth primary
organization in our behavior.

Perhaps one reason why knowledge in this field has been weak so
far is that the theorizing which generates it has drawn its categories
largely from ideals and behavior. In the case of ideals, “metaphysical”
libraries are filled with very difficult books that attempt to set up ab-
stract systematizations for this as yet highly fragmentary subject mat-
ter. Mathematical ideas are often pirated from science, such as the
notion of “psychic vibrations.” Occult writings, which sometimes
sound like mixed-up physics, hypostatize minima of very little practi-
cal use, while at the same time plagiarizing terminology in a way that
irritates scientists.

Behavioral categorizations of the field have been attempted by the
more traditional books of paranormal events— the writings of St. There-
sa and St. John of the Cross, The Cloud of Unknowing, and so on.
These accounts tend to be highly personalized; and although one can
sense in them the sincerity of their authors, the impressions they try to
record are intrinsically hard to communicate. They are trying to tell us
something, but we are never completely certain what it is.
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The problem, I believe, is that most fledgling areas of knowledge
first get off the ground when they are presented in terms of physical
categories. This is because physical reality is the oldest and most famil-
iar of the orders of reality, and hence makes an optimum setting for the
absorption of difficult new understandings. For example, Pythagoras
and Euclid successfully launched our formal knowledge of ideals by
categorizing them as the forms of physical quantities and shapes, al-
though religions had for centuries been categorizing ideals by behav-
ior. As Plato demonstrated in the Meno, even a slave boy could be
taught a geometric proof and would agree with you about it. The same
is not the case with an ethical or moral argument, in which ideals are
categorized behaviorally.

Thus our understanding of a fourth order of reality is most likely to
gain credence when we theorize with physical categories. To this end,
some headway has been made in demonstrating the existence of paran-
ormal physical events, such as telepathy and clairvoyance. Inroads are
being made into showing the reality of psychokinesis. Here parapsy-
chological reality is placed in a physical setting, making it much easier
to secure agreement on the results of its exploration.

At a more general level, studies such as Jung’s on “archetypes” have
attempted to express parapsychological patterns in visual form, with
limited success. The narrations of “Carlos Castaneda,” whether or not
they are genuine, are certainly more assimilable than those, say, of St.
John of the Cross, simply because they deal in more concrete images. It
is by such means that parapsychological knowledge is most likely to
gain a foothold in human understanding, ultimately leading to the emer-
gence of this material as a fourth complete primary organization in hu-
man behavior.

The Culmination of Knowledge

When this happens will the process of acquiring knowledge end? Pro-
ponents of “spiritualism” sometime look forward to a “final age” when
humanity, and in fact all existence, will become integrated into some
kind of changeless unity. But I see no reason why this should happen, at
least not in a way that would mark the end of life’s process of explor-
ing reality.

Life has come a long way so far; but reality has always managed to
spread before it a vista of new knowledge far greater than it could en-
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compass at any time. Now we envision a totally novel kind of reality to
be known. At the same time that we expand our total understanding by
grasping it, we lend evidence to the proposition that reality is even larg-
er than we had imagined.

We suffer nothing by believing that there is no end to this unfolding,
or at least no end that we can anticipate. On the contrary, we gain. By
abandoning the vision of an ultimate, perfect, and final resting-place for
our explorations of reality, we turn our attention from sterility to cre-
ativity, from artificially limited conceptions to a full appreciation of the
evolving processes of knowledge.
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