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Abstract

When agents know a protocol, this leads them to have expectations about
future observations. Agents can update their knowledge by matching their
actual observations with the expected ones. They eliminate states where
they do not match. In this paper, we study how agents perceive proto-
cols that are not commonly known, and propose a semantics-driven logical
framework to reason about knowledge in such scenarios.

In particular, we introduce the notion of epistemic expectation models
and a propositional dynamic logic-style epistemic logic for reasoning about
knowledge via matching agents’ expectations to their observations. It is
shown how epistemic expectation models can be obtained from epistemic
protocols. Furthermore, a characterization is presented of the effective
equivalence of epistemic protocols. We introduce a new logic that incor-
porates updates of protocols and that can model reasoning about knowl-
edge and observations. Finally, the framework is extended to incorporate
fact-changing actions, and a worked-out example is given.
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1. Introduction

Talking about knowledge and protocols, some questions come to our
minds: What do we mean by knowing a protocol? How does this proto-
col knowledge affect our knowledge of facts about the world? The literature
abounds with various formal models answering these questions from differ-
ent angles [1, 2, 3, 4, 5], and the proper representation and formalization
of knowledge and knowledge dynamics is a core interest in the area of
artificial intelligence [6, 7, 8, 9]. In some situations, agents have partial
knowledge of the underlying protocols that guide the behaviors of other
agents. Based on their incomplete knowledge of protocols and their obser-
vations, the agents try to reason about other agents’ epistemic attitudes as
well as about hard facts. Protocols play a role, for example, when agents
communicate using full-blown secret codes (see [10] for many intriguing
historical examples). Our daily communications provide more mundane
protocols that may help to hide information from part of the participants.

Example 1 (The voice of Kathleen Ferrier). Consider a café in the 1950s,
with three persons, Kate, Jane and Ann sitting across a table. Suppose Kate is
gay and wants to know whether either of the other two is gay. She wants to
convey the right information to the right person, without the other getting any
idea of the information that is being communicated. She states, 1 am musical,
I like Kathleen Ferrier’s voice’. Jane, who is gay herself, immediately realizes
that Kate is gay, whereas, for Ann, the statement just conveys a particular
taste in music.’

Example 2 (Valentine’s Day). Coming back to the present day, consider a
similar café scenario with Carl, Ben and Alice. Carl and Ben are childhood
friends and know each other like the back of their hands. Carl says to Ben:
‘On Valentine’s day I went to the pub with Mike and Sara. It was a crazy
night!” This immediately catches the attention of Alice, who is in love with
Mike. She asks: ‘What happened?’ Carl winks to Ben and says: ‘Nothing’.
Knowing Carl very well, Ben immediately realizes that indeed nothing has

IThis example has been inspired by the interviews in [11], from which it appears that
in 1950s Amsterdam, ‘musical’ was indeed a code term for ‘gay’, known almost exclusively
by gay people. The additional mention of singer Kathleen Ferrier strengthened this ‘gay’
hint. Among gay women, Ferrier’s low contralto voice, for example in her performance as
Orfeo in Gluck’s Orfeo ed Euridice, was widely popular.
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happened, whereas Alice becomes unsure of that, as she saw the wink that
Carl has given to Ben.

This paper presents a dynamic epistemic logic (DEL, [12, 13]) that can
suitably describe such scenarios. Knowing a protocol can mean ‘knowing
what to do according to the protocol’ [1]. It can also correspond to ‘un-
derstanding the underlying meaning of the actions induced by the proto-
col’ [2]. Here, we follow the latter interpretation, which appears to capture
the notion of a protocol in the types of situations we want to model. Kate’s
making a statement like T am musical, I like Kathleen Ferrier’s voice’ cor-
responds to the fact that ‘Kate is gay’. In the second situation, ‘Nothing’
(even if accompanied by a wink) corresponds to the fact that ‘Nothing has
happened’.

Our work is inspired by two lines of research: the work relating dynamic
epistemic logic (DEL) and epistemic temporal logic (ETL) [3, 5, 14] and the
work on protocol changes [4, 15]. In [14], Pacuit and Simon model pro-
tocols as tree compositions, basically equating protocols with plans. Hoshi
et al. [3, 5] propose the notion of ‘state-dependent’ DEL-protocols (sets of
sequences of event models [13]) in order to handle protocols that are not
common knowledge. Consider an epistemic scenario wherein the agents
are not only uncertain about the factual state of the world but also about
the protocol that can be executed given some factual state, depicted as the
model:

(a} - 0}
O, O,
p -p

In this model, s, ¢ are possible worlds, p is a proposition, and a, b are ex-
pected actions. The uncertainty of the agents about the protocol is denoted
by a state-dependent protocol assigning singleton action sets {a} to s and
{b} to t. Note that we have omitted the reflexive arrows for agents 1 and 2
for the sake of compact representation, and we will follow this convention
throughout this paper. A system wherein the protocol can be different in
any state is clearly more complex than a system wherein the protocol is a
background parameter, and thus can be assumed common knowledge to all
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agents. But in the example model above, we can still reclaim some form
of common knowledge of the protocol, namely by describing it intuitively
as follows: if p then « and if —p then b. In order to discuss the knowledge
of protocols formally, we need to first fix a protocol specification language,
which will then enable us to represent such protocol models in a more
informative way.

Given a protocol language, how do we obtain such epistemic models
with protocol information from specifications of conditional protocols, and
vice versa? Similar questions are addressed in [4, 15], in which Wang
presents a logical framework that incorporates protocol specifications in
epistemic models and introduces the idea of matching observations to ex-
pectations. However, there, protocols are assumed to be common knowl-
edge. We do not assume that here.

Our work is based on the logic developed in [4] but in the current ar-
ticle we use epistemic models with procedural information as in [3, 5] to
deal with uncertainties about protocols, an agent’s knowledge of underly-
ing protocols, and her current observations affecting factual uncertainty. In
our framework, the protocols can be viewed as ‘given by nature’, so the
framework does not cover interesting aspects such as how and by whom
the protocols have been designed and how agents have come to agree to
use them.

The ingredients of our work are:

1. epistemic models encoding state-dependent expected observations;

2. an update mechanism for eliminating impossible worlds according to

the observation of agents and their expectations;

a formal language for specifying observations and protocols;

4. protocol models that represent agents’ incomplete information about
the ‘real’ protocols;

5. an update mechanism for incorporating protocol information (as pro-
tocol models) in epistemic (observation) models;

6. a notion of equivalence between protocol models;

a logic for reasoning about knowledge based on protocols;

8. fact-changing actions and factual change systems, in order to investi-
gate how we modify our expectations in an evolving world.

w

N

The paper is organized as follows. Section 2 introduces epistemic expec-
tation models and a simple propositional dynamic logic (PDL)-style epis-
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temic logic for reasoning about knowledge via matching agents’ expecta-
tions to their observations. Section 3 discusses how we obtain epistemic
expectation models from protocol models (i.e., epistemic protocols). We
characterize three classes of epistemic expectation models that can be gen-
erated from various epistemic models. Furthermore we give a characteri-
zation of the effective equivalence of epistemic protocols. A logic is then
given to incorporate the updates of protocols and to model reasoning about
knowledge and observations. In Section 4 we address incorporation of fact-
changing actions. Section 5 discusses the application of the full framework,
including factual changes, to a well-known logic puzzle. Finally, we point
out relations to other research and future work in Sections 6 and 7.

This article is the extended version of [16]. The main differences are:
the introduction of the concept of observational saturation and a theorem
about its relation to protocol models (Theorem 29); results about systems
with fact-changing actions (Section 4); an extended application, namely
about a protocol in the ‘One hundred prisoners and a lightbulb’ puzzle
(Section 5); and a more extensive discussion of related work and ideas for
future research (Sections 6 and 7).

2. Reasoning via Expectation and Observation

In this section, we introduce epistemic expectation models, which are
Kripke models with expected observations. We propose a dynamic logic
style epistemic logic that is interpreted on such models for reasoning about
knowledge via matching observations with expectations.

2.1. Epistemic Expectation Models

Let I be a finite set of agents, and let P be a finite set of propositions de-
scribing the facts about the world. Let Bool(P) denote the set of all Boolean
formulas over P. To set up the semantics, we first define a Kripke model
in the usual sense, which models agents’ epistemic uncertainties regarding
the actual state of the world.

Definition 3 (Epistemic model). An epistemic model M. is a triple (S, ~
, V), where S is a non-empty domain of states, ~ stands for a set of accessi-
bility (equivalence) relations {~;| : € I}, and V : S — P(P) is a valuation
assigning to each state a set of propositional variables (those that are ‘true in
that state’).



We will introduce the concept of epistemic expectation models based on
Kripke models, which captures the expected observations of agents. Agents
observe what is happening around them and reason based on these ob-
servations. Examples of such observations are ‘making an announcement’,
‘going to the right’, and ‘nodding your head’. One can distinguish such ob-
servations of actions from observations of facts, such as ‘the chair is red’.
Factual observations are not ruled out in our framework but we typically
have observations of actions in mind. To this end, we introduce a finite
set of actions, named X. An observation is a finite string of actions, for
example, abcd. Note that an agent may expect different (even infinitely
many) potential observations to happen at a given state, for example, she
may expect a...ab to happen for any finite sequence of as preceding the
terminating action b. As human beings and computers are essentially fi-
nite, we need to denote such expectations in a finitary way. To this end, we
introduce the observation expressions (as regular expressions over X):

Definition 4 (Observation expressions). Given a finite set of action sym-
bols 3, the language L, of observation expressions is defined by the follow-
ing BNF:

T = 0| e|la|lm-w|n47|7*

where § stands for the empty set () of observations, the constant ¢ represents
the empty string, and a € X.

The semantics for the observation expressions are given by sets of obser-
vations (strings over ), similar to those for regular expressions.

Definition 5 (Observations). Given an observation expression , the corre-
sponding set of observations, denoted by L(), is the set of finite strings over
Y. defined as follows:

)
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)
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Now we are ready to define epistemic observation models, which can be
seen as epistemic models together with, for each world, a set of potential
or expected observations.

Definition 6 (Epistemic expectation model). An epistemic expectation model
My, s a quadruple
<S7 N’ V’ E')(p>7

where (S,~, V') is an epistemic model (the epistemic skeleton of M.,,) and
Exp : S — L, is an expected observation function assigning to each state an
observation expression m such that L(r) # () (non-empty set of finite sequences
of observations). An epistemic expectation state is a pointed epistemic expec-
tation model (S,~,V,Exp, s). Intuitively, Exp assigns to each state a set of
potential or expected observations.

Given an epistemic expectation model M.,, = (S, ~,V, Exp), note that
(S,~,V) is an epistemic model in the usual sense. Hence, sometimes, we
also denote an epistemic expectation model as (M., Exp), where M, is the
corresponding epistemic model. An epistemic model M. can be considered
as an epistemic expectation model M.,, where for all s € S, Exp(s) = X*
(where X* is shorthand for (ap+a;+- - -+ay)*, given that ¥ = {ay, ..., ax}).
Thus, in an epistemic model, the observations possible at each state are not
specified; one can expect to observe anything. In this sense, M, lacks in
providing procedural information about the world, and M.,, fills that gap.
In what follows we often leave out the subscripts, whenever the respective
models are clear from the context.

Example 7 (Dutch or not Dutch). In the Netherlands, people often greet
each other by kissing three times on the cheek (left-right-left) while in the rest
of Europe, people usually kiss each other only twice. We can reason whether a
person is ‘Dutch-related’ by observing his behavior. Let pp be the proposition
meaning ‘Simon is Dutch-related’; a and b are two actions denoting kissing
the left cheek and kissing the right cheek, respectively. The following model is
what we expect (reflexive arrows are omitted again):

a-b-a L a-b
® O,
pPD —PD



The indistinguishability relation above depicts that agent 1 does not know
whether pp. The associated observations are those that the agents might
expect in each state. Intuitively, if agent 1 observes Simon kissing three
times (observation aba), then he or she can infer that Simon is Dutch-
related. In the next subsection, a simple logic is defined to handle such
reasoning based on actual observations.

2.2. Public Observation Logic

In this subsection we define a simple dynamic logic with knowledge op-
erators to reason about knowledge via the matching of observations and
expectations. The idea is similar to the one behind public announcement
logic, where people update their information by deleting impossible sce-
narios according to what is publicly announced. Here we relax the link
between meaning and public actions (like an announcement). We assume
that when observing an action, people delete some impossible scenarios
where they wouldn’t expect that observation to happen. To make such rea-
soning formal, we first define the update of epistemic expectation models
according to some observation w € ¥*. The idea behind an updated expec-
tation model is that we delete the states where the observation w could not
have been happened.

Definition 8 (Update by observation). Let w be an observation over X and
let M = (S, ~,V,Exp) be an epistemic expectation model. The updated model
M|w = (S/’ N'7V”Exp/). Here, 5" = {3 | ‘C(Exp(s)\w) # @}, N; = Ni|5’><1><5’7
V' = Ve, and Exp'(s) = Exp(s)\w, where w\w is defined as the regular
expression denoting the set {v | wv € L(m)} (m\w corresponds to right resid-
uation with respect to the monoid (X%, -, ¢)).

A regular expression w\w is defined with an auxiliary output function
o from the set of regular expressions over ¥ to {d0,e}. If ¢ € L(n), the
output function o maps a regular expression 7 to ¢; otherwise, it maps 7 to
6 [17,18]:

7T(:) o(m) + Y pes(a-m\a) 5§a =0\a=b\a=6 (a#b)

0(0) =o(a) =96 (m+ 7" )N\a=7m\a+7"\a

o(m + ') = o(m) + o(n') (m-7")\a = (m\a) - 7"+ o(n) - (7' \a)
o(m-m) =o(m) - o(n) m™\a =m\a- 7"

o(m*) =¢ m\ag - ap = T\ao\a1 - .. \Gn



The above construction of the output function helps to compute the resid-
ual of compositions. Reading from left to right the above equations can be
viewed as rewriting rules which push the \a operation to the ‘inner’ part of
the expression and finally eliminate them. Thus by using these equations
we can compute residuals of observations syntactically.

We design the Public observation logic (POL) to reason about observations:

Definition 9 (Public observation logic). The formulas ¢ of POL are given
by:

p = Tlpl-eleAe|Kepllr]e
where p € P, i € I, and m € L,,,. The other propositional connectives are
defined in the usual manner.

Intuitively, 7] says that ‘after any observation in , ¢ holds’.

Definition 10 (Truth definition for POL). Given an epistemic expectation
model M = (S,~,V Exp), a state s € S, and a POL-formula ¢, the truth
of ¢ at s, denoted by M, s F ¢, is defined as follows:

M,sEp & peV(s)
M, sE—-p & M,sEp
M,sEpoANY & M,sEpand M,sE
M,sE Kyp < forallt: (s~;timplies M,tE p)
M, sE[r|lp & foreach w € L(r) : (w € init(Exp(s)) implies M|, s E ¢)

where w € init(r) iff Jv € * such that wv € L(7) (namely L(m\w) # ().

Consider the model M in Example 7. If we observe one or two kisses,
first on the left and then on the right cheek (a - b), agent 1 still cannot tell
that Simon is Dutch-related (—K;pp), but if there is one more kiss on the
left cheek to follow (a), then agent 1 knows. Formally, it can be verified
that M, s F [a - b](=K1pp A [a]Kipp) (cf. Example 7). More complicated
observation expressions 7 can be used to express (infinite) sets of observa-
tions, for example, [¥* - a - 3*| K, says ‘as long as a is observed at some
point, i knows ¢’ (recall that ¥* denotes the expression corresponding to
the set all observations).



Clearly, the standard bisimulation between epistemic models is not an
invariance of the above logic: POL can reason about what may happen
at each state. We now define bisimulation between epistemic expectation
models, which facilitates characterization results in later sections.

Definition 11 (Observation bisimulation). A binary relation R between the
domains of two epistemic expectation models M = (S,~,V Exp) and N' =

(S’,~', V' Exp') is called a bisimulation if for any s € S, s’ € S’, we have that

if (s,s') € R, then the following conditions hold:

Propositional invariance V (s) = V'(¢');

Observational invariance L(Exp(s)) = L(Exp'(s'));

Zig if s ~; t in M then there exists a t' in N such that s’ ~ t' and tRt';
Zag if ' ~. t' in N then there exists a t in M such that s ~; t and tRt'.

A bisimulation R is total if every state in one model is linked by R to some
state in the other model. M and N are said to be (total) bisimilar (M <, N)
if there is a (total) bisimulation R between M and N. (M, s) and (N, s') are
said to be bisimilar (M, s <, N, s') if there is a bisimulation R between them
such that (s,s') € R.

Note that the standard bisimilarity (notation <) is defined as <, without
the condition for the invariance for observations. It is not hard to show that
£, and logical equivalence =p@; coincide on finite models:

Proposition 12 (Bisimulation invariance). For any two finite epistemic ex-
pectation states M, s and N, s/, the following statements are equivalent:

e M, s, N, s
e For any formula ¢ € POL: M,sE ¢ <= N .5 E

Proof. [&, = =p@y]: We prove this by induction on . The Boolean and
K1 cases are trivial. Now consider p = [r]¢); so suppose that M, s <,
N, s but M, s E 7|y and N, ' ¥ [r]tp. Then there exists a w € L(w) such
that w € init(Exp(s’)) and N, s’ E —).

By the definition of *,, we have L(Exp(s)) = L(Exp(s')), therefore w €
init(Exp(s)). Thus M|,, s exists. We now show that M|,,s <, N|,, s
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Let R be {(t,t') € Spmy, X Sny, | M,t £, N, t'}. Clearly (s,s’) € R. Note
thatif L(Exp(t)) = L(Exp(t')) then L(Exp(t)\w) = L(Exp(t')\w); this proves
the invariance for observations. Based on this invariance, it is not hard to
verify that R is indeed an observation bisimulation between M|,, and NV|,,.
Since M|, s €, N, s’, by induction hypothesis we conclude that

M|y, s E ).

Clearly, this contradicts the assumption that M, s E [r]¢).

[EPOL - @O]Z Let R = {(t,t,) S SM X SN’ ‘ M,t =POL ./\/, t/}. We can
show that R is an observation bisimulation. All the conditions are standard
and thus can be handled by standard techniques except the new clause
about the invariance for observations: we need to show that ¢tRt' implies
L(Exp(t)) = L(Exp(t')). However, this is trivial, since in the language of
POL we can express (w) T, so that Mt F (w)T <= w € L(Exp(t)). [

Intuitively, these epistemic expectation models can be seen as compact rep-
resentations of certain epistemic temporal models [2, 3]. An epistemic
temporal model is a Kripke model with both epistemic and temporal bi-
nary relations between possible worlds. To make the link more precise, we
can relate POL on epistemic expectation models to the same language on
epistemic temporal models with the usual PDL-style interpretation of |7y
formulas, as we now proceed to show. First let us define the epistemic
temporal models that are generated from epistemic expectation models.

Definition 13. Let M be an epistemic expectation model (S, ~;, V, Exp). The
M -generated epistemic temporal model (notation: ET(M)) is defined as (H, %
,~4, V') where:

o H={(s,w)|seS,w=eorwe LExp(s))};

o (s,w) > (t,v) &= s=tandv=wa,a € 3;

o (s,w)~; (t,v) <= s~;tand w =v;

e peV'(s,w) < peV(s).

From this definition, it is not hard to see that all the agents can observe
all the actions. We can define the semantics of POL formulas on generated
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epistemic temporal models A (we only show the non-trivial part):

N, hEgppr, Kip < forall b : (h ~; b/ implies N, ' Egppl, ©)
N, hEgppl, [7l¢ < foreachw € L(7),h = R’ implies N, b’ FEPDL ¥

We call the above semantically defined logic Epistemic-PDL (EPDL): the
language of POL interpreted on epistemic temporal models with respect to
FrppL.- To establish the precise link between epistemic expectation models
and epistemic temporal models, we can prove the following.

Proposition 14. Given a pointed POL model M, s, and a POL formula ¢, it
can be shown that:

M,sE ¢ <= ET(M),(s,€) FEppL ¢

Proof. We need to show for any epistemic expectation model M, s and any
POL formula ¢:

M, sk ¢ <= ET(M),(s,€) FEppL ¥

We prove this by induction on ¢. The Boolean case and the K1 case are
trivial. Now consider the case [r]i). Suppose without loss of generality that
there is an epistemic expectation model M, s & [r]y and ET(M), (s, €) Fgppr.
[7]¢. Then there exists a w € £(7) such that ET(M), (s, w) ¥ . By the def-
inition of ET(M), we conclude that w € Exp(s), thus M|, exists. Based
on the definition of ET(M), it is not hard to show that ET(M|,), (s, €) is
bisimilar (with respect to both ~ and —) to ET(M), (s, w). Since EPDL is
clearly invariant under bisimulation, we have:

ET(Mlw), (s, €) Fgppr, ¢

By induction hypothesis, M|,,s F —), which contradicts the assumption
that M, s F [r]1. [

Note that the generated epistemic temporal models can be infinite, and
thus the above result does not give a straightforward model checking proce-
dure for POL. According to the semantics of ||y we need to check infinitely
many w € L(m). Fortunately, this can be handled by partitioning £() into
a finite number of regular expressions . .. 7 such that for any 0 <i < k
and any w,v € L(w;), we have M|, = M|,, providing decidability of model
checking after all (see [15] for details in a similar setting).
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3. Expectation Comes from Protocols

Epistemic expectation models describe the agents’ expected observa-
tions, which in turn influence their reasoning. We investigate how agents
acquire and change their expectations, by looking at protocols and protocol
models as sources for the expected observations.

3.1. Protocol expressions

Informally, a protocol is a rule telling us what we should do under what
conditions. Protocols are ubiquitous in our daily life. A formal way of
expressing such protocols or rules is to use a specification language. We
specify protocols in the following language of protocol expressions L,

Definition 15 (Protocol expression). The language L,,,; of protocols is de-
fined by the following BNF:

n o= dlelal?oln-n|n+n|n

where 0 stands for the empty language (), the constant ¢ represents the empty
string, and ¢ € Bool(P).

The above language of protocol expressions is obtained by adding Boolean
tests to observation expressions. For example, (?love - stay)* - (?=love -
separate) expresses ‘we should stay together as long as we are in love’. For
a discussion on more complicated test scenarios (for example, considering
agents’ knowledge), see Section 7. We use test conditions in protocol ex-
pressions to describe the conditions under which certain observations can
happen. A protocol without tests corresponds to observations without any
conditions. This is the difference between protocols and the observations
that arise out of such protocols, and we maintain this difference by adding
tests to the observation expressions in order to express protocols. In the lat-
ter part of this section we will talk about public and private protocols. To
this end, we will use dynamic epistemic logic (DEL)-like models to discuss
knowledge and ignorance about protocols.

In the story of Example 7, there seems to be an underlying protocol: if
you are Dutch-related, then you kiss three times and if you are non-Dutch-
related, then you kiss two times. This is the reason for the agent to have the
corresponding expectations of the observations. This protocol (call it 7x)
can be expressed as ?pp - a-b-a+7-pp - a-b. We would like to generate the
epistemic expectation model in Example 7 (see page 7) from the protocol
7k and the following epistemic model:
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Intuitively, the information of the protocol 7x can be incorporated by
adding to each state the possible observations allowed by the protocol. We
now move on to the technical details.

To compute the expected observations corresponding to a given proto-
col, we first define the semantics of protocol expressions. Intuitively, we
associate to each protocol 1 a set £,(n) of guarded observations in the form
of

Potop10a1 - - . PG,
where each p; C P denotes a state of affairs (the atomic propositions p € p
are true while the others are false), encoding the conditions for the later

observations to happen. For Boolean formulas ¢, we write p E ¢ if ¢ is true
under p (viewed as a valuation: p is true iff p € p).

Definition 16. The set of guarded observations corresponding to a protocol
expression is defined by induction, as follows:

£g<5):

Ly(e)={p|pC P}
Ly(a) = {pap | p C P}
Ly(?)={p|pF,p S P}

Ly -me) ={wov|we Ly(m),ve Ly(n)}
Ly(m +m2) = Lg(m) U Ly(n2)

Ly(n >—{p|pCP}UUn>o( g(1™));

where ¢ is the fusion product: w ¢ v = w’'pv’ when w = w'p and v = pv’, and
not defined otherwise.

Note that the p;’s in a guarded observation remain unchanged since no
factual change is introduced by the execution of the actions (see Section 6
for a detailed discussion of fact-changing actions, such as toggling a light
switch). We derive the set of observations to be expected under the same
condition p according to n by a conversion function f, : Lot — Lops:
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fo0) =9

fole) =e fon-n') = fo(n)- fo(0')

fola) =a . fom+n") = fo(n) + fo(1)
. e ifpkEy fo(n*) = (fo(m)*

5 else (i.e., if p = @)

Definition 17 (Characteristic formula). Let p C P. Then we denote by ¢,
the characteristic formula for p: A ., p A\ ¢, —p. For example, suppose that

P = {p,q}, then oy = p A —q.

PEP

Proposition 18. (a) For any n € L,,., it holds that
L(f,(n) ={w|w=ag...a, where a;, € XU{e} and pagpa; ...arp € L4(n)}.

Therefore:
(b) Every n has a normal form n° as follows:

n°=> (2¢,- fo(n)

pCP

such that L,(n) = L,(n°).
defined in Definition 17.

Here ¢, is the characteristic formula for p as

Proof. We first show (a) by induction on n € L,,;. The atomic cases are
straightforward. Now we check the complex cases:

="+ N2
L(fy(n) = L(folm +m2)) = L(fo(m) + fo(1m2))
= E(fp(m)) U ﬁ(fp(Th))

ag, and pagp . .. pagp € Ly(m) U
ai, and pag . .. akp € L4(n2)}(by IH)
ar, and pag . ..agp € Ly(n +12)}

{w|w=uaq...
{w|w=aq...
{w|w=aq...

n="m-"n2:

L(fo(m) = L(fo(n1 - n2)) = L(fp(m) - fo(n2))
{wo | we L(f,(m)) and v € L(f,(n2))}
{wv|w=c¢y...c, suchthat pcg...cmp € Ly(m)

and v = by . ..b, such that pby ...b,p € L,(n2)}(by IH)
{u|u=ap...a, and pag...arp € L,(m - n2)}(by fusion product)
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n=mn:

L(fo(m)) = L(fp(n7)) = L{(fo(m))")
= A} UUnso £((Folm))")
= {u|u=uag...ar, and pag...arp € {p| p S P} U, -c Ly(n})} (by IH)
= {u|u=uag...ar, and pag...axp € L,(n})}

This completes the proof for (a). From (a) and the definition of L, it
follows that:

Ly(fp(m) ={r'ao...arp"| p S P and pay...awp € Ly(n)}.

Let G = {pagpa, ...app | pagpay ...arp € Ly(n)}, the set of all p-guarded
expressions in £,(n). Then, by fusion product, it follows that £,(7¢, -
fo(n)) = GJ. Thus,

Ly(n°) = 'CQ(Z(?SDP - fo(m)) = U Ly(Tpp - fo(n) = U G, = Ly(n).

pCP pCP pCP
This proves (b). [ |

From Proposition 18, according to the protocol 7, the expected observa-
tions on a state s in an epistemic model M can be computed by fy, s (7).
For example, f(,,(?p - a+7—p-b) = a. However, not every epistemic expec-
tation model can be generated by a single protocol. We will investigate this
issue in the next subsection.

3.2. Protocol models

We introduce epistemic protocol models to represent uncertainty about
protocols:

Definition 19 (Epistemic protocol model). An epistemic protocol model
As a triple (T, ~, Prot), where T' is a domain of abstract objects, ~ stands for
a set of accessibility (equivalence) relations {~;| i € I}, and Prot : T — L,
assigns to each domain object a protocol. We call a pointed epistemic protocol
model an epistemic protocol and a singleton epistemic protocol model (T is
singleton) a public protocol.

Note that public protocols are (implicitly) commonly known by all the
agents.
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Example 20. Consider the epistemic expectation model:

a 1,2 b
® ®©
p p

We cannot associate a protocol 7 to the epistemic skeleton of the above model
in such a way that fv,,5(n) = a and fv,,)(n) = b, since Vy(s) = Viu(t).
Note that taking 7"p(a + b) for n does not work. This model represents the
uncertainty of the agents about the protocol:

@ 1,2 @

-a p-b

We will now proceed towards our main result in this section, namely that
an epistemic observation state uniquely determines an epistemic protocol,
and that an epistemic protocol and an epistemic state together uniquely
determine an epistemic observation state. To show the correspondence,
we need one more semantic operation, that is a modal product operation
of an epistemic expectation model and a protocol model. It formalizes
the change in possible observations induced by a protocol. We should see
this definition as installing a new protocol, by means of novel observations,
into the epistemic expectation model, and thus completely obliterating the
current expected observations.

Definition 21 (Protocol update). Given an epistemic expectation model
My = (S, ~,V,Exp) and an epistemic protocol model A = (T, ~, Prot), we
define the product (M., @ A) = (S',~', V', Exp’) as follows:

o 5" ={(s,t) €S XT:L(fv, s (Prot(t))) # 0};

o (s,t) ~L (' t)iff s ~i 8" in Mgy and t ~; ' in A;

o V(s t) =V(s);

o Exp'((s,1)) = fups) (Prot(t)).
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We mentioned that epistemic models can be seen as special cases of
epistemic expectation models, namely with the ‘anything goes’ protocol.
Therefore, also in that case the product operation between an epistemic
model and a protocol model corresponds to the installation of a protocol.

We now illustrate the definition of protocol update by the scenarios
presented in Example 1 and Example 2 of the introduction. In the pictures
below, we assume reflexivity, symmetry, and transitivity of the accessibility
relations.

Example 22. In the scenario of Example 1, at the beginning neither Jane nor
Ann knows the basic proposition g (Kate is gay). However, one of them, Jane,
is aware of the protocol that: if Kate is gay then she will make the statement
T am musical, I like Kathleen Ferrier’s voice’ (action a); and if she is not
gay, then she will talk about something else (action b). However, Ann has no
idea whether a and b can carry such information. The scenario is modeled as
follows, where the last model is the epistemic expectation model resulting from
the update of the protocol on the first epistemic model:

7g-a+7g-b a

T 3 An b
ane, Ann
"oNO @

Jane,| Ann ® Ann = Ann Ann

ﬁg@ 9(69 ©9) g
Jane, Ann

Here, g denotes the fact that Kate is gay’, a denotes the observation of Kate
making the ‘musical statement’ and b stands for Kate saying something else.

Example 23. We now consider the scenario of Example 2. After Carl’s first
description of the night of Valentine’s day, Ben and Alice still do not know
what has happened. Now, the wink from Carl ‘installs’ the epistemic protocol
which creates uncertainty in Alice about the meaning of Ben’s later statements.
In contrast, because Ben knows Carl so well, he immediately gets the protocol
Carl is using. The modeling is as follows:
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DIy ?p ’ YJr?ﬁp N Y Ben, Alice N
TollNG 1c &
Ben, [Alice ® Alice = Alice Alice

Yo RO, @ O
S0 Ben, Alice

?7=p-Y+7p- N Y

Y6

Here, p denotes the fact that ‘Something has happened involving Mike and
Sara on Valentine’s night’, while Y’ corresponds to Carl answering affirma-
tively to Alice’s question, and ‘N’ to Carl answering negatively.

We assume that Alice’s confusion would lead her to consider the possibility
of a protocol where Carl would say “Yes” if indeed nothing has actually
happened. Because of Carl’s wink, however, Alice becomes very distrustful
towards him.

According to our definition, an epistemic protocol model acts on an epis-
temic model, thereby determining a unique epistemic expectation model.
In the rest of this section we will investigate the converse question: Can an
arbitrary epistemic expectation model be generated by updating an epis-
temic model by an epistemic protocol model? This is indeed the case, as
we will now show.

Proposition 24. Given an epistemic expectation model M = (N, Exp), there
is an epistemic model N and an epistemic protocol model A such that M <,
N'® A.

Proof. Let N/ = (5',~/,V’) be the universal ignorance model, i.e., S’ =
P(P), for each i, ~/= S"x S, and V'(p) = p C P. Given M = (S, ~,V, Exp),
let A = (S, ~, Prot) such that Prot(s) =7¢v s -Exp(s). (Remember that ¢y,
is the characteristic formula of V'(s) C P, see Definition 17.) Now we show
that M <, N’ ® A by proving that R = {(s,(p,s)) | V(s) = p} is a
bisimulation relation.

The invariance conditions are immediate. Now suppose s ~; ¢t in M,
then (p, s) ~; (V(t),t) in N’ ® A by the definition of the product. Obviously,
tR(p',t), where p' =V (t).
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Suppose (p,s) ~; (p',t). Then V(t) = p’. Therefore s ~; t and tR(p', ).
|

This result shows that every epistemic expectation model is reasonable
in the sense that it can be generated from an epistemic model by some
epistemic protocol model. However, it is more intuitive to consider the par-
ticular epistemic model A/ in M = (N, Exp), and ask if there is a protocol
model A such that N ® A <, M. For singleton protocol models, we have
a characterization result. First we need a definition.

Definition 25. An epistemic expectation model M is said to be Boolean nor-
mal if for any two worlds s,t in it, Vjy(s) = Vm(t) = L(Exp(s)) =
L(Exp(t))-

Theorem 26. Given an epistemic expectation model M = (N,Exp), M is
Boolean normal iff there exists a singleton protocol model A such that N ®
A <, M, where &, is total.

Proof. =: Let , be the Boolean characterization formula corresponding to
Vi (s). Let
=Y 7p. Exp(s).
sin N

Because of the finiteness of P and Boolean normality, 1, has a finite rep-
resentation. Let A,,, be the singleton pointed protocol model with Prot
assigning 7,4 to the single point. We can verify that N ® A4,,, <, M.

<: Suppose M is not Boolean normal, then there are s,¢ in M such
that V' (s) = V/(¢) and Exp(s) # Exp(t). Due to the normal form of protocols,
updating with a public protocol on s, ¢t will result in the same observations.
So there cannot be any single pointed protocol model to do the job. |

Not every epistemic expectation model is Boolean normal, therefore, by
Theorem 26, not every epistemic expectation model can be generated by a
public protocol on its epistemic skeleton. In fact, as demonstrated by the
following example, there are epistemic expectation models which cannot
be generated by any protocol model on its epistemic skeleton.

Example 27. Consider the following epistemic expectation model M; we will
show that M cannot be generated by any epistemic protocol on its epistemic
skeleton:
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p p -p

Suppose towards contradiction that there is a protocol model A such that
the execution of A on the epistemic skeleton of M gives an epistemic expecta-
tion model that is bisimilar to M. To compose s’ in the epistemic expectation
model, we need a state t in the protocol model such that Prot(t) allows a to
happen if p is true. Then t can be composed with the leftmost p-world above
as well, since the left world and middle world are Boolean indistinguishable.
Therefore there will be a p(a)-world in the resulting model which cannot reach
any —p-world in one step, due to the definition of ® (the leftmost state above
cannot reach any —p-world in one step).

This leads us to consider a subclass of the epistemic expectation models
given as follows.

Definition 28 (Observational saturation). An epistemic expectation model
M is said to be observationally saturated iff the following holds:

For all states v, s,t in M, for alli € I: If v ~; s and V (s) = V (t), then there
exists u in M such that v ~; u, s & w and Exp ,,(t) = Exp ,,(u).

Note that every Boolean normal epistemic expectation model M is ob-
servationally saturated: suppose w ~; s and V' (s) = V/(¢) then clearly s < s
and Exp ,,(s) = Exp ,,(t) since M is Boolean normal. Note that the model
in Example 27 is not observationally saturated: the leftmost world and the
middle world share the same valuation but different observations, however,
there is no 1-successor of the leftmost world that is (standard) bisimilar to
the leftmost world and has the same expectation as the middle world.

In the following, we show that observational saturation is a sufficient
condition for an epistemic expectation model to be generatable from its
epistemic skeleton.

Theorem 29. Given an epistemic expectation model M = (N ,Exp), if N is
observationally saturated then there is a protocol model A such that N' ®
A< M.
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Proof. Suppose N' = (S,~,V). For any s € S, let ¢ be the Boolean
characteristic formula of s. Let A = (S,~/,Prot) where Prot(s) =?¢" -
Exp,,(s) and ~= 5 x S foreach i € I.

Let R C S x Syea be the binary relation

{(w, (v,1)) [ w < v and Exp ,(w) = Exp (t)}

It is easy to see that (w, (w,w)) € R for all w € S. We need to show that R
is indeed a total observation bisimulation (see Definition 11).

To this end, suppose wR(v,t). Since Prot(t) =?¢} - Exp ,,(t) and (v, 1)
is in N’ ® A, we have N,v F V. From the definition of R, we have
Exp ,,(w) = Exp ,,(t) and w € v thus w and (v, t) should have the same val-
uation according to the definition of ®@. Moreover, it holds that Exp ,,(w) =
EXp o, 4((v, ) since Exp ,,(w) = Exp ,,(t) and Prot(t) =?¢) - Exp ,(t). Now
we only need to check the Zig-Zag conditions.

So, suppose w ~; w' in M. Since w < v there is a v’ in M such that
v ~; v and v’ £ v in M. Therefore Vy((w') = Vi (v'), thus (v',w') exists
in N ® A. Now due to the fact that the relations in A are universal, we
have (v,t) ~; (v, w'). It is clear that (v’, (v/,w’)) € R.

Suppose (v,t) ~; (V,¢') in N ® A; then v ~; v' in M and V(v') =
Vam(t'). Since w € v, there is a w’ in M such that w ~; v’ and v’ £ v’ in
M. Therefore Vy,(w') = Vy(v') = V(). Now consider w’ and ¢': since M
is observationally saturated, there is a w” in M such that w ~; w", v’ < w”
and Exp ,,(w") = Exp,,(t'). Since w” & w', we have w” < ¢'. Therefore
(w”, (v, 1)) € R.

To complete the proof, we need to show that the bisimulation is total.
It is clear that for each w: (w, (w,w)) € R. Now for any (v,t) in N ® A, we
need to show that (v, t) is linked to some world in M by R. Suppose (v, t)
exists in M then V((v) = V,(t). Note that v ~; v for any i € I since ~; is
reflexive. By observational saturation, there is a w in M such that v ~; w,
v £ w and Exp ,(w) = Exp ,(t). Therefore (w, (v,t)) € R. |

3.3. Equivalence of protocols

In the introduction, we stated that one epistemic expectation model
might be generated in different ways, even based on the same epistemic
model. For example, consider the following expectation model:
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p -p

It can be generated from its epistemic skeleton by updating with the
public protocol ?p - b+7—p - a or with the epistemic protocol model:

@ 1,2 @

b 7-p-a

Actually, on arbitrary epistemic models, the announcement of ?p-b+?-p-
a will always yield the same result as the above epistemic protocol model.
On the other hand, the announcement ?p - (a + b) gives a different update
result on the same epistemic model compared to the update with the fol-
lowing epistemic protocol:

®© ©

-a b

Such examples suggest a notion of equivalence between protocol models.

Definition 30 (Effective equivalence). Two protocol models A and B are
said to be effectively equivalent (notation: A =.; B) if for any epistemic
expectation model M : M ®@ A <, MR B.

Inspired by the idea of action emulation introduced by Van Eijck, Ruan
and Sadzik in [19] and further explored in [20], we characterize the notion
of effective equivalence by the following structural equivalence. To simplify
the notation, let £7(n) be L(f,(n)) (cf. Proposition 18).

Definition 31 (Protocol emulation). Two protocol models A = (S, Prot)
and B = (T,Prot) are said to be emulated (notation: A =~ B) if there is
a binary relation £ C S x T such that for every s € A, there existsat € B
with sEt, and for every t € B, there exists an s € A with sEt, and whenever
sEt we have that:
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e there exists p C P such that L°(Prot(t)) = L?(Prot(s)).

e if s ~; s in A then there is a set T" C T such that:

1. foranyt' € T': t ~; t';

2. forany t' e T': s'Et/;

3. for any p C P such that L?(Prot(s')) # 0 there exists t' € T" such
that L*(Prot(s')) = L*(Prot(t))

e ift ~; t' in B then there is a set S" C S such that:

1. forany s’ € S': s ~; §';

2. forany s € S': S Et';

3. for any p C P such that L?(Prot(t')) # 0 there exists s’ € S” such
that L*(Prot(s')) = L*(Prot(t))

When restricted to public protocols, it is not hard to see that n ~ nf/ «<—-
L,(n) = L4(n'). In general, we have the following result.

Theorem 32. For all finite protocol models Aand B: A=, B < A=~ B.

Proof. <: Suppose A ~ B. We need to show for any epistemic expectation
model M that: M ® A <, M ® B. We define a binary relation between
M®Aand M ® B as (w,s)R(v,t) <= w = v,sEt and Exp((w,s)) =
Exp((v,t)). Whenever (w,s) e M ® A, (w,t) € M ® B for some ¢t € . This
happens due to the fact that A ~ B, and the epistemic relations in each
model are reflexive. Thus we have that the definition of R is both sound
and total. Now we verify the condition Zig of Definition 11 (the invariance
condition is trivial by definition of R). Suppose (w,s) ~; (w’,s"), then
w ~; w in M and s ~; s’ in A. Since sE't, thereis a t’ in B such that ¢ ~; t/,
s'Et', and L°(Prot(s')) = L (Prot(t')), where py = V(w'). Clearly (v’,t') is
in M®B and Exp((w',t")) = Exp((w, s")). Thus we have that (w,t) ~; (w',t)
and (v, s')R(w’,t'). The condition Zag can be proved in a similar way.

=: Suppose A =.; B. It is clear that for a universal ignorance model M
(cf. the proof of Proposition 24), we have M ® A <, M ® B. We define a
relation £ between the state spaces of A and B as: sEt iff (w,s) <, (w,1)
for some w. We can verify that E is a protocol emulation relation. The
first (consistency) condition of protocol emulation is immediate according
to the invariance condition of observation bisimulation. Now we show the
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second one. Suppose s ~; s’ and sEt. Now consider an arbitrary p C P
such that £*(Prot(s")) # 0. Since M is a universal ignorance model, there
is a state w’ in M such that V(v') = p and (w,s) ~; (v',s"). Since sEt
then by definition of F, (w,s) &, (w,t). Thus there is a (v/,¢') in M ® B
such that (w,t) ~; (v/,t') and (v, s") <, (v/,t'); clearly w’ and v’ share the
same valuation, thus w’ = v’ since M is a universal ignorance model. It
follows that ¢ ~; t' and L (Prot(s’)) = L*(Prot(t')). Thus for all p C P such
that L7(Prot(s')) # () there is a state ¢’ with ¢t ~; ¢’ in B, such that s’ Et' and
LP(Prot(s")) = LP(Prot(t')). The third condition can be shown similarly. The
emulation relation is total, as we are considering total bisimulation here.
|

We now extend the framework of POL to provide a DEL-style logical
language that can describe the ‘installation’ or ‘change’ of protocols, to-
gether with the effect of the observations of agents, based on the current
protocol. Note that installing a protocol is different from executing a pro-
tocol: Installing a protocol gives the knowledge of the protocol before its
execution.

3.4. Epistemic Protocol Logic

In the language of epistemic protocol logic (EPL), we consider protocol
models as primitives in the language, giving a DEL-like language.

Definition 33 (Language of EPL). The formulas ¢ of EPL are given by:

o == T|pl-w|leAe|Kl|rlp| [l e

where p € P, i € I, 1 € L, and A, is an epistemic protocol with the
designated state e.

In defining the language we restrict ourselves to finite protocol models. The
models for the logic EPL are taken to be the epistemic expectation models
M = (S, ~,V,Exp). The truth definition is given as follows:

Definition 34 (Truth definition for EPL). Given an epistemic expectation model
M = (S, ~ V Exp), a state s € S, and an EPL-formula ¢, the truth condi-
tions of o at s coincide with POL for the formulas that they have in common.

The truth condition for the new formula in EPL is defined as follows:
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M, sE[lAJe < If L(fvs(Prot(e))) # 0 then M ® A, (s, e) E ¢

Recalling the meaning of the modal product operation, the expression ‘[l.A.|¢’
therefore stands for ‘after installing the new epistemic protocol A,, the for-
mula ¢ is true’. As an example, let us give the model of Example 1 from
the introduction, the epistemic expectation model induced by the epistemic
protocol (modelled on page 18, call it .A.), and the updated model accord-
ing to observation « (in the picture, visualized by |,):

a b

€
9(e Jane, Ann ~g |a g

® @ =g 9(6v @ =g
Jane, Ann Jane, Ann

a+b a+b € €

Recall the original model M:

* *
E Jane, Ann E
® O,
g -

Now we can verify for the actual state s:

M7 sk ['Ae] [a]<KJaneg A _‘KArmg): and
Ma sk ['Ae] [a]_‘KAnn<KJcmeg \% KJane_'g)-

The picture corresponding to Example 2 from the introduction is as
follows. Here, A/, is the corresponding epistemic protocol modelled on
page 18:
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Ben, Alice

bS]
(=
OF
1
S
=
®-
1
S

Alice Alice Alice

Ben, Alice
Y €

Recall the initial model N\:

Xr en, Alice E )
® - ®
p -p

Now we can verify for the actual state ¢:

N7 tE [!A;/][N](KBen_'p A _'KAlice_'p); but
Nat = [!A,e’][N]KAlice(KBenp \% KBen_'p)°

4. Incorporating factual changes

So far, we have only presented information changing actions, not fact-
changing actions: recall that £,(n) consists of guarded strings with uniform
guards only. This may not be so realistic in practice, since many actions
used in protocols also change the facts, for example, ‘turn on the light if you
see that the light is off’. Factual change can be modelled by assigning to
each action a function that changes the valuation of basic propositions (as
in [21, 22]). Let us now show how protocols based on fact-changing actions
can be incorporated in our setting. Following [21], we first introduce fact-
changing actions.

Definition 35 (Fact-changing actions). A set of fact-changing actions (fc-
actions) is a tuple (X, ) such that v : ¥ x P — Bool(P).

Intuitively, « captures the post-condition of actions: after executing action
a € X, the propositional atom p is assigned the truth value of the propo-
sition «(a,p). Thus, the new truth value of p is the truth value of (a,p)
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evaluated before executing a. Note that in this paper we restrict ¢(a, p) to
be Boolean. For example, let p be the proposition denoting ‘the door is
closed’ and let a be the action ‘slam the door’. Then slamming the door
(a) has a post-condition given by «(a,p) = T. On the other hand, toggling
the switch (b) has the post-condition modelled by «(b, ¢) = —q if ¢ expresses
that ‘the switch is on’. Clearly, non-fact-changing actions can be seen as
(X, 1), where for any a € X, (y(a) is the identity function.

For the ease of reading in proofs, we introduce factual change systems as
an alternative way of representing fact-changing actions. In the following,
p E ¢ means that the valuation represented by p, a subset of P, makes the
Boolean formula ¢ true.

Definition 36 (Factual change system). A X-factual change system (fc-sys-
tem) F is a tuple (Q),r) where Q = P(P)and r : Q x ¥ — @ is a function.

Because r is a deterministic transition function, it can be extended to the
domain of ) x 3* in such a way that (p, ag - - - a;,) is the unique state p’ C P
of the fc-system that is reachable from p C P via transitions sequentially
labelled by actions aq, . . ., a.

Intuitively, a factual change system explicitly represents the post-con-
ditions of actions that can change the facts on states. We say that a set
of fact-changing actions (X, ) is equivalent to a ¥-factual change system
(@, ) if for any a € X and any p, p’ C P the following holds:

pE N a.p) A N —tla,p) < r(p,a)=p

pep’ pEp’

As a reminder, for each p C P, we write ¢, as the abbreviation of the
characteristic formula (see Definition 17). Now we show that sets of fact-
changing actions can be seen as factual change systems and vice versa.

Proposition 37. (a) For each set of fc-actions (X, ) there is an equivalent
3-fc-system.
(b) For each X-fc-system there is an equivalent set of fc-actions (3, ¢).

Proof. (a) To define the corresponding transition function r in the factual
change system, we do the following. For every p C P and a € X, we define

r(p,a) =p'ifand onlyif p F A, t(a,p) AN,z —t(a,p).
(b) For the second part, we can define a set of fact-changing actions (X, ¢)
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by letting ¢(a,p) = V cp{¥, | p € 7(p,a)}. We need to verify the equiva-
lence condition. Suppose 7(p1,a) = po, then by the definition of 4, it is clear
that py & A, ¢(a,p). Since fc-systems are deterministic, for each p & py:
p1 & {p | p € r(p,a)}. Therefore for each p & po: p1 F =\ cp{p, | P €
r(p,a)}. Thus pr F A g, ~i(a, p).

On the other hand, if r(p1, a) = p3 # po then there is a proposition p € P
on which p, and p; do not agree. Suppose that p € p3 but p & p,. Since
t(a,p) =V ,cplep | p € r(p,a)} then py ¥ i(a,p). Thus pr # A ., t(a,p).
Similarly, we can show that if p € p, but p € p3 then p; ¥ A ., —u(a,p).
Therefore py ¥ A ¢, t(a,p) A N\,g,, 7t(a; D). |

In the sequel, we only work with fc-systems in the proofs. To interpret
observation expressions with respect to an fc-system F, we only need to
revise Definition 16 of £, as follows:

LT (a) = {pap' | p = p'in F}

To install protocols with factual change on an epistemic model, we need
to compute the state-dependent expectations according to those protocols.
However, it is not immediately clear how we can rewrite a protocol into a
normal form as in Proposition 18, where the tests only happen at the be-
ginning. To model the updates of protocols with factual change, we first
need to prove an analogue of Proposition 18. This will be Proposition 41.
To prove this proposition we need techniques for guarded automata devel-
oped in [23].

Given P, let T be the set 22°. Intuitively, X € T represents a Boolean
formula over P.

Definition 38 (Automata on guarded strings [23]). A finite automaton on
guarded strings (or a guarded automaton) over a finite set of actions 3 and
a finite set of atomic propositions P is a tuple A = (Q), X, P, qo,—, F'), where
Q is a set of states with the designated start state qy; — is a set of transitions
labelled by actions in X (action transitions) and sets X € T (test transitions);
F is the set of final states. A accepts a finite string w over ¥ U T (notation:
w € Lxyr(A)), if it accepts w as a standard finite automaton over label set
3. U T. The acceptance for guarded strings is defined based on the acceptance
of normal strings and the following transformation function G which takes a
string over 3 U T and outputs a set of guarded strings, as follows:
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G(a) = {pap"|p,p' € P}
GX) = {plpeX}
Gww') = {vpv' |vp € G(w) and pv' € G(w')}

We say that A accepts a finite guarded string v : poagpy - - - ag_1pk over 3 and
P, if v € G(w) for some string w € Lxyr(A). Let L,(A) be the language of
guarded strings accepted by A.

A guarded automaton is said to be deterministic if it satisfies the follow-
ing properties (cf. [23]):

Each state is either a state that only has outgoing action transitions
(action state) or a state that only has outgoing test transitions (test
state).

The outgoing action transitions are deterministic: for each action
state ¢ and each a € X, state ¢ has one and only one a-successor.

The outgoing test transitions are deterministic: they are labelled by
{{p} | p € P} and for each test state ¢ and each p, state ¢ has one
and only one {p}-successor. Clearly these tests p at a test state are
logically pairwise exclusive and altogether exhaustive (viewing p as
the characteristic Boolean formula ¢,, see Definition 17).

The start state ¢ is a test state and all accept states are action states.

Each cycle contains at least one action transition.

A Kleene-like theorem about the relation between guarded automata
and guarded regular expressions has been proved in [23]. Here follows a
reminder.

Theorem 39 ([23]). For each guarded regular expression n over P and X
there is a deterministic guarded automaton A over P and X such that L,(n) =
L,(A), and vice versa.

Given an fc-system F, we define a translation t* : L£,,; — Ly DY
replacing each a with > p{%p,-a-7¢, | p % p'in F}. It is not hard to see
that for each guarded expression 7: £ (1) = L,(t” (n)). From Theorem 39,
we have the following corollary.

30



Corollary 40. Given an fc-system F, for each guarded expression 1, there is
a deterministic guarded automaton A and a deterministic finite automaton A’
over the alphabet 3 U 2F such that:

L5 (n) = £,(8) = L&),

Proof. Consider ¢” (). The existence of the deterministic guarded automa-
ton A follows from Theorem 39 directly. By the definition of determinism,
L(4) is a set of guarded strings in the shape of {po}ao{p1} - - {pn_1}an_1{pn}-
Clearly

G({po}tao{pr} - {pn-1}tan1{pn}) = poaopr - pPn-1an-1pn

Now we can build the desired deterministic finite automaton A’ over the
symbol set 3 U 2F by simply replacing the transition labels {p} in A by p. B

Finally, we are ready to prove an analogue of Proposition 18: there is a
normal form of guarded regular expressions with respect to an fc-system F
in which tests only appear at the beginning. This is stated formally in the
following proposition.

Proposition 41 (Normal form with respect to F). Given an fc-system F,
every n has a normal form

77]: = Z(?Qpp : 7Tp)

pCP

for some m, € Loy, such that L7 (n) = L] (7).

Proof. From Corollary 40, for a given fc-system F and a guarded expression
n we have a deterministic automaton A over 3 U2" such that L(4) = L] (n).
Due to the construction of A, the start state has only outgoing p transitions
for each p C P, thus we can separate the automaton that corresponds to
the guarded regular expression into |2F| zones. Let ¢, be the state that is
the p-successor of the start state in A; by determinism there is only one such
state. Let A, be the e-non-deterministic automaton over X just like A, but
setting ¢, as the start state and replacing any label p C P by e. By Kleene’s
theorem, there is a regular expression 7, over X such that £(7,) = L(4,).
We claim the following:
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Claim
Ly (p-m,) ={pv|pveLy(n)}

Proof. First suppose that pagp; - - pn_1an_1pn € E;(p-wp), thenag...a,_1 €
L(A,). Therefore paop) - - p,_ an-1p, € L] (1) for some p} ... pf,. Since the
fe-system is deterministic, p) = p; for 1 < i < n. Thus pagp; - - - pn—1an_1pn €
L] (n). For the other direction, suppose that pagp: - - - pn-1an-1pn € L] (1),
then ay...a,-1 € L(A,) = L(r,). By determinism of F it is clear that

PaPL " Pr—10n—1Pn € ng(p ).

From the claim, we can generate the desired normal form for n with respect
to a given fc-system F. [

Based on Proposition 41, we can define the ‘installation’ of protocols
with fact-changing actions on epistemic expectation models, similar to Def-
inition 21. Before we proceed to the definition, note that given n” =
> ,cp(?p, - 7,), we have that f,(1”) = m, for any p C P (cf. the definition
of f, before Definition 17). Let us now see how the fact-changing actions
affect our knowledge state in this evolving world. To this end we first in-
troduce fact-changing epistemic expectation models and protocol models,
M7, and A7, given by (M.,,, F) and (A, F), where M_,,, is an epistemic

expectation model, A is a protocol model and F is a factual change system.

Definition 42 (Protocol update with factual changes). Given a fact-changing
epistemic expectation model MY, = (S,~,V,Exp, F), and a fact-changing
epistemic protocol model A = (T, ~, Prot, G), we define the product (M7, &
A9) = (8',~', V' Exp’, F') as follows:

o §' = {(5,1) € 5 x T L{fuy o (Prot?(1))) # B);

o (5,0) ~ (s 1) iff s~y 8" in Mgy and t ~; ¢/ in A;
o V(s,t) = V(s);

Exp'(5.1)) = fuyy(o(Prot® (1));

« F'=G.

where Prot?(t) is the normal form of Prot(t) with respect to G.
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Accordingly, the truth condition of the new formulas of EPL with respect
to these models is changed to the following:

MT sE[AS)e & I L(fu(Prot(e))) # 0 then M%, © A9, (s,¢) ¢

exp

MZ sE [rlp < foreachw € L(r) : (w € init(Exp(s)) implies M7,

exp)?

explws

sFE )

where M7, |, = (5',~, V', Exp’, F) with S',~ Exp’ defined as before in

M|, (cf. Definition 8) and V'(s) = r(V(s),w) where r is the (extended)
transition function in F (cf. Definition 36).

Example 43. Consider a room where a child is playing with a small plastic
seat, and Dora standing outside the room. Before Dora enters, she does not
have any idea whether the seat is in an upright position. This is modelled by
considering the epistemic model M:

Dora

® ©,

p -p

Here, p stands for ‘the seat is in an upright position’. Suppose a denotes the
action ‘pulling the seat down’ and b denotes the action ‘pulling the seat up’.
Then what the child is doing can be described by the protocol model A”:

D
@ ora @

-a ?7=p-b

Here, both a and b are fact-changing actions: (a,p) = —p, and ¢(b,p) = —p.
We note that any epistemic model is an epistemic expectation model which in
turn can be considered as a fact-changing epistemic expectation model where
L is the identity mapping in the second argument. The updated product model
will be of the form:
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Dora

®© ©

p -p

At the actual state s of the epistemic model M, we have:
M7 sk ['Aef] [a]KDom_'p

That is, after entering the room, upon observing action a, Dora will come to
know that the seat is not in an upright position.

In the following section, we describe a more detailed application of factual
change systems.

5. Application: One Hundred Prisoners and a Lightbulb

In this section we model within our framework the ‘100 prisoners and
a lightbulb’ puzzle [24, 25] from the novel perspective of the guard in the
puzzle. The following description is based on [24].

A group of 100 prisoners, all together in the prison dining
area, are told that they will be all put in isolation cells and then
will be interrogated one by one in a room containing a light
with an on/off switch. The prisoners may communicate with
one another by toggling the light-switch (and that is the only
way in which they can communicate). All the prisoners know
that the light is initially switched off. There is no fixed order of
interrogation, or fixed interval between interrogations, and at
any stage every prisoner will be interrogated again sometime in
the future. When interrogated, a prisoner can either do nothing,
or toggle the light-switch, or announce that all prisoners have
been interrogated. If that announcement is true, the prisoners
will (all) be set free, but if it is false, they will all be executed.
While still in the dining room, and before the prisoners go to
their isolation cells, can the prisoners agree on a protocol that
will set them free?
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Two protocols to solve the puzzle are as follows [24]. We move to the
perspective of n + 1 prisoners, where n > 2. (The case n = 1 is a tricky
boundary case which requires special treatment. For simplicity we leave it
out in this paper.)

Protocol 1 The n+1 prisoners appoint one amongst them as the
leader. The remaining n prisoners are the followers. All n follow-
ers turn the light on (i.e., toggle the switch) the first time they
enter the room when the light is off; on other occasions, they do
not toggle the switch. The leader turns off the light (toggles the
switch) the first n times that the light is on when he enters the
interrogation room; on other occasions, he does not toggle the
switch. After turning the light off for the nth time, the leader
announces that all prisoners have been interrogated.

Protocol 2 The leader does exactly as in Protocol 1. The follow-
ers do all they do in Protocol 1, but also do more. Each follower
counts the number of times the state of the light has changed
from off to on according to his own observation (see the expla-
nation below). If a follower has observed n such changes, he
announces that all prisoners have been interrogated.

We say that a follower observes a change of the state of light from off
to on, if the light was off in his last interrogation but the light is on in
his current interrogation. Moreover, there are also two special cases in the
counting of such changes:

1. Since initially the light is switched off, when a follower enters the
room for the first time and observes that the light is on, it counts as
an off-on change;

2. When a follower is about to toggle the light from off to on according
to the protocol, it also counts as an off-on change.

The above explanation will be made more precise in the formalization of
Protocol 2 below.

Note that the interest of Protocol 2 is that followers may indeed an-
nounce that all prisoners have been interrogated before the leader does.
However, for more than a few prisoners the likelihood of this is very low
(see [24]).
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5.1. A formalization of the puzzle

We first formalize the protocols in our framework. The leader is a pris-
oner that we name 0, and the followers are prisoners named 1, ...,n (with
n > 2). The set X5 of possible actions for the n + 1 agents/prisoners
1 =0,...,nis as follows:

name | description
t; i toggles

a; 1 announces
e; 1 enters

T 1 exits

The set P p of relevant atomic propositions is as follows:

name | description

l light is on

fin protocol terminates

qi i has toggled the switch

m; the light was on, last time when i left the room (where i # 0)
pg 0 has toggled the light for at least j times (where 0 < j < n)
! i has counted off-on changes for at least j times (where i # 0)

The post-conditions are given by the following table (where the remaining
post-conditions are the identity).

(1) uag fin) = T i>0
(2) u(xyy,my) = 1 i>0
3) tiw) =T i>0
4) ot 1) = -l i>0
5) Wiopl) = BV @AY j >0
©) denp) = PVEA(mADV (cGA-D)  i>0

Post-condition (2) expresses that when i leaves the room he memorizes
the situation of the light; post-condition (5) allows leader 0 to count the
number of times that he toggled the switch; post-condition (6) lets i count
the number of off-on changes. By Proposition 37, the above fact-changing
actions (X, p,t¢) can be turned into an equivalent factual change system
Frp-

We are now ready to express the protocols in our protocol language.
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Protocol 1 1 = (7—fin - X7 (e; - 6; - x;))*, where:

o Oy =71ty (Tp} - ap+7py)+7-l

o 0, =7l NA=q) - ti+1(=l A —g;) i>0
Protocol 2 1, = (7—fin - X (e; - 0} - x;))*, where:

o ) =16

o Ol :="7pl - a;+7-pl- 0, i>0

It is not hard to see that the formulas 6, are almost the literal transla-
tions of the specifications of Protocol 1. For i > 0, ¢; only adds the extra
announcement action based on 6;. Note that 6,, ¢ are deterministic in the
sense that there is always a unique way to proceed, due to the mutually
exclusive preconditions of the actions.

5.2. Some example runs of the protocols

The initial situation can be represented as a singleton expectation model
M, s with the universal protocol ¥} ; and the valuation assigning T only
to p? for all ¢ > 0.

Example 44. Assume that there is a set of three prisoners {0, 1,2} and that
the sequence of interrogations is 1020. We show an execution of Protocol 1
(formalized as n;) on M. Note that the followers do not need to count in
Protocol 1, thus we omit all the p{, m; for i > 0:

I fin @0 @1 @ D) Py P}

M L L L 1L 1L T L L
eq L 1 1L 1 L T 1L 1L
tioxpoeo T L 1L T L T 1 1
to-morea L L T T L T T L
tQIQGOTJ_TTTTTJ_
th L L T T T T T T

aw L T T T T T T T

In the above table, we combine several actions into a sequence if after the first
action, the valuation of the relevant propositions stays the same throughout
the whole sequence; for example, after t,, the valuation of the propositions in

37



concern is not changed by x; and e,. As the above table shows, 1 first turns
the light on, O turns the light off, 2 turns the light on again, and finally O
turns the light off and announces that everybody has been interrogated. Let
n{“% be the singleton protocol model with respect to 1, and Fpz. Now we can
verify the following:

M, sE [!nfLB](el . tl L1 €y t0>(—|<a0)T A <l’0 €9 t2 +Tg € t0><a0>T)

Formally, one needs first to convert n; with respect to F g into the correspond-
ing normal form using the guarded automata construction of Proposition 41,

and then construct the epistemic expectation model M ® 1" according to

Definition 42, and finally check the truth value of the remaining '] “?]-free
formula on this model. For details of similar;, rather involved, computations

in the setting of other examples, see [4, p.47].

Example 45. Still assuming that there are three prisoners, we now look at
the interrogation sequence 1202 under Protocol 2. In the following table, the
irrelevant propositions are omitted:

I fin @ @1 @ py p5 P5 m2 Py Py D3

M 1L 1L 1L 1 1L T L 1L 1 T 1 1
e, L L 1 1 L T 1 1 1 T L L
ttoxy T L L T L T L L L T L 1
e T L 1L T L T 1 1L 1 T T L
oo T L L T L T L L T T T 1L
tooxo L L T T L T T L T T T 1
e L L T T L T T L T TTT
w L T T T L T T L T T T T

Follower 1 turns the light on; then follower 2 finds the light on and does
not toggle the switch but counts 1; subsequently, leader O turns the light off;
and finally follower 2 finds the light off, counts to 2 since he is ready to toggle
the light, and then announces that everybody has been interrogated. Note that
in the above table, ms plays an important role. We can verify:

M, S ': [!n;LBKGl . tl L1 €3 T9o "€ t0>(—|<a0>T A <I0 . 62><CL2>T)

5.3. Correctness of the two protocols

To check the correctness of the protocols, we need to show that if some-
one makes an announcement then each of the prisoners has been interro-
gated in the room at least once. Instead of this condition, we will actually
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check a stronger one, namely: If someone, say agent i, makes an announce-
ment (q;), then all the other prisoners j # i have toggled the switch (g;).
Note that an agent can only make an announcement if he is in the room (e;
always precedes a; in 7; and 7)), thus it suffices to check ¢; for all j # i.
The correctness of Protocol 2 relies on the assumption that n > 2 ensures
that the leader has toggled the light at least once before any follower can
make the announcement. Formally, we can verify the following:

M, s E 721816 (a0) T = A\ @) A g #1[Z16] A(ad T = A\ )

j#0 i>0 i

5.4. What does the guard know?

We can verify that the guard will always know when the prisoners will
make the announcements, given that the protocol is public (recall that g is
the guard). Let p; = ((a;)) T — Ky(a;)T) A (={a;) T — K;=(a;)T). Now
the following is straightforward, since there is only one world in the model
throughout the evaluation:

M s = 72117 pleo A Ty 2117 5]\ e

>0

To confuse the guard, the prisoners may truthfully declare that they
have agreed to use one of the two protocols, without telling the guard
which one. Here we only model the uncertainty of the guard, not of the
prisoners, by the following protocol model A”%5:

® ’ ®

m T2

After updating A”%5 on M, the new model M’ = M ® Atz will have
two g-indistinguishable states (s, ) and (s, v) with different expectations
but the same valuation. For any w € 37 5, it is clear that the states in M'|,,
if such states exist, have the same valuation, since the effect of executing w
is deterministic. Therefore, the guard does not have any uncertainty about
atomic propositions in P g:

M, s ELATIE15 N\ (0 = Kgp) A (=p = Kgmp)).

pEPLB
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On the other hand, an observation may be consistent with one state
but not with the other. In particular, a sequence of actions ending by an
announcement a; may be possible on (s, v) but not possible on (s, u) since
Protocol 2 (formalized as 7,) allows more prisoners to make the announce-
ment, as was seen, for example, in the interrogation sequence 1202 in
Example 45:

M, sELATP]E 50 N e
0<i<n

The above shows that the guard cannot always predict the announce-
ments. On the other hand, he might find out which protocol the prisoners
are running through his observations. The following formula says: If a
follower does not announce that all prisoners have been interrogated in a
situation in which he could do so according to Protocol 2, then the guard
can eliminate the possibility that the prisoners are using Protocol 2 and
make correct predictions of the future announcement:

N MATR)ET - o)) = [t +25) - Big] \ ¢

0<j<n 0<i<n

Our language is very handy in verifying such complicated properties.

6. Related work

There are important differences between our work and the standard
DEL approach with action models [13]. This summarizes those differences:

e In our setting the meaning of an action is not fixed. It is given by
the expectations that come from protocols. For example, the way you
interpret a fire depends on the protocol. It can be a warning or a
welcome. There is no fixed precondition attached to the actions as in
DEL.

e The 7 in the [r] modalities in the language of POL are regular sets
of action sequences. In DEL, in contrast, arbitrary finite action se-
quences (the Kleene * operator) are not commonly considered.

e Our protocol models look like action models in DEL but instead of
preconditions we have protocols on each state, and the update with
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such a model on an expectation model computes the expectations
according to the protocols on each possible world of the expectation
model, in contrast to the precondition matching in the standard DEL
updates. Moreover, we introduce a notion of equivalence between
protocol models based on the ideas of action emulation [20].

e Protocols in our setting are syntactic objects that are part of the logical
language. In DEL, protocols are typically sets of sequences of DEL-
actions.

We now continue with a more detailed comparison between our ap-
proach and DEL. In [4, 15], Wang introduces a logical framework for the
dynamics of protocols and knowledge. In his framework, public protocols
can be installed and changed, and the knowledge of agents is updated by
matching expectations from protocols with observations. A similar update
mechanism in the context of message passing can be found in the recent
work [26] inspired by [2]. We also follow this type of ‘matching updates’
in this work, but deviate from [4, 15] by using epistemic models with ex-
plicit expectations, which we call epistemic expectation models, instead of
standard epistemic models. Moreover, we use ‘hidden protocols’ on top of
public ones.

Our epistemic expectation models may look similar to the models used
in the work by Hoshi and colleagues [5, 3], where each epistemic state
is equipped with an extensional DEL-protocol, namely a set of sequences
of pointed action models. However, in the current article, a protocol is
simply a syntactic expression based on tests and atomic actions that have
neither inner structures nor fixed meanings. By using the protocol spec-
ification language, we can separate the protocols from epistemic models,
and discuss the ‘installation’ of possibly uncertain protocol information on
the epistemic models. In particular, we can formally discuss which kinds of
expectations come from which kinds of protocols. Such a formal account
of protocols also facilitates the study of the equivalence between protocols.
We incorporate potentially iterative program-like observations, which also
distinguishes us from the single-step updates in DEL-based protocol logics
[26, 5, 3], where the iteration of updates often introduces undecidability,
as observed in [27].

In [14], Pacuit and Simon present a PDL-style logic for reasoning about
protocols under imperfect information. Their focus is on the executability
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and achievable outcomes of branching protocols under the uncertainties of
the game states. In contrast, uncertainties may have two sources in the cur-
rent paper: uncertainties about the real world and uncertainties about the
protocols. The latter kind of uncertainty creates novel issues not covered
by [14]. Executability of protocols also plays a role in our work but in a
simpler way because of the linear interpretation of protocols, compared to
the much more refined tree interpretation of protocols in [14]. Instead of
executability, we focus more on the update effects of observations based on
protocol information. In fact, the executors and the observers of the proto-
col can well be different. The protocol may be executed by external agents
which are not modeled in the framework.

7. Conclusion and future work

The information that actions carry may depend on agents’ knowledge
of protocols. In this paper we studied cases where protocols are not com-
monly known and proposed a semantics-driven logical framework for up-
dating knowledge by observations based on epistemic protocols. We have
left a complexity analysis, for example, in line of [4], for the future. Al-
though our semantics-driven logics POL and EPL are ‘dynamic epistemic’
in spirit, the usual reduction-based completeness proof for DEL-like logics
does not apply, since the dynamic operators [7] in POL cannot be elimi-
nated. Complete axiomatizations of POL and EPL demand new techniques,
pioneered in [28, 29]. We have partial results but we leave a systematic
study to a future occasion. Let us consider various other extensions of our
work.

We only used Boolean tests in the language £,,,;. A more expressive
protocol language includes epistemic tests. An example of such a proto-
col would be (?=Kp - (a +b))* - (?Kp - ¢): as long as you do not know p,
keep choosing an a or b action, until you get to know p, and then do c.
As observed in [30], knowledge-based protocols are much more involved
than fact-based protocols. Defining the interpretation and executability of
such protocols is a challenge, because checking epistemic formulas is non-
local. Also, the introduction of knowledge tests may make the satisfiability
problem of the logic undecidable. For example, the observations may eas-
ily encode iterated public announcement, which is known as a source of
undecidability in such logics [27]. On the positive side, by including more
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expressive tests we expect better matching between epistemic expectation
models and epistemic protocols (cf. Theorem 29).

Another extension is to consider less radical update mechanisms for in-
stalling new protocols. In our current approach, when installing a new
protocol, we simply ignore and overwrite the old expected observations
completely. Consider a singleton observation epistemic model with obser-
vation a + c. Now, when updating with the protocol a + b we simply replace
a + ¢ by a + b. Instead, we could integrate a + ¢ with a + b, somehow.
For example, such a ‘non-radical’ protocol update with a + b could result
in b (intersected refinement), or in (b + ¢) - (e + b) (concatenation), or in
(b+ ¢) + (a + b) (choice), and so on. See [15] for a discussion. Finally,
we could relax the assumption of public observation, for example, some
actions might not be observable to certain agents.

It would also be interesting to relax the underlying logic and to use
KD45, modeling belief, instead of S5, modeling knowledge. For example,
in the models of protocol updates for the story of Example 1 of the intro-
duction (see page 18), it would fit more naturally with the story if the link
for Ann between the alternatives in the epistemic protocol model were uni-
directional only, namely from ?g - a+7—g - b to a + b, plus a Jane-loop from
7g-a+7—g-b to itself and Jane- and Ann-loops from a+b to itself, as follows.

Jane Jane, Ann
® O,
2g-a+?-g-b a+b

This would model installing the protocol wherein Anne is unaware of
the gay interpretation.

Currently, the model on page 18 installs the possibly later observed in-
formation that Ann is uncertain whether the statement is to be interpreted
as ‘Kate is gay’ or not, but she considers the option. By contrast, in the
actual story, Jane will only interpret a as a sure sign of ‘Kate is gay’ and b
as a sign of ‘Kate is not gay’. We would rather be able to model that Jane
considers both the ‘Kate is gay’ and the ‘no double meaning’ interpretation
of a and b, corresponding to Ann’s stance in the current model, whereas
Ann only considers the ‘no double meaning’ interpretation and believes that
Jane does so too.
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The subject of hidden protocols is also interesting from the point of
view of language pragmatics. Speakers who intend to convey information
to only some of their listeners in such a way that others will not understand
what is going on, are deliberately acting against some of Grice’s maxims of
cooperative conversation [31]. Forms of indirect or uncooperative commu-
nication, such as veiled bribes and threats, have already been investigated
from the perspective of pragmatics and cognitive science, relating them also
to aspects like lack of common knowledge [32, 33, 34, 35]. Our analysis
of hidden protocols in this paper, by distinguishing between expected ob-
servations and actions, is more fine-grained than the changes in ‘standard’
dynamic epistemic logic, but could benefit from taking such Gricean aspects
into account. Thus, in addition to observational powers of the agents, also
their assertive powers may be modeled. Finally, it would be interesting to
investigate the role of the interlocutors’ goals and intentions when they ut-
ter a veiled speech act that is part of a hidden protocol (cf. [36, 37, 38, 39]).
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