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Abstract--Text classification is one of the most important task 

in natural language processing, In this research, we carried out 

several experimental research on three (3) of the most popular 

Text classification NLP classifier in Convolutional Neural 

Network (CNN), Multinomial Naive Bayes (MNB), and 

Support Vector Machine (SVN). In the presence of enough 

training data, Deep Learning CNN work best in all parameters 

for evaluation with 77% accuracy, followed by SVM with 

accuracy of 76%, and multinomial Bayes with least 

performance of 69% accuracy. CNN has the best performance 

in the presence of large enough training dataset because of the 

presence of filter/ kernels which help to indentify patterns in 

text data regardless of their position in the sentence. 

 

We repeated the training again with just one-third of our data, 

at this point SVM comes with the best performance, the 

performance of CNN noticeably drops but still better than 

Multinomial Naive Bayes, the reason why SVM works best 

when we reduce the training data was because of its ability to 

look for a hyper-plane that creates a boundary between 

different classes of data so as to properly classify them, so we 

believed that getting the hyper-plane was more efficient when 

we reduce the dataset, hence reason for the good performance. 

Multinomial Naive Bayes have the least performance which we 

attributed to its assumption of independency between the 

features which sometimes does not hold true. 

We concluded that availability of data should be an important 

factor when choosing classifier for Natural Language 

Processing Text Classification task. CNN should be use in the 

presence of enough dataset, and SVM should be use when data 

is not enough. Multinomial Naive Bayes must not be trusted 

with state of the art NLP task due to its assumption of 

independency between the features. 
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I. INTRODUCTION 

One of the most important problems in natural language 

processing is text classifications which are applicable in so 

many areas of modern technology and innovation. With text 

as one of the most common categories of data available, 

more than 80% of data are unstructured. This makes it 

difficult and challenging to comprehensively analyze them, 

hence many businesses are unable to exploit its full potential 

for business benefit [7]. The inability to exploit full potential 

of billions of unstructured data brings about the suitability 

of machine learning algorithm for training model for text 

classification and sentiment analysis in areas like web 

search[4],spam detection[5],[23],[24] topic classification[6], 

news classification, sentiment classification[7] to the 

spotlight, as machine learning algorithms can be use in 

Natural Language Processing for text classification and 

sentiment[13,14,15,16] related activities such as spam 

filtering and other use of text classification as a core 

technique for machine learning process. 

 

The aim of this research is evaluate and compare 

performances of each of the three of the most important 

classifier commonly used for state of the art natural 

language processing text classifier and sentiment analysis. 

We experimented this by implementing each of Linear 

Support Vector Machine, deep learning through 

Convolutional Neural Network (CNN), and multinomial 

variant of Bayesian classifier for text classification, after 

evaluation and comparison of the accuracy and 

performances of each classifier, we also dived into causes of 

variation and differences in their performances.  

 

For all implementations in this research, we use stack 

overflow dataset which is publicly available at: 

https://storage.googleapis.com/tensorflow-workshop-

examples/stack-overflow-data.csv dataset and can also be 

directly query from Google BigQuery platform. 

 

II. RELATED WORK 

1) Convolusional Neural Network (deep learning based) 

Artificial neural network works to mimic functionality of 

human brain, input in artificial neural network represents the 

dendrites find in human brain while the different axion 

terminals then represent output from the neural network 

[15], [16], [22], [23]. In deep learning, a typical network 

contains one or more several hidden layers called deep 

neural network (Figure 1), and it works by performing 

computation on input data fed to the network to give an 

output. 

https://storage.googleapis.com/tensorflow-workshop-examples/stack-overflow-data.csv
https://storage.googleapis.com/tensorflow-workshop-examples/stack-overflow-data.csv


 
Figure 1 Hidden Layers of Convolutional Neural Network (CNN) 

 

Convolution Neural Networks(CNNs) are complex multi-

layered artificial neural networks with the ability to detect 

complex features such as extraction of features in image and 

text in dataset. They are very efficient in computer vision 

task and so are commonly used for image segmentation, 

object detection, image classification, and text classification 

tasks [19, 20] for natural language processing. 

Convolutional neural network has convolution layer and 

pooling layer (Figure 2) as the two major layers for separate 

purposes, and while the convolution layer obtains features 

from data, pooling layer reduces sizes of the feature map 

from the data. 

 
Fig 2 Connectivity of the Pooling and Kernels in CNN 

 

During convolution, features are obtained from data, 

features that are obtained during convolution operation are 

fed to the CNN. Outputs from this convolution operation are 

the most important features and they are called feature map, 

a convolved feature, or an activation map. The output is 

computed by applying feature detector which is also known 

as kernel or filter to the input data. The next stage of the 

process is computation of the feature map by multiplication 

of the kernel and the matrix representation of the input data 

together, this process ensures that the feature map that is 

passed to the CNN is smaller but contains all essential 

features. This process is done by filter by going step by step 

process known as strides through every element in the input 

data. 

 

2) SUPPORT VECTOR MACHINE (SVM) 

Support Vector Machine (SVM) is a supervised machine 

algorithm used for both classification and regression task 

[17], [18], [21]. It works by looking for a hyper-plane 

(Figure 3) that creates a boundary between two classes of 

data so as to properly classify them, it determines the best 

decision boundary between categories, hence they can be 

applied to vector which can encode data, and so text are 

classified into vector during text classification tasks by 

SVM algorithm. 

 
Figure 3 Hyper-plane mapping region of separation 

 



Once the algorithm determined the decision boundary for 

each of the category in the dataset for which we want to 

analyze, we can proceed to obtain the representations of 

each of all the texts we want to classify in our NLP 

[9,10,11,12] and check for the side of the boundary that 

those representations fall into. 

 

Theories supporting suitability of SVM for text 

classification 

High dimensional input space: when training a classifier 

for text classification task, it is common to deal with several 

features, but the fact that SVM tries to prevent overfitting by 

using overfitting protective measure which are independent 

on the number of features in the data gives SVM the 

potential to handle feature spaces in dataset, and hence their 

suitability for tasks relating to natural language processing. 

Linearly separable properties of text categorization: 

Virtually, all of categories involved in text classification are 

linearly separable. And so, the fact that SVM works by 

finding linear separator between each of the categories in 

the textual dataset makes SVM suitable for tasks relating to 

NLP such as text classification, sentiment analysis, cyber 

troll and so on. 

 

3) Multinomial Naïve Bayes (MNB) 

Multinomial variant of Bayesian classifier is an algorithm 

commonly used for text classification related tasks and also 

problems with multiple classes [8]. In order to understand 

how Bayesian classifier works, it is important to understand 

the basic concept of Bayes theorem. 

 

Tosin Ige, and Sikiru Adewale [9],[13],[14] successfully use 

multinomial Naïve Bayes algorithm to developed a machine 

learning based model along with an automated chatbot that 

can identify and intercept bully messages in a real-time 

online chat conversation to protect potential victim with 

92% accuracy. The accuracy of their model is a big 

discovery in Natural language processing field of artificial 

intelligence and cybersecurity research due to the 

mimicking of human intelligence to protect privacy and 

security across various online platform. 

 

In Bayes theorem, the probability of an event occurring 

based on the prior knowledge of conditions related to an 

event is calculated based on the formula: 

P(A|B) = P(A) * P(B|A)/P(B) 

Where we are calculating the probability of class A when 

predictor B is already provided. 

P(B) = prior probability of B 

P(A) = prior probability of class A 

P(B|A) = occurrence of predictor B given class A 

probability 

Base on the principle of this calculation, we can automate 

the computation of tags in text and categorize them. 

 

III. RESEARCH METHODOLOGY 

 

1) Dataset:  For each of the implementations in this 

research, we use stack Overflow questions and tags dataset 

which is publicly available at: 

https://storage.googleapis.com/tensorflow-workshop-

examples/stack-overflow-data.csv and can also be query 

from Google BigQuery platform. The dataset contains two 

main column, the first column contains the question for all 

non-deleted Stack Overflow questions in the database while 

the second column is Tag which contains the tags on each of 

these questions. 

2) Pre-processing and Feature Engineering: Since our 

dataset is a collection of several posts and tags from 

stackover flow dataset, it is imperative to clean the data of 

several unwanted characters. This necessitated the need for 

pre-procesing and feature engineering before we could 

actually use the data. As part of the pre-processing step, we 

removed unwanted characters from text, remove 

punctuation mark, stopwords, search for and decoding 

HTML, and so on, and then we finally split the dataset into 

training and validation dataset as part of our final data pre-

processing steps. 

After pre-processing followed feature engineering during 

which we converted each of the text to matrix of token 

count by CountVectorizer. The count matrix is further 

converted to a normalized tf-idf representation also known 

as tf-idf transformer. Haven completed both pre-processing 

and feature engineering process, we then proceeded to 

training our model on SVM, Multinomial, and CNN 

classifiers. 

3) IMPLEMENTATION  

We use pipeline available which serves as a compound 

classifier in scikit-learn, each unique words was assigned an 

indices while we used tokenizer to count. Parameter for 

number of words was passed to the tokenizer so as to ensure 

that our vocabulary is limited to only top words. Haven 

done this, we were able to use our tokenizer along with 

texts_to_matrix method to create proper training data that 

could be passed to the model. After feeding our model with 

one hot encoded vector, and the transformation of features 

and labels to a format such that it could be read by keras 

deep learning python library. We trained the model by 

passing training data and labels, batch size and epochs to the 

fit() method. As for the SVM implementation, we 

useCountVectorizer() method, TfidfTransformer() method, 

https://storage.googleapis.com/tensorflow-workshop-examples/stack-overflow-data.csv
https://storage.googleapis.com/tensorflow-workshop-examples/stack-overflow-data.csv


after which we called SGDClassifier with the following 

configuration argument, 

loss='hinge', 

 penalty='l2', 

alpha=1e-3, 

 random_state=42, 

 max_iter=5,  

tol=None 

 

IV. RESULT AND DISCUSSION 

In order to have perfect idea on the performances of each of 

classifier on Natural Language Processing text classification 

task, we used average precision score, average recall score, 

average F1-Score, and average accuracy as our evaluation 

parameters for comparison; we also observed some notable 

differences in training time for each of the classifier. We got 

different performances and result for each of the 

experimental implementation. Our first attention was drawn 

to the performance of Multinomial Naïve Bayes (Table 1) as 

it has the worst performance for each of the evaluation 

criteria among the three (3). In order to investigate this we, 

we used another dataset with few data to train the model, it 

was at this stage that we got a better result. This clearly 

proof to us that Multinomial variants of Bayesian classifier 

is good for small dataset, the reason for this is not far fetch, 

since multinomial naïve Bayes assume independency 

between features in the dataset, as the data gets bigger, the 

assumption of independency tends not to be true for some of 

the features in the dataset, hence the drop in performances 

with large dataset. 

Table I: Metric Scores from Different Evaluation Criteria 

 

Classifier 

Average 

Precision 

Average 

Recall 

Average 

F1-Score 

Average 

Accuracy 

Multinomial Naïve Bayes (MNB) 0.72 0.69 0.68 0.69 

Support Vector Machine (SVM) 0.77 0.77 0.76 0.76 

Deep Learning (CNN) 0.78 0.76 0.77 0.77 

 

As for Support Vector Machine (SVM) classifier whose 

performance is in-between that of Multinomial and CNN 

classifier (Figure 4). SVM works better than Multinomial 

for two reasons, the first reason is because it is not based on 

any independence assumption among the features, the 

second reason is because of its ability to look for a 

hyperplane that creates a boundary between two classes of 

data so as to properly classify them, as this enables it to 

determine the best decision boundary between the 

categories. Although, SVM works better than Multinomial 

Naïve Bayes for Natural Language Processing text 

classification tasks, it is also not suitable for a very large 

dataset due to complexity in training.  

 
Figure 4 Comparing performances of CNN, SVM, and Multinomial across different evaluation metrics 

 

For each of all the evaluation parameters for our 

experimental implementation, Convolutional Neural 

Network (CNN) has the best overall performance, with 

average precision (78%), average recall (76%), average F1-

Score (76%), average accuracy (77%). We believed that 

deep learning convolutional neural network work best 

among the three (3) for natural language processing text 

classification task because it contains filter/ kernels which 

can help to identify patterns in text data, also the fact that 

these filters are translational invariant means that they can 

detect patterns regardless of their position in the sentence. 

Here, the convolutional architecture is able to identify -gram 

that could be use for prediction with the need to pre-specify 

any embedding vector for ngram. 

 

V. CONCLUSION 



 

In this research, we confirmed that of the three (3) of the 

most popular classifier for NLP text classification task, 

Convolutional Neural Network work best and even with all 

parameters for metric evaluation when we have enough 

training dataset, CNN is good for text classification in the 

presence of enough data because due to the presence of 

filter/ kernels which help to indentify patterns in text data 

regardless of their position in the sentence. 

 In the absence of enough training data, Support Vector 

Machine (SVM) works best which we believed to be due to 

its ability to look for a hyperplane that creates a boundary 

between different classes of data so as to properly classify 

them. Multinomial Naive Bayes works based on 

independent assumption between features which are 

sometimes not valid in real data, we believe this is the 

reason for its least performance among the three, and we 

believed that Multinomial Bayes classifiers must not be 

trusted for state of the Natural Language Processing (NLP) 

text classification task. 
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