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Combining Algebraizable Logics

A. JÁNOSSY,Á. KURUCZ, andÁ. E. EIBEN

Abstract The general methodology of “algebraizing” logics is used here for
combining different logics. The combination of logics is represented as taking
the colimit of the constituent logics in the category of algebraizable logics. The
cocompleteness of this category as well as its isomorphism to the corresponding
category of certain first-order theories are proved.

1 Introduction In this paper we translate the “combining logics” problem to the
problem of “combining” certain theories of usual first-order logic. We prove that the
category of a special class of logics, calledalgebraizable logical systems (see Defi-
nition 2.1 below), is isomorphic to the category of the corresponding first-order the-
ories. We also show that these categories are cocomplete. Some directions in which
the approach chosen can perhaps be generalized are pointed out in the last section.

2 Preliminaries As a set theoretic framework we presume any set theory which is
suitable for the foundation of category theory. For basic category theoretical notions
such as category, object, morphism, small diagram, cocone, coproduct, colimit, co-
equalizer, etc., we follow the usage of MacLane [8].

Our terminology follows the usual standards concerning classical first-order
logic and basics of universal algebra. For notions not defined but used here, see
Monk [9], and Burris and Sankappanavar [6].

ω denotes the set of natural numbers. Analgebraic similarity type is a function
t mapping some nonempty set intoω. An element f of the domaindom(t) of t with
t( f ) = k is called ak-ary function symbol of type t. t-type algebras are structures
(in the usual sense) of the algebraic similarity typet. Throughout the paper we fix
an infinite setX = {x0, x1, x2, . . .} of variables.x, y will always denote one of these
variables. The setsTrmt of t-type terms, andFmlat of t-type (first-order)formulas,
having variables fromX, are defined as usual. Ak-ary term is a term containing at
mostk-many distinct variables.τ(xi1, . . . , xik ) denotes that the variables occurring in
τ are amongxi1, . . . , xik . Substitutions are functionsσ : X → Trmt as usual, which
extend to maps from terms to terms the natural way. For any substitutionσ and term
τ(xi1, . . . , xik ), σ(τ) will also be denoted byτ(xi1/σ(xi1), . . . , xik/σ(xik )). A binary
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term�(x, y) will also be written asx�y. Trmt denotes thet-type world-algebra (ab-
solutely free algebra) generated by setX.

We will use symbol “|=” for both validity (in models) and (semantical) conse-
quence relation of standard first-order logic. For any set� ⊆ Fmlat,

Modt(�) =def {A : A is a t-type algebra and(∀ϕ ∈ �) A |= ϕ}.

A t-type quasi-equation is at-type formula of form(τ1 = τ′
1 ∧ · · · ∧ τk = τ′

k → τ0 =
τ′

0), whereτ0, τ
′
0, . . . , τk, τ

′
k ∈ Trmt. A t-type quasi-variety is a classK of t-type alge-

bras such thatK = Modt(�) for some set� of t-type quasi-equations. For any class
K of t-type algebras,Qvar(K) denotes thegenerated quasi-variety i.e., the smallest
quasi-variety includingK.

Algebraizable logical systems defined below are the same as “algebraizable de-
ductive systems” of Blok and Pigozzi [4], or “algebraizable 1-deductive systems” of
Blok and Pigozzi [5], or the semantical consequence relation of “consequence com-
pact strongly nice general logics” of Andréka et al. [2].

Definition 2.1 A pairL = 〈Cn(L ), �≈L〉 is called analgebraizable logical system
iff Cn(L ) is an algebraic similarity type and�≈L is a binary relation between sets
of Cn(L )-type terms andCn(L )-type terms, satisfying conditions (1–6) below. Ele-
ments of the domain ofCn(L ) are called thelogical connectives of L . The elements
of set X (of variables) are called in this contextatomic formulas (or propositional
variables) of L . Similarly, if ϕ is a (k-ary) term of typeCn(L ) thenϕ is also called a
(k-ary)formula of L , and the setTrmCn(L ) is also called asFm(L ) when it is regarded
as theset of all formulas of L . �≈L is called theconsequence relation of L .

1. (∀ϕ ∈ Fm(L ))(∀� ⊆ Fm(L ))ϕ ∈ � ⇒ ��≈Lϕ.

2. (∀ϕ ∈ Fm(L ))(∀�,� ⊆ Fm(L ))� ⊆ � and��≈Lϕ ⇒ ��≈Lϕ.

3. (∀ϕ ∈ Fm(L ))(∀�,� ⊆ Fm(L ))� �≈L ϕ and(∀ψ ∈ �)��≈Lψ ⇒ ��≈Lϕ.

4. (∀ϕ ∈ Fm(L ))(∀� ⊆ Fm(L ))� �≈L ϕ ⇒ (∃ finite �′ ⊆ �)�′ �≈Lϕ.

5. (∀ϕ ∈ Fm(L ))(∀� ⊆ Fm(L ))(∀ substitutionσ)��≈Lϕ ⇒
{σ(ψ) : ψ ∈ �}�≈Lσ(ϕ).

6. There are somem, n ∈ ω, unary formulasε0, . . . , εm−1 andδ0, . . . , δm−1, and
binary formulas�0 . . . ,�n−1 of L such that properties (a–e) below hold for
anyϕ, ϕ1, . . . , ϕk, ψ,ψ1, . . . , ψk, χ ∈ Fm(L ), andfor any i < n:

(a) �≈Lϕ�iϕ,

(b) {ϕ� jψ : j < n}�≈Lψ�iϕ,

(c) {ϕ� jψ,ψ� jχ : j < n}�≈Lϕ�iχ,

(d) (∀ k-ary c ∈ dom(Cn(L ))),

{ϕ1� jψ1, . . . , ϕk� jψk : j < n}�≈L c(ϕ1, . . . , ϕk)�ic(ψ1, . . . , ψk),

(e) (∀s < m){ϕ}�≈Lεs(ϕ)�iδs(ϕ) and
{εs(ϕ)� jδs(ϕ) : s < m, j < n}�≈Lϕ.

A sequence〈ε0, . . . , εm−1, δ0, . . . , δm−1,�0, . . . ,�n−1〉 satisfying (6)(a–e) is
called analgebraizator for L .
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Some simple examples of algebraizable logical systems are inconsistent logics
(where��≈Lϕ holds for any�, ϕ), and usual propositional logic (with algebraiza-
tor ε0(ϕ) = (ϕ → ϕ), δ0(ϕ) = ϕ andϕ�0ψ = (ϕ ↔ ψ)). Other examples (also for
nonalgebraizable logical systems) can be found, e.g., in [4], [2], Andréka et al. [3],
and Ńemeti and Andŕeka [12].

Notation 2.2 For any�,� ⊆ Fm(L ), if � �= ∅ then

��≈L� ⇐⇒def (∀ψ ∈ �) ��≈Lψ.

We shall use 〈ε̄, δ̄, �̄〉 as an abbreviation for〈ε0, . . . , εm−1, δ0, . . . , δm−1,
�0, . . . ,�n−1〉. Similarly, e.g.ε̄(ϕ)�̄δ̄(ψ) abbreviates the set{εi(ϕ)� jδi(ψ) : i <

m, j < n} of formulas. Or, on the first-order logic side, we write e.g.ε̄(x) = δ̄(x) →
ε̄(y) = δ̄(y) instead of the set

{
∧

i<m

εi(x) = δi(x) → ε j(y) = δ j(y) : j < m}

of quasi-equations. Related abbreviations will also be used without further explana-
tion.

Definition 2.3 Let L be an algebraizable logical system and let〈ε̄, δ̄, �̄〉 be an al-
gebraizator forL . For any� ∪ {ϕ,ψ} ⊆ Fm(L ), let

ϕ ≡� ψ ⇐⇒def ��≈Lϕ�̄ψ.

Then, by (6)(a–d) of Definition 2.1,≡� is a congruence relation onTrmCn(L ). Let

Alg(L ) =def Qvar({TrmCn(L )/≡� : � ⊆ Fm(L )}).
That is,Alg(L ) is a class of algebras (set of sentences) of typeCn(L ). The definition
of Alg(L ) does not depend on the choice of the algebraizator〈ε̄, δ̄, �̄〉 as the follow-
ing proposition shows.

Proposition 2.4 (cf. [4], Theorem 2.15) Let L be an algebraizable logical system
and let both 〈ε̄, δ̄, �̄〉 and 〈ε̄′, δ̄′, �̄′〉 be algebraizators for L . Then for any formulas
ϕ,ψ of L ,

ϕ�̄ψ �≈Lϕ�̄′ψ and ϕ�̄′ψ �≈Lϕ�̄ψ.

Thus, for any algebraizable logical systemL there is a uniquely determined quasi-
varietyAlg(L ). In the other direction, there are different algebraizable logical sys-
tems with the same “corresponding” quasi-variety, see e.g. [4], Chapter 5.2.4 for an
example.

The following “back and forth” theorem establishes the basic connection be-
tween a logicL and its algebraic (i.e., usual first-order) “translation”Alg(L ).

Theorem 2.5 (cf. [4] Thms.2.4, 4.7, 4.10 and [2] Thm.3.2.1) Let L be an alge-
braizable logical system, and let 〈ε̄, δ̄, �̄〉 be an algebraizator for L . Then

1. for any formulas ϕ0, ϕ1, . . . , ϕk of L ,

{ϕ1, . . . , ϕk}�≈Lϕ0 ⇐⇒ Alg(L ) |=
∧

1≤s≤k

ε̄(ϕs) = δ̄(ϕs) → ε̄(ϕ0) = δ̄(ϕ0);
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2. for any formulas τ0, τ1, . . . , τk, τ
′
0, τ

′
1, . . . , τ

′
k of L ,

Alg(L ) |= τ1 = τ′
1 ∧ · · · ∧ τk = τ′

k → τ0 = τ′
0 ⇐⇒

{τ1�̄τ′
1, . . . , τk�̄τ′

k}�≈Lτ0�̄τ′
0.

3 The category of algebraizable logical systems

Definition 3.1

1. LetL1, L2 be algebraizable logical systems. A functionI : dom(Cn(L1)) →
Fm(L2) is called alogic-translation of L1 into L2 iff for any k-ary connective
c ∈ dom(Cn(L1)), I(c) is a k-ary formula ofL2. A logic-translation always
induces a function̂I : Fm(L1) → Fm(L2) in the following natural way:

(a) for any propositional variablex, Î(x) =def x;

(b) if c is ak-ary connective andϕ0, . . . , ϕk−1 are formulas ofL1 then

Î(c(ϕ0, . . . , ϕk−1)) =def I(c)(x0/ Î(ϕ0), . . . , xk−1/ Î(ϕk−1)).

Î can be extended to any set� of formulas ofL1 by taking Î(�) =def { Î(ϕ) :
ϕ ∈ �}.

2. A logic-translationI is called an(L1,L2)-interpretation iff

(a) for any� ∪ {ϕ} ⊆ Fm(L1),

��≈L1ϕ =⇒ Î(�)�≈L2 Î(ϕ);

(b) if 〈ε̄, δ̄, �̄〉 is an algebraizator forL1 then〈 Î(ε̄), Î(δ̄), Î(�̄)〉 is an alge-
braizator forL2.

3. We define an equivalence relation on(L1,L2)-interpretations as follows.

I ∼ J ⇐⇒def (∀ϕ ∈ Fm(L1)) �≈L2 Î(ϕ)�̄2 Ĵ(ϕ).

(Here〈ε̄2, δ̄2, �̄2〉 is an arbitrary algebraizator forL2. By Proposition 2.4 and
Definition 2.1.3, the definition of∼ does not depend on the choice of the alge-
braizator.) Let [I] denote the∼-equivalence class ofI.

4. For any algebraizable logical systemL , let idL be the logic-translation ofL
into L defined byidL (c) =def c(x0, . . . , xk−1), for eachk-ary connectivec ∈
dom(Cn(L )).

Lemma 3.2

1. Let L1,L2,L3 be algebraizable logical systems, let I, I ′ be (L1,L2)-interpre-
tations and let J, J ′ be (L2,L3)-interpretations such that I ∼ I ′ and J ∼ J ′

hold. Then Ĵ ◦ I and Ĵ ′ ◦ I ′ are (L1,L3)-interpretations, and Ĵ ◦ I ∼ Ĵ ′ ◦ I ′

(where ◦ is the usual composition of functions).

2. For any algebraizable logical system L , idL is an (L,L )-interpretation and
for any (L,L ′)-interpretation I, Î ◦ idL ∼ I ∼ ˆidL ′ ◦ I.
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Proof: Since( Ĵ ◦ I)ˆ = Ĵ ◦ Î, it is easy to check that̂J ◦ I is an(L1,L3)-interpre-
tation. To prove (1), let〈ε̄i, δ̄i, �̄i〉 be an algebraizator forLi (i=1,2,3), and letϕ be
an arbitrary formula ofL1. Then, by I ∼ I ′,

�≈L2 Î(ϕ)�̄2 Î ′(ϕ) =⇒ (J is an interpretation)

�≈L3 Ĵ( Î(ϕ)�̄2 Î ′(ϕ)) ⇐⇒
�≈L3( Ĵ ◦ Î)(ϕ) Ĵ(�̄2)( Ĵ ◦ Î ′)(ϕ) =⇒ (Proposition 2.4 and Definition 2.1.3)

�≈L3( Ĵ ◦ Î)(ϕ)�̄3( Ĵ ◦ Î ′)(ϕ).

On the other hand, byJ ∼ J ′,

�≈L3 Ĵ( Î ′(ϕ))�̄3 Ĵ ′( Î ′(ϕ)) ⇐⇒ �≈L3( Ĵ ◦ Î ′)(ϕ)�̄3( Ĵ ′ ◦ Î ′)(ϕ).

Thus, by Definition 2.1.3 and 2.1.6c,�≈L3( Ĵ ◦ Î)(ϕ)�̄3( Ĵ ′ ◦ Î ′)(ϕ) follows.
The proof of (2) is obvious. �

Definition 3.3 Thecategory ALOG of algebraizable logical systems is defined as
follows.

ObjALOG =def {L : L is an algebraizable logical system}
MorALOG(L1,L2) =def {[ I] : I is an(L1,L2)-interpretation},

for anyL1,L2 ∈ ObjALOG

I DL =def [idL ], for anyL ∈ ObjALOG

[ J][ I] =def [ Ĵ ◦ I], for anyL1,L2,L3 ∈ ObjALOG,

[ I] ∈ MorALOG(L1,L2), [ J] ∈ MorALOG(L2,L3).

Then, by Lemma 3.2,ALOG is indeed a category.

Now we proceed with making preparations to formulate the “algebraic” counterpart
of categoryALOG.

Definition 3.4

1. Let t be an algebraic similarity type and letK be at-type quasi-variety. Let
ε0, . . . , εm−1, δ0, . . . , δm−1 be unary and�0 . . . ,�n−1 be binaryt-type terms
for somem, n ∈ ω. Then〈ε̄, δ̄, �̄〉 is called adeductivizator of K iff

K |= ε̄(x�̄y) = δ̄(x�̄y) ↔ x = y

holds.
2. We define an equivalence relation on deductivizators ofK as follows:

〈ε̄, δ̄, �̄〉 �K 〈ε̄′, δ̄′, �̄′〉 ⇐⇒def K |= ε̄(x) = δ̄(x) ↔ ε̄′(x) = δ̄′(x).

Let [ε̄, δ̄, �̄]K denote the�K-equivalence class of〈ε̄, δ̄, �̄〉.
Proposition 3.5 Let L be an algebraizable logical system and let 〈ε̄, δ̄, �̄〉,
〈ε̄′, δ̄′, �̄′〉 be two algebraizators for L . Then

1. 〈ε̄, δ̄, �̄〉 and 〈ε̄′, δ̄′, �̄′〉 are both deductivizators of Alg(L );
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2. (cf. [4], Theorem 2.15)
〈ε̄, δ̄, �̄〉 �Alg(L ) 〈ε̄′, δ̄′, �̄′〉.

Proof:

1. By Definition 2.1.6e,

x�̄y �≈L ε̄(x�̄y)�̄δ̄(x�̄y) and ε̄(x�̄y)�̄δ̄(x�̄y)�≈L x�̄y.

Thus, by Theorem 2.5.2,Alg(L ) |= ε̄(x�̄y) = δ̄(x�̄y) ↔ x = y.

2. By Definition 2.1.2 and 2.1.6e,

ε̄(x)�̄δ̄(x)�≈L ε̄′(x)�̄′δ̄′(x) and ε̄′(x)�̄′δ̄′(x)�≈L ε̄(x)�̄δ̄(x).

Thus, by Definition 2.1.3 and Proposition 2.4,

ε̄(x)�̄δ̄(x)�≈L ε̄′(x)�̄δ̄′(x) and ε̄′(x)�̄δ̄′(x)�≈L ε̄(x)�̄δ̄(x).

Therefore, by Theorem 2.5.2,Alg(L ) |= ε̄(x) = δ̄(x) ↔ ε̄′(x) = δ̄′(x). �

�
Definition 3.6 Let t1, t2 be algebraic similarity types. A functionı : dom(t1) →
Trmt2 is called aterm-translation of t1 into t2 iff for any k-aryt1-type function symbol
f , ı( f ) is a k-ary term of typet2. A term-translation always induces a functionı̂ :
Trmt1 → Trmt2 and a functioñı : Fmlat1 → Fmlat2 as follows:

• for any variablex ∈ X, ı̂(x) =def x;
• if f is ak-ary function symbol of typet1 andτ0, . . . , τk−1 ∈ Trmt1 then

ı̂( f (τ0, . . . , τk−1)) =def ı( f )(x0/ı̂(τ0), . . . , xk−1/ı̂(τk−1));
• for anyτ0, τ1 ∈ Trmt1, ı̃(τ0 = τ1) =def (ı̂(τ0) = ı̂(τ1));
• for anyϕ,ψ ∈ Fmlat1,

ı̃(¬ϕ) =def ¬ı̃(ϕ), ı̃(ϕ ∨ ψ) =def ı̃(ϕ) ∨ ı̃(ψ), ı̃(∃xϕ) =def ∃x ı̃(ϕ).

Similarly, the functionŝı andı̃ can be extended to sets of terms and formulas, respec-
tively, by stipulating that for̄τ ⊆ Trmt1, ı̂(τ̄) =def {ı̂(τ) : τ ∈ τ̄}, and for� ⊆ Fmlat1,
ı̃(�) =def {ı̃(ϕ) : ϕ ∈ �}.
Remark 3.7 A logic-translationI of some logic〈Cn(L1), �≈L1〉 into some logic
〈Cn(L2), �≈L2〉 is in fact a term-translation of similarity typeCn(L1) into Cn(L2).
Moreover, since formulas ofLi (i = 1,2) can be considered asCn(Li)-type terms,
the functionÎ induced byI as a logic-translation is the same asÎ induced byI as a
term-translation.

Lemma 3.8 If ı is a term-translation of t1 into t2 then for any � ∪ {ϕ} ⊆ Fmlat1,

� |= ϕ =⇒ ı̃(�) |= ı̃(ϕ).

Proof: It is easy to check thatı̃ “preserves” the axioms and rules of any calculus for
first-order logic. �
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Definition 3.9

1. Forn = 1,2, let tn be an algebraic similarity type, letKn be atn-type quasi-
variety and let〈ε̄n, δ̄n, �̄n〉 be a deductivizator ofKn. Let

An =def 〈tn,Kn, [ε̄n, δ̄n, �̄n]Kn〉(n = 1,2).

A term-translationı from t1 into t2 is called an(A1, A2)-interpretation iff

(a) for anyϕ ∈ Fmlat1, K1 |= ϕ =⇒ K2 |= ı̃(ϕ);

(b) 〈ı̂(ε̄1), ı̂(δ̄1), ı̂(�̄1)〉 �K2 〈ε̄2, δ̄2, �̄2〉.
Wenote that this definition is sensible because, by (1a),〈ı̂(ε̄1), ı̂(δ̄1), ı̂(�̄1)〉 is
adeductivizator ofK2.

2. We define an equivalence relation on(A1, A2)-interpretations as follows:

ı ≈  ⇐⇒def for anyτ ∈ Trmt1, K2 |= ı̂(τ) = ̂(τ).

Let [[ı]] denote the≈-equivalence class ofı.
3. LetA =def 〈t,K, [ε̄, δ̄, �̄]K〉 as above. LetidA be the term-translation oft into

t defined byidA ( f ) =def f (x0, . . . , xk−1), for eachk-ary function symbolf ∈
dom(t).

Wenote that the functioñı induced by an(A1, A2)-interpretation is a special case of
the well-investigated notion of “interpretation between first-order theories,” cf. [9],
Andréka et al. [1], van Benthem and Pearce [13], Gergely [7], and Németi [10]
and [11].

The following lemma is an easy consequence of basic properties of equational
logic.

Lemma 3.10

1. Let ı, ı ′ be (A1, A2)-interpretations and let , ′ be (A2, A3)-interpretations
such that ı ≈ ı ′ and  ≈ ′ hold. Then ̂ ◦ ı and ̂′ ◦ ı ′ are (A1, A3)-interpreta-
tions, and ̂ ◦ ı ≈ ̂′ ◦ ı ′.

2. idA is an (A , A )-interpretation, and for any (A , A ′)-interpretation ı, ı̂ ◦ idA ≈
ı ≈ ˆidA ′ ◦ ı.

Definition 3.11 Thecategory QVAR of logic-generated quasi-varieties is defined
as follows.

ObjQVAR =def {A : A = 〈t,K, [ε̄, δ̄, �̄]K〉, t is an algebraic

similarity type,K is a t-type quasi-variety, and

〈ε̄, δ̄, �̄〉 is a deductivizator ofK}
MorQVAR(A1, A2) =def {[[ ı]] : ı is an(A1, A2)-interpretation},

for anyA1, A2 ∈ ObjQVAR

I DA =def [[ idA ]] , for anyA ∈ ObjQVAR

[[]][[ ı]] =def [[ ̂ ◦ ı]] , for anyA1, A2, A3 ∈ ObjQVAR,

[[ ı]] ∈ MorQVAR(A1, A2), [[]] ∈ MorQVAR(A2, A3).

Then, by Lemma 3.10,QVAR is indeed a category.
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4 Isomorphism

Theorem 4.1 ALOG and QVAR are isomorphic categories.

Proof: To prove the theorem, we define functorsF1 : ALOG → QVAR and F2 :
QVAR → ALOG, and prove that (1–4) below hold.

1. for anyL ∈ ObjALOG, F2(F1(L )) = L ;
2. for anyA ∈ ObjQVAR, F1(F2(A )) = A ;
3. for anyL1,L2 ∈ ObjALOG, [ I] ∈ MorALOG(L1,L2), F2(F1([ I])) = [ I];
4. for anyA1, A2 ∈ ObjQVAR, [[ ı]] ∈ MorQVAR(A1, A2), F1(F2([[ ı]] )) = [[ ı]].

Step 1. The definition of functorsF1, F2 on objects.
First, letL be an algebraizable logical system and let〈ε̄, δ̄, �̄〉 be an algebraiza-

tor for L . Then let

F1(L ) =def 〈Cn(L ),Alg(L ), [ε̄, δ̄, �̄]Alg(L )〉.
Note that this definition is sensible by Proposition 3.5.

Second, to define functorF2, let A ∈ ObjQVAR, A = 〈t,K, [ε̄, δ̄, �̄]K〉. Then

F2(A ) =def 〈t, �≈F2(A )〉,
where for any� ∪ {ϕ} ⊆ Trmt,

��≈F2(A )ϕ ⇐⇒def there is some finite�′ ⊆ � such that

K |=
∧

ψ∈�′
ε̄(ψ) = δ̄(ψ) → ε̄(ϕ) = δ̄(ϕ).

By Definition 3.4.2, this definition is independent from the choice of representative
〈ε̄, δ̄, �̄〉 from the class [̄ε, δ̄, �̄]K.

Weshow thatF2(A ) is an algebraizable logical system, and

〈ε̄, δ̄, �̄〉 is an algebraizator forF2(A ). (1)

Indeed, conditions (1–5) of Definition 2.1 hold forF2(A ) by some basic properties
of first-order logic. Since〈ε̄, δ̄, �̄〉 is a deductivizator ofK, condition (6) of Defini-
tion 2.1 holds forF2(A ) and〈ε̄, δ̄, �̄〉 because of basic properties of equational logic.

Step 2. The proofs of statements (1–2).
For (1): We show that for any algebraizable logical systemL = 〈Cn(L ), �≈L 〉,

F2(F1(L )) = L holds. Let〈ε̄, δ̄, �̄〉 be an algebraizator forL , and let

F2(F1(L )) =def 〈Cn(L ), �≈′〉.
Then for any� ∪ {ϕ} ⊆ Fm(L ),

��≈′ϕ ⇐⇒ (by definition ofF1, F2)

(∃�′ ⊆ �, �′ is finite) Alg(L ) |=
∧

ψ∈�′
ε̄(ψ) = δ̄(ψ) → ε̄(ϕ) = δ̄(ϕ)⇐⇒

(by Theorem 2.5.1)

(∃�′ ⊆ �, �′ is finite) �′ �≈Lϕ⇐⇒ (by Definition 2.1.2, 2.1.4)

��≈Lϕ.
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For (2): LetA = 〈t,K, [ε̄, δ̄, �̄]K〉. We show thatF1(F2(A )) = A . By (1)
above, it is enough to show thatK = Alg(F2(A )) holds. To this end, letq be an ar-
bitrary t-type quasi-equation of formτ1 = τ′

1 ∧ · · · ∧ τk = τ′
k → τ0 = τ′

0. Then, by
Theorem 2.5.2,

Alg(F2(A )) |= q ⇐⇒ {τ1�̄τ′
1, . . . , τk�̄τ′

k}�≈F2(A )τ0�̄τ′
0

def. of F2⇐⇒ K |=
∧

1≤i≤k

ε̄(τi�̄τ′
i ) = δ̄(τi�̄τ′

i ) → ε̄(τ0�̄τ′
0) = δ̄(τ0�̄τ′

0)

⇐⇒ K |= q,

since〈ε̄, δ̄, �̄〉 is a deductivizator ofK.

Step 3. The definition of functorsF1, F2 on morphisms.
First, for any(L1,L2)-interpretationI, let F1([ I]) =def [[ I]]. We have to show

that this definition is sensible, that is,

(a) if I is an(L1,L2)-interpretation thenI is also an(F1(L1), F1(L2))-interpre-
tation;

(b) for any(L1,L2)-interpretationsI, J, if I ∼ J then alsoI ≈ J.

Let 〈ε̄ j, δ̄ j, �̄ j〉 be an algebraizator forL j ( j = 1,2).
For (a): First, we have to show that for anyϕ ∈ FmlaCn(L1), “Alg(L1) |= ϕ ⇒

Alg(L2) |= Ĩ(ϕ)” holds. By Lemma 3.8, it is enough to prove this statement for quasi-
equations, sinceAlg(L1) |= ϕ implies that there is some set� of quasi-equations such
thatAlg(L1) |= � and� |= ϕ hold. Thus, assume thatAlg(L1) |= (τ1 = τ′

1 ∧ · · · ∧
τk = τ′

k → τ0 = τ′
0). Then, by Theorem 2.5.2,

{τ1�̄1τ
′
1, . . . , τk�̄1τ

′
k}�≈L1τ0�̄1τ

′
0 =⇒

{ Î(τ1�̄1τ
′
1), . . . , Î(τk�̄1τ

′
k)}�≈L2 Î(τ0�̄1τ

′
0) ⇐⇒

{ Î(τ1) Î(�̄1) Î(τ′
1), . . . , Î(τk) Î(�̄1) Î(τ′

k)}�≈L2 Î(τ0) Î(�̄1) Î(τ′
0) ⇐⇒

(by Proposition 2.4)

{ Î(τ1)�̄2 Î(τ′
1), . . . , Î(τk)�̄2 Î(τ′

k)}�≈L2 Î(τ0)�̄2 Î(τ′
0) ⇐⇒

(by Theorem 2.5.2)

Alg(L2) |= Ĩ(τ1 = τ′
1 ∧ · · · ∧ τk = τ′

k → τ0 = τ′
0).

Second, by Definition 3.1.2b,〈 Î(ε̄1), Î(δ̄1), Î(�̄1)〉 is an algebraizator forL2. There-
fore, by Proposition 3.5,

〈 Î(ε̄1), Î(δ̄1), Î(�̄1)〉 �Alg(L2) 〈ε̄2, δ̄2, �̄2〉
holds, as needed.

For (b): AssumeI ∼ J; then�≈L2 Î(τ)�̄2 Ĵ(τ) for anyτ ∈ Fm(L1) = TrmCn(L1).
Then, by Theorem 2.5.2,Alg(L2) |= Î(τ) = Ĵ(τ) holds, provingI ≈ J.

Next, letA1, A2 ∈ ObjQVAR, Ak = 〈tk,Kk, [ε̄k, δ̄k, �̄k]Kk
〉 (k = 1,2). For any

(A1, A2)-interpretationı, let F2([[ ı]] ) =def [ı].
Wehave to show that this definition is sensible, that is,

(c) if ı is an(A1, A2)-interpretation thenı is also an(F2(A1), F2(A2))-interpre-
tation;
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(d) for any(A1, A2)-interpretationsı, , if ı ≈  then alsoı ∼ .

For (c): First, by Remark 3.7, we must show that for any�∪{ϕ} ⊆ Fm(F2(A1))

= Trmt1, ��≈F2(A1)ϕ =⇒ ı̂(�)�≈F2(A2) ı̂(ϕ) holds. Now assume that��≈F2(A1)ϕ.
Then, by definition, there is some finite�′ ⊆ � such that

K1 |=
∧

ψ∈�′
ε̄1(ψ) = δ̄1(ψ) → ε̄1(ϕ) = δ̄1(ϕ)

=⇒ K2 |= ı̃(
∧

ψ∈�′
ε̄1(ψ) = δ̄1(ψ) → ε̄1(ϕ) = δ̄1(ϕ))

⇐⇒ K2 |=
∧

ψ∈�′
ı̂(ε̄1(ψ)) = ı̂(δ̄1(ψ)) → ı̂(ε̄1(ϕ)) = ı̂(δ̄1(ϕ))

⇐⇒ K2 |=
∧

ψ∈�′
ı̂(ε̄1)(ı̂(ψ)) = ı̂(δ̄1)(ı̂(ψ)) → ı̂(ε̄1)(ı̂(ϕ)) = ı̂(δ̄1)(ı̂(ϕ))

⇐⇒ K2 |=
∧

ψ∈�′
ε̄2(ı̂(ψ)) = δ̄2(ı̂(ψ)) → ε̄2(ı̂(ϕ)) = δ̄2(ı̂(ϕ))

⇐⇒ ı̂(�)�≈F2(A2) ı̂(ϕ).

Second, let〈ε̄, δ̄, �̄〉 be an arbitrary algebraizator forF2(A1). We have to show that
〈ı̂(ε̄), ı̂(δ̄), ı̂(�̄)〉 is an algebraizator forF2(A2). By (1) above,〈ε̄1, δ̄1, �̄1〉 is also an
algebraizator forF2(A1), thus, by Proposition 3.5,〈ε̄, δ̄, �̄〉 and〈ε̄1, δ̄1, �̄1〉 are both
deductivizators ofAlg(F2(A1)) with

〈ε̄, δ̄, �̄〉 �Alg(F2(A1)) 〈ε̄1, δ̄1, �̄1〉.

By statement (2) above,Alg(F2(A1)) = K1, thus〈ε̄, δ̄, �̄〉 �K1 〈ε̄1, δ̄1, �̄1〉 holds.
Sinceı is an(A1, A2)-interpretation, this implies that〈ı̂(ε̄), ı̂(δ̄), ı̂(�̄)〉 and〈ı̂(ε̄1),

ı̂(δ̄1), ı̂(�̄1)〉 are both deductivizators ofK2 and 〈ı̂(ε̄), ı̂(δ̄), ı̂(�̄)〉 �K2 〈ı̂(ε̄1),

ı̂(δ̄1), ı̂(�̄1)〉. Now, by (1) again, it follows that〈ı̂(ε̄), ı̂(δ̄), ı̂(�̄)〉 is an algebraiza-
tor for F2(A2).

For (d): Assumeı ≈ , and letϕ ∈ Trmt1 = Fm(F2(A1)). ThenK2 |= ı̂(ϕ) =
̂(ϕ) holds. Thus, by〈ε̄2, δ̄2, �̄2〉 being a deductivizator,K2 |= ε̄2(ı̂(ϕ)�̄2̂(ϕ)) =
δ̄2(ı̂(ϕ)�̄2̂(ϕ)) follows. Then, by the definition ofF2, �≈F2(A2) ı̂(ϕ)�̄2̂(ϕ), proving
ı ∼ .

The proofs of statements (3) and (4) above are immediate from the definitions
of F1 andF2.

Wehave proved thatALOG andQVAR are isomorphic categories. �

5 Cocompleteness

Theorem 5.1 QVAR is a small-cocomplete category (i.e., all small colimits exist
in it).

The proof uses the following lemma.

Lemma 5.2 (cf. [8], p. 109) If a category has all coequalizers and all small co-
products then it is small-cocomplete.
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Proof of Lemma 5.2: Here we give the sketch of the proof in order to illustrate that
colimits in general are indeed “computable” if coequalizers and coproducts are given.

Let a small diagramD be given. Let〈O1, iA〉A∈ObjD be the coproduct cocone of
all the objects ofD . Let M denote the set of those objects ofD which are domains
of some morphisms ofD , and let〈O2, jA〉A∈M be the coproduct ofM . Then the two
cocones〈O1, iA〉A∈M and〈O1, iBm〉A∈M ,B∈ObjD ,m∈MorD (A,B) induce two morphisms
f andg from O2 to O1.

(∃! f )(∀A ∈ M ) f jA = iA

(∃!g)(∀A ∈ M )(∀B ∈ ObjD )(∀m ∈ MorD (A, B)) gjA = iBm

A B

O2 O1

m

f

g
jA iBiA

� �

�

��

�������

It is proved in MacLane [8] that the coequalizer of diagram〈O1, O2, f, g〉 equals to
the colimit of diagramD . �
Proof of Theorem 5.1: We give the small coproducts and the coequalizers in cate-
goryQVAR.

Let D be a small diagram inQVAR with

ObjD = {As : s ∈ S} = {〈ts,Ks, [ε̄s, δ̄s, �̄s]Ks〉 : s ∈ S},
for some setS, and having no morphisms. For eachs ∈ S, let Axs ⊆ Fmlats be a set
of ts-type quasi-equations such thatModts (Axs) = Ks. Let

t =def

⊎

s∈S

ts (
⊎

denotes disjoint union)

Ax =def

⊎

s∈S

Axs ∪ {(ε̄s1(x) = δ̄s1(x)) ↔ (ε̄s2(x) = δ̄s2(x)) : s1, s2 ∈ S})

K =def Modt(Ax).

Then for anys1, s2 ∈ S, 〈ε̄s1, δ̄s1, �̄s1〉 �K 〈ε̄s2, δ̄s2, �̄s2〉. Now let s ∈ S be arbitrary
and let

[ε̄, δ̄, �̄]K =def [ε̄s, δ̄s, �̄s]K.

Claim 5.3 〈〈t,K, [ε̄, δ̄, �̄]K〉, [[ idAs ]] 〉s∈S is the coproduct of D .

Proof of Claim 5.3: LetA =def 〈t,K, [ε̄, δ̄, �̄]K〉 andA ′ =def 〈t′,K′, [ε̄′, δ̄′, �̄′]K′ 〉.
Assume that〈A ′, [[s]] 〉s∈S is a cocone ofD . We have to prove that there is a unique
H ∈ MorQVAR(A , A ′) such that(∀s ∈ S) H[[ idAs ]] = [[s]].

To this end, leth : dom(t) → Trmt′ be the following function. For anys ∈ S,
f ∈ dom(ts),

h( f ) =def s( f ).

Thenh is a term-translation oft into t′ with ĥ ◦ idAs = s, for any s ∈ S. We prove
that
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As

A A ′∃! H

[[ idAs ]] [[s]]
�

�

�������

(a) h is an(A , A ′)-interpretation;
(b) for any(A , A ′)-interpretationh′ with ĥ′ ◦ idAs ≈ s (s ∈ S), h ≈ h′ holds.

For (a): Sinces is an(As, A ′)-interpretation,

〈ε̄′, δ̄′, �̄′〉 �K′ 〈̂s(ε̄s), ̂s(δ̄s), ̂s(�̄s)〉
holds, for anys ∈ S. Therefore, for anys1, s2 ∈ S,

〈̂s1(ε̄s1), ̂s1(δ̄s1), ̂s1(�̄s1)〉 �K′ 〈̂s2(ε̄s2), ̂s2(δ̄s2), ̂s2(�̄s2)〉, i.e.,

K′ |= (̂s1(ε̄s1)(x) = ̂s1(δ̄s1)(x)) ↔ (̂s2(ε̄s2)(x) = ̂s2(δ̄s2)(x)). (2)

Now letϕ ∈ Fmlat and assumeK |= ϕ. Then Ax |= ϕ thus, by Lemma 3.8,

h̃(Ax) |= h̃(ϕ). (3)

By definition,

h̃(Ax) =
⊎

s∈S

h̃( ˜idAs (Axs)) ∪

{(̂s1(ε̄s1)(x)= ̂s1(δ̄s1)(x))↔ (̂s2(ε̄s2)(x)= ̂s2(δ̄s2)(x)) : s1, s2∈ S}.
Now, since(∀s ∈ S) h̃ ◦ ˜idAs = ̃s ands is an(As, A ′)-interpretation, (2) implies that
K′ |= h̃(Ax). Thus, by (3),K′ |= h̃(ϕ) follows, as needed.

For (b): Leth′ be an(A , A ′)-interpretation witĥh′ ◦ idAs ≈ s (s ∈ S). Then for
anys ∈ S, τs ∈ Trmts ,

K′ |= (ĥ′ ◦ idAs )ˆ(τs) = ̂s(τs).

In particular, for anyk-ary f ∈ dom(ts),

K′ |= ĥ′( f (x0, . . . , xk−1)) = ̂s( f (x0, . . . , xk−1)).

By the definition ofh, for anys ∈ S, for anyk-ary f ∈ dom(ts),

K′ |= ĥ( f (x0, . . . , xk−1)) = ̂s( f (x0, . . . , xk−1))

also holds. Now, by induction on the structure oft-type terms, it follows that for any
τ ∈ Trmt,

K′ |= ĥ′(τ) = ĥ(τ),

provingh′ ≈ h.
Thus, by (a) and (b),H =def [[h]] is the unique morphism withH[[ idAs ]] =

[[s]] ( s ∈ S), proving Claim 5.3. �
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Now let Ai = 〈ti,Ki, [ε̄i, δ̄i, �̄i]Ki〉 (i = 1,2) be two objects ofQVAR, and let
[[h]] , [[ g]] ∈ MorQVAR(A1, A2). Consider the following diagramE.

A1 A2

[[h]]

[[ g]]
��

Let Ax2 ⊆ Fmlat2 be a set oft2-type quasi-equations such thatModt2(Ax2) =
K2, andlet

Ax =def Ax2 ∪
{ĥ( f (x0, . . . , xk−1)) = ĝ( f (x0, . . . , xk−1)) : f ∈ dom(t1) k-ary}

K =def Modt2(Ax).

Claim 5.4 〈〈t2,K, [ε̄2, δ̄2, �̄2]K〉, [[ idA2]] 〉 is the colimit of E .

Proof of Claim 5.4: First, it can be proved by induction on the structure oft1-type
terms that for anyτ ∈ Trmt1, K |= ĥ(τ) = ĝ(τ). Therefore, since(idA2 ◦ h)ˆ = ĥ and
(idA2 ◦ g)ˆ = ĝ, [[ idA2]][[ h]] = [[ idA2]][[ g]] follows.

Second, letA =def 〈t2,K, [ε̄2, δ̄2, �̄2]K〉, and take an objectA ′ =def 〈t′,K′, [ε̄′,
δ̄′, �̄′]K′ 〉 of QVAR and some [[]] ∈ MorQVAR(A2, A ′) with [[]][[ h]] = [[]][[ g]].
We have to show that there is a uniqueI ∈ MorQVAR(A , A ′) such thatI[[ idA2]] =
[[]].

A A ′

A1 A2

∃! I

[[h]]

[[ g]]
[[]]idA2 ��

��

�������

Weshow thatI =def [[]] is an appropriate choice that is,

(c)  is an(A , A ′)-interpretation;
(d) for any(A , A ′)-interpretation′ with ̂′ ◦ idA2 ≈ , ′ ≈  holds.

For (c): First, since is an(A2, A ′)-interpretation,

〈̂(ε̄2), ̂(δ̄2), ̂(�̄2)〉 �K′ 〈ε̄′, δ̄′, �̄′〉 and K′ |= ̃(Ax2). (4)

Second, since [[]][[ h]] = [[]][[ g]], thus for anyk-ary function symbol of typet1,

K′ |= ̂(ĥ( f (x0, . . . , xk−1))) = ̂(ĝ( f (x0, . . . , xk−1))) ⇐⇒
K′ |= ̃(ĥ( f (x0, . . . , xk−1)) = ĝ( f (x0, . . . , xk−1))). (5)

Now letϕ ∈ Fmlat2 and assumeK |= ϕ. By Lemma 3.8,̃(Ax) |= ̃(ϕ) holds. There-
fore, by (4) and (5),K′ |= ̃(ϕ) follows.

Item (d) can be proved analogously to item (b) in the proof of Claim 5.3 above.
�
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We have proved that small coproducts and coequalizers exist in categoryQVAR.
Now, by Lemma 5.2, all small colimits exist inQVAR. �
Corollary 5.5 ALOG is a small-cocomplete category.

We note that though colimits always exist inALOG, they are not always “interest-
ing.” E.g. if L1 andL2 are two different algebraizable logical systems withAlg(L1) =
Alg(L2) then their coproduct inALOG is an inconsistent logic.

The proof of Theorem 5.1 also yields the following result.

Corollary 5.6 Let D be a small diagram of QVAR, having objects 〈ts,Ks, [ε̄s, δ̄s,

�̄s]Ks〉s∈S for some set S, and having arbitrary morphisms. Let 〈t,K, [ε̄, δ̄, �̄]K〉 be
the colimit of D . If for each s ∈ S, Ks is a finitely axiomatizable quasi-variety then K
is also finitely axiomatizable.

From the point of view of logics, this corollary means that any combination offinitely
axiomatizable logics (“logics admitting finite Hilbert-style inference systems” in [2],
or “finite deductive systems” in [4]) is also finitely axiomatizable.

6 Discussion In this paper only the first steps have been taken toward a systematic
study of combining arbitrary logics by translating them into usual first-order logic.
Investigation can be extended to the study of categories of logics, where e.g. the con-
sequence relation isnot compact ((4) of Definition 2.1 is missing); or where condition
(6e) of Definition 2.1 is missing (calledcongruential logics in [4]); or where condi-
tion (6) of Definition 2.1 is missing altogether (calledstructural logics in [4]).

An even more ambitious task is to develop the category theoretic “reconstruc-
tion” of combining logics which are given not merely with their consequence rela-
tions but also together with their semantics. (Algebraization of these kinds of logics
is given e.g. [2], [3], [12].) This kind of “modeling” should be capable to reconstruct
how the semantics of a combined logic is built up from the semantics of its “compo-
nents.” A means of treating the “combination of semantics” problem without trans-
lating the consituent logics into first-order logic is Gabbay’s fibred semantics.

There is also an “inward” direction, i.e., towards the subcategories ofQVAR. In
this terrain, mostly the category of varieties and its subcategories have been studied
in the literature. However, the investigation of the cocompleteness conditions in the
subcategories ofQVAR is still largely open, notwithstanding that the cocompleteness
of a subcategory can be considered a kind of methodological test of the “autonomy”
of the corresponding class of logics.
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and Ildikó Sain for motivating ideas. Thanks go to Szabolcs Mikulás and Andŕas Simon for
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