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Abstract—Recent AI progress led to a boost in beneficial
applications from multiple research areas including VR. Simul-
taneously, in this newly unfolding deepfake era, ethically and
security-relevant disagreements arose in the scientific community
regarding the epistemic capabilities of present-day AI. However,
given what is at stake, one can postulate that for a responsible
approach, prior to engaging in a rigorous epistemic assessment
of AI, humans may profit from a self-questioning strategy, an
examination and calibration of the experience of their own
epistemic agency – especially to counteract both intentional
misdirection by unethical actors and unintentional epistemic self-
sabotage. In this paper, we expound on a new avenue of utilizing
AIVR tools to advance an AI-related misdirection awareness
of humans in the deepfake era. Firstly, we harness scientific
knowledge from the psychology and neuroscience of magic where
the study of misdirection techniques is center stage. Secondly, we
connect the latter to creativity research linking human creative
potential to inspiration from the seemingly impossible. Overall,
AIVR could become an empowering experiential testbed for
human epistemic agency enabling a better rational evaluation
of AI capabilities. However, a misuse of the same type of tools
could yield AIVR safety risks if not counteracted preemptively.

Index Terms—Misdirection, AIVR Ethics, AIVR Safety

I. INTRODUCTION

A vital requirement for a democratic society which became
highly salient in the deepfake era, is epistemic security [1],
the protection of a society’s knowledge creation and reasoning
processes. Epistemic agency [2]–[5] relates to the experience
of being able to actively contribute to such processes of partic-
ipatory knowledge creation in the first place. Clearly, epistemic
security would be at danger in a society where the majority
of people do not own a sense of epistemic agency when
exposed to malicious epistemic distortions including influence
campaigns [5]. While both AI and VR technologies could
plausibly open up tremendously valuable opportunities for hu-
manity [6]–[8], one must proactively consider the multifarious
socio-psycho-techno-physical harm that the use and misuse of
same tools could engender [9]–[12] – including harm to human
processes of knowledge creation and reasoning [13]. For
instance, following Coeckelbergh [2], the human use of AI can
threaten democracy “since it risks diminishing the epistemic
agency of citizens and thereby undermine the relevant kind of
political agency in democracy” [2]. Currently, humanity faces
multifaceted disinformation and misinformation threats [14],
[15] exacerbated by deepfake phenomena [16], [17] in various
image, video, audio and text formats. Such epistemic threats

may also analogously affect VR frameworks [18], [19]. More
generally, VR godmother Nonny De La Peña [20] remarked
in 2017 that VR could be misused for propaganda ends [21].
In line with this, Brown et al. [9] consider “the unique threat
of misinformation spread in VR to be real and relevant” [9].
Moreover, in connection with AIVR-related epistemic security,
researchers thematized the risk that malicious applications of
conversational AI in immersive environments [13] could di-
minish human epistemic agency [5] if not thwarted adequately.
On the whole, according to VR godfather Jaron Lanier, “the
more sophisticated technology becomes, the more damage we
can do with it, and the more we have a “responsibility to
sanity”” [22]. Indeed, from an ethical standpoint, one could
argue that humans have the responsibility to stay vigilant and
maintain or at least (re)gain epistemic agency in the face
of critical issues impeding the control of technology. With
AIVR having already been described to open up training
and education opportunities for epistemic security [13], this
paper investigates a new complementary AIVR avenue for
supporting specifically an AI-related misdirection awareness
to strengthen human epistemic agency.

Remarkably, psychological and neuroscientific research
identified “common factors in how people experience magic
during a performance and are subject to misinformation” [23]
with magic being an object of scientific study [24]–[26] since
more than a century [23] and culminating in the nascent
field of the science of magic [27], [28]. More specifically,
following Kuhn [28], the science of magic is to a large extent
a scientific study of robust misdirection methods. Against this
background, given the negative impact of disinformation and
misinformation on epistemic agency in the deepfake era (be it
through human-generated, AI-generated or hybrid artefacts), it
could be advantageous to harness scientific knowledge from
the psychology and neuroscience of magic to develop efficient
countermeasures and foster human critical thinking. Interest-
ingly, Alan Turing has been reported to have himself been
inspired by a magic trick such as the Mechanical Turk [28],
[29] to reason about “thinking machines”. In the deepfake
era, humans seem to be embedded in an ongoing kaleido-
scopic imitation game with human-built AI. The human act of
building more and more advanced imitative AI such as large
language models can (appear to) be paired with a misdirection
aspect [30] – which could be of benevolent or neutral origin
and analogous to the magician proceeding as “honest liar”.



However, next to the potential of powerful misdirection-based
malicious exploits by unethical human actors, one must also
avoid unconscious acts of epistemic self-sabotage where the
use of human-built AI leads to humans fooling themselves.
Relatedly, nowadays, even the information ecosystem of the
scientific community did not stay immune to the totality
of concerning AI-related epistemic threats1 [37], [38]. In
particular, authorship issues in the context of deepfake text
emerged [37], [39] while more targeted scientific and empirical
adversarial AI attacks are technically feasible [34] including
the problem of AI-generated peer-review [40], AI-generated
papers [41] and AI-generated empirical material [42].

On top of that, a few months ago, a divided, epistemically-
relevant AI safety debate became highly salient in the com-
puter science domain and beyond. Thereby, the underlying
diverging epistemic assumptions on AI systems reflect fun-
damentally different approaches that can range from focusing
on the short-term socio-technological risks of a sophisticated
but manageable AI tool to instead foregrounding the long- or
medium-term risk of a hypothetical human-built but uncontrol-
lable AGI or artifical superintelligence that could ultimately
qualitatively surpass humans in all tasks of interest. The goal
of this paper is not to review all current epistemically-relevant
AI assessments and there obviously exist many more nuances
of conjectures on the same topic including diverging reflec-
tions on AI consciousness [43], [44]; instead, it is the presence
of AI-related epistemic diagreements in general that we aim
to highlight as it reflects the importance of both epistemic
agency and the necessity of vigilance against misdirection
and epistemic self-sabotage. Anecdotally, very recently, Gary
Marcus remarked that the language model ChatGPT went from
“being mistaken for an AGI” [45] to becoming part of a joke.
Following Jaron Lanier, “the danger isn’t that a new alien
entity will speak through our technology and take over and
destroy us [...] the danger is that we’ll use our technology to
become mutually unintelligible [...] in a way that we aren’t
acting with enough understanding and self-interest to survive,
and we die through insanity, essentially” [22]. In this vein, this
paper collates new ideas on how one could use AIVR to foster
human critical thinking and creativity to avoid an unnecessary
epistemic stagnation and relinquishment to a defeatist mode
of epistemic self-sabotage. In Section II, we discuss how one
could use knowledge from the psychology and neuroscience
of magic to conceptually design an epistemic agency training
in VR devised as a serious game that could foster AI-related
misdirection awareness. Then, Section III explains how con-
cepts from creativity research could be harnessed to stimulate
human creativity in VR by questioning and interacting with
the seemingly impossible – the latter also playing a role in
magic misdirection. Finally, Section IV wraps up.

1Still, a modern philosophy of science based on and extending Karl
Popper’s [31] critical rationalism [32], [33] suggests that an explanation-
anchored science can stay resilient [34] despite such attacks being possible
since the process of creatively and disruptively discovering better yet unknown
new scientific explanations of the world cannot be forged/imitated [35]
(neither by people nor by present-day AI [36]). Instead of imitation, it involves
unforeseeable, seemingly impossible transformation (see Section III).

II. VR FOR AI-RELATED MISDIRECTION AWARENESS

Misdirection is at the core of magic tricks [46]. Beyond
that, misdirection techniques can intrinsically underlie other
forms of epistemic distortion. For instance, as can be ex-
tracted from the neuroscience and psychology of magic, it can
inherently underlie misinformation mechanisms via attention
illusions, memory illusions and illusions of choice “in which
we believe we are making decisions freely, but specific results
are inevitable and out of our control” [23]. Not suprisingly,
magic misdirection methods have not only attracted research
interest in domains such as VR [47], [48], game design [49],
HCI [50], AI [51] and creativity research [52] but also in
the context of information operations [53] and cyber op-
erations [54]. Based on the psychological processing types
that are key to human perception and cognition, Kuhn et
al. [55] developed a taxonomy of misdirection comprising
three different but interrelated processes: 1) perception, 2)
memory and 3) reasoning. Following Kuhn, “a magician can
prevent a spectator from discovering the method by simply
manipulating any one of these processes” [28]. For an AI-
related misdirection awareness training for humans in VR
which promotes human epistemic agency, it would be valuable
to apply a cybersecurity-oriented mindset [18] since defenders
can profit from an adversarial perspective to craft ever better
defenses. Concerning perceptual misdirection, VR seems to
already be permeated by it as the very design of many
immersive experiences and environments imply its application.
Indeed, according to Bakk, one can interpret immersion in VR
as a magical experiment [47]. In addition, the science of magic
has already even explicitly been used to craft more vivid or
convincing experiences in VR [28], [47], [48], [56] with Der-
ren Brown’s VR ghost train [57] being a notorious example.
With regard to memory misdirection, researchers concluded
that a variety of memory manipulations are technically feasible
in VR [58]. Finally, concerning reasoning misdirection in VR,
it may for instance play a role in scenarios of disinformation
in VR [9], [18]. VR-based serious games have already been
described to offer valuable interactive training avenues in
various areas for creating safety and security awareness [59]–
[61] and promoting experiential learning [62], [63]. In the
following, we build on the misdirection taxonomy of Kuhn
and colleagues [55] to exemplify how a serious game format
in VR could support an AI-related misdirection awareness.

Firstly, perceptual misdirection includes attentional misdi-
rection and non-attentional misdirection [55]. A few examples
of perceptual misdirection in magic tricks are for instance
attentional misdirection by affectively influencing the eye
gaze of spectators via “humor or other emotive content to
misdirect the audience” [23] and non-attentional misdirection
by masking, a method of physically obstructing the view of
a spectator such that the happening of a certain event is
concealed [28]. Secondly, memory misdirection [55] can be
mapped to forgetting and misremembering. Examples from
magic could include forgetting because the magician utilizes
“techniques to prevent you from remembering certain details



of an event” [28] or misremembering via a mechanism of
“recasting events that took place onstage in a manner that will
bias spectators’ memories of the performance” [23]. Thirdly,
reasoning misdirection relates to ruse, feigning and misguided
assumptions about misdirection itself [28]. In a VR-based
serious game to promote human AI-related epistemic agency,
one could use generative AI to simulate these seven men-
tioned misdirection methods (attentional and non-attentional
misdirection, forgetting, misremembering, ruse, feigning and
misguided assumptions about misdirection). For this purpose,
one could sample from a pool of available generative AI
processes [18] (such as e.g. synthetic text generation, speech
synthesis, adversarial perturbation but also VR deepfakes [18],
[64]) that could be misused by malicious actors to cause
epistemic distortions in AIVR. In particular, the integration
of virtual conversational AI agents in a VR environment [5],
[13] (abbreviated with VCAI in the following) may be useful
to simulate present-day AI-related variants of misdirection
processes. If present-day AI can be designed to in principle
imitate anything that is imitable, then both from a safety-
related and an ethical perspective, it becomes crucial to in-
vestigate and if possible reinforce the conjectured non-imitable
aspects of people. In this respect, one could design a VR-based
serious game with two epistemic levels (to be described in the
next paragraph): an imitation versus a transformation level.
The core idea is that while AI-based misdirection techniques
including VCAIs can lead to indistinguishability in the imita-
tion level, human users could explore and experience how by
contrast, the transformation level could indeed be made robust
to AI-aided but also human-crafted and hybrid misdirection
strategies. Whether a form of distinguishability could be
achieved in the transformation level would be contingent on
the willingness and resoluteness of the participating people –
which may foster their epistemic agency.

To design such a two-level epistemic serious game, de-
signers need to select two qualitatively different tasks. The
first task would be characterized by ease of forgery and high
susceptibility to success by AI-related misdirection while the
second task could be made highly robust to those character-
istics. By way of illustration, for the imitation-centered level,
one could take inspiration from the often misrepresented [65]
initial idea of an imitation game by Alan Turing [66]. In his
thought experiment on the imitation game, a human had to
discern in a blind setting which of two participants was a
woman [66]. Simply put, the participants initially mentioned
were a man (A) and a woman (B) but the twist was to
remplace A by a machine – leading to the two participants of
the imitation game ultimately being a machine and a woman.
More specifically, Turing asked: “What will happen when a
machine takes the part of A in this game?’ Will the interrogator
decide wrongly as often when the game is played like this
as he does when the game is played between a man and a
woman?” [66]. In brief, the first imitation-centered part of
the VR serious game could e.g. become a modern version of
“Find Turing’s woman” that is acceptable for the zeitgeist.
Thereby, one could make use of a VCAI supported by any

further suitable combination of generative AI processes to
simulate misdirection. Concerning the second task for the
transformation-centered level of the serious game which must
be in principle amenable to robustness to misdirection, one
could turn to science as use case. Science is historically linked
to the non-imitative capability of people to perform disruptive
acts of transformative creativity [67]–[69]. In this process,
humans are challenging old theories of plausible utility and
subsequently not only creating but also competently selecting
unexpected new candidates of implausible utility [70] for
better novel explanations of the world or even the discovery
of new orders in nature [71]. Such creative acts can transform
both people and the world they co-create (think for instance of
the transformative effects that relativity and quantum theory
had on people’s view of the world). In sum, it is conceivable
that a scientist is in principle able to meet the requirements
for the transformation-centered level of the serious game.

Humans have been described as possessing extended
minds [72] or extended conscious minds [73] and not to be
limited to the resources of their biological body including the
brain (although already the complexity of the latter may be of-
ten underestimated [74]). Already language can be understood
as a technology [75]. In this sense, a human can be viewed
as an inherently extended entity spanning a dynamic directed
graph called a cyborgnet [36], [76] (a generic, substrate-
independent and hybrid hierarchical unit [13], [36], [76] where
explanatory narratives combine at least one entity able to
consciously create and understand explanatory information
(such as e.g. humans) and at least one entity that does not
(such as e.g. present-day language AI, language itself, stone
tools, fishes and so forth)). For instance, while remaining
in charge of evaluating the generated outputs [38], [77] and
retaining epistemic agency, scientists can apply language AI to
broaden their divergent creativity [77] and generate adversarial
outputs [76] to challenge their assumptions or for purposes of
cognitive stimulation [78]. Scientists can e.g. use knowledge
graphs [79] to deepen convergent creativity by unlocking tacit
knowledge [80], i.e. the unknown known [81] (also called
“dark matter of the mind” [82]) that is already implied by
currently available knowledge. This may support the scientific
endeavor which Popper [31] described as a process of bold
novel conjectures followed by refutations via better new ex-
planations [32]. Like language itself, language AI can be an
augmentative tool within the scientist’s cyborgnet. Thus, in the
transformation-centered level, one could e.g. frame the game
as a quest denoted: “Find Popper’s scientist cyborgnet”. For a
simple illustration, in this part of the serious game, the goal of
a human evaluator could e.g. be to determine whether the set
of three transacting entities A, B and C can be mapped to the
cyborgnet of a scientist. In one VR room, a human scientist
would be A while in the other VR room, a VCAI would take
the part of A. In both rooms, B and C could be VCAIs able to
fulfil the described assistive functions for scientists. Questions
could be: Which of the two VR rooms contains a cyborgnet of
a scientist? Which generic strategies could reliably increase
the distinguishability of the scientist cyborgnet?



III. VR FOR AI-RELATED (IM)POSSIBILITY EXPLORATION

Instead of focusing on present-day AI’s ability to achieve
indistinguishability in an immersive imitation-centered setting
(as is performed in the first part of the serious game), the ques-
tions in the transformation-centered part of the proposed open-
ended serious game would concern the distinguishability of cy-
borgnets (in this case taking the example of human scientists).
Importantly, the introduced idea of a VR-based serious game
for AI-related misdirection awareness must feature a real-
time interaction mode. In the transformation example from
Section II, in one VR room, it would be required that a human
scientist participates in real time and not via a generative AI
tool acting as simulacrum [83] trained on past contents gener-
ated by that individual [81], [84]. Concurrently, precisely such
simulacrum AI tools [81], [84] could be harnessed as strategy
for the VCAI taking the part of A in the other VR room.
One of the challenging but possible and efficient strategies a
scientist could utilize to increase the own distinguishability in
the presence of a human evaluator in this epistemic serious
game, would be to create new previously unknown epistemic
artefacts of implausible utility in real time. A strong candidate
for such a strategy would be by generating “creative leaps
into the impossible” [67]. Through the latter, the human
evaluator could undergo a transformative experience easing
distinguishability. As recently expounded by Corazza, humans
“can realize endeavors that are deemed to be impossible based
on the shared extant knowledge at a certain time epoch” [67]
and “can imagine impossible worlds, that are clearly out of the
adjacent possible, and use these dreams to narrate fantastic
stories, or to create games in virtual reality” [67]. Corazza
adds that a notorious example illustrating the usefulness of the
impossibility element is Leonardo da Vinci “who was able to
imagine and describe ideas that where absolutely impossible in
his epoch, and that were turned into reality up to four centuries
later” [67]. Indeed, discontinuous innovation and creativity is
a highly relevant feature of science which has been depicted
to be unfortunately often undervalued in the present scientific
ecosystem [68], [69]. Overall, the VR-based epistemic serious
game from the last Section II AIVR could be actively used
to support humans in AI-related impossibility exploration and
creativity in the service of strengthening human epistemic
agency in the deepfake era.

While VR may be particularly suited for designing
impossibility-focused experiences [85], [86], in the following,
we briefly thematize the link to the scientific study of magic –
with magic being an artform associated with the experience of
the seemingly impossible [87] which can also be augmented by
the use of AI tools [88]. In the literature, a connection between
impossible experiences and creativity has been postulated [52].
Thereby, experiencing the seemingly impossible via magic
tricks [28], [52] (next to experiencing it in VR [89] or via
dream imagery [52]) may represent a possible creativity-
enhancing avenue. In their study, Wiseman and Watt concluded
that “a considerable amount of research across a diverse
range of contexts suggests that experiencing the impossible

promotes creative and expansive thinking” [52]. Beyond that,
a recent study corroborated a link between the experience
of magic performances and subsequently enhanced divergent
creativity [24]. Finally, another study found “surprise of an
unexpected, impossible moment to be driving the enjoyment
in magic” [87]. Moreover, following Morgan and colleagues,
“magic is far more than a technique (but the use of knowledge
and insights to create an experience with an audience)” [68].
Interestingly, since the very design of the VCAIs for the two
VR-based serious game levels from Section II are conceptually
grounded in magic misdirection methods, it appears plausible
that the scientist could derive creative inspiration and even
enjoyment from the functioning of those very tools crafted
to either imitate a person or distract away from a scientist
cyborgnet (e.g. via distractive narratives and storytelling [23]
for attentional misdirection). Given the creativity-stimulating
avenues of VR itself (which as expounded in a recent neuro-
scientific study is able to positively affect creative processes
in the brain [90]), one can conjecture that both evaluator and
scientist cyborgnet – if willing to – can self-empower to co-
create distinguishability from VCAIs via transformative one-
shot moments of experiencing the seemingly impossible.

IV. CONCLUSION AND FUTURE WORK

In this paper, we motivate a new complementary research
avenue of relevance for AIVR ethics and safety that aims
at supporting the urgently required epistemic agency of hu-
mans in the deepfake era. We expounded on how one could
conceptually design a bipartite VR-based serious game with
virtual conversational AI agents (VCAIs) to forward an AI-
related misdirection awareness enabling a better rational as-
sessment of AI capabilities. For this purpose, we built on
scientific knowledge from the psychology and neuroscience
of magic where the study of misdirection techniques is center
stage. Moreover, we established a link to creativity research
according to which humans gain useful inspiration from the
seemingly impossible. Given the epistemic security threat
of unintelligibility through AI-related indistinguishability, the
two-level epistemic serious game that we described leads
from the exploration of misdirection-susceptible imitation to
more robust creative transformation strategies. In light of
multifarious AI(VR) safety risks including those linked to
future VCAIs [5], it seems vital not to solely focus on the
short-term heuristic of AI detection that may be insufficient
in the long-term [91]–[94] – also in view of unceasing ad-
versarial cat and mouse games [95]–[101] and the possible
unnecessary stigmatization of human statistical outliers [34],
[92]. Instead, once epistemic agency is regained, it is possible
that technology-augmented critical thinking can be sharpened
to the point of achieving cyborgnetic distinguishability via the
non-imitative disruptive creativity moments that could benefit
humanity. Future work could extend such open-ended AIVR
safety approaches by scientific knowledge from the study of
other transformative art forms [102], [103]. In short, people
could harness AIVR to counteract the epistemic threat of what
Jaron Lanier referred to as death “through insanity” [22].
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