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Abstract:  A corn crop typically refers to a large-scale cultivation of corn (also known as maize) for commercial purposes such as 

food production, animal feed, and industrial uses. Corn is one of the most widely grown crops in the world, and it is a major staple 

food for many cultures. Corn crops are grown in various regions of the world with different climates, soil types, and farming 

practices. In the United States, for example, the Midwest is known as the "Corn Belt" due to its extensive corn production. Corn 

crops can be grown using a variety of methods, including conventional tillage, no-till farming, and the use of genetically modified 

crops. Due to its importance, there is a need for discovering the corn diseases and treating them. The aim of this study is to propose 

a deep learning model for the classification of corn leaf diseases based on Convolutional Neural Network. A model for classifying 

maize diseases was developed using a dataset for classifying Corn diseases that contains 4 classes of disease. The dataset was 

collected from Keggel website. The proposed model was trained, validated, and tested. The F1-score (99.83%), Recall (99.83%), 

precision (99.83%), Accuracy (99.83%). 
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1. INTRODUCTION  

Corn, also known as maize, is a grain crop that is native to 

the Americas. It is one of the most widely grown and widely 

consumed crops in the world, and it is a staple food in many 

countries. Corn is a highly versatile crop, and it is used for 

a variety of purposes, including human consumption, 

livestock feed, and biofuels. Corn is a cereal grain that is 

typically yellow, but it can also be white, red, or purple. It 

is a good source of vitamins, minerals, and carbohydrates, 

and it is relatively cheap and easy to grow [1].  

Corn and maize are basic ingredients in many regions across 

the world. The ears can be roasted and eaten as a vegetable 

right from the cob, or the kernels can be extracted and used 

to make a range of meals, including cereals and flour. Maize 

is also a significant source of starch, which can be converted 

into oils and high-fructose corn syrup [2].  

All of this makes maize and cornmeal very important 

ingredients, therefore it's understandable why one would 

want to keep them free of illnesses like Common Rust, Ray 

Leaf Spot, and Blight. These diseases are a major source of 

concern for maize and corn growers in Asia, Africa, and the 

Americas. Plant age, pathogen species, and environment all 

play a role in symptom expression.  

The diseases are more common in humid, warm climates. 

As a result, early detection of these diseases is critical in 

order to mitigate the harm. Corn is usually grown in large 

quantities on farms, and it is harvested and processed in 

various ways depending on its intended use.  

There are several diseases that can affect corn plants, 

including [3]:  

 Corn smut: This is a fungal disease that causes 

large, black galls to form on the ears and stalks of 

the corn plant.  

 Corn rust: This is a fungal disease that causes 

reddish-brown pustules to form on the leaves and 

stalks of the corn plant.  

 Corn leaf blight: This is a fungal disease that 

causes brown or tan lesions to form on the leaves 

of the corn plant.  

 Corn mosaic virus: This viral disease causes the 

leaves of the corn plant to become mottled or 

distorted, and it can reduce the yield of the crop.  

 Corn stunt: This bacterial disease causes the plant 

to become stunted and the ears of corn to be small 

and deformed.  

To prevent or control these diseases, farmers can use 

resistant varieties of corn, practice good hygiene and crop 

rotation, and use fungicides and insecticides as needed.  

By looking at deep learning and convolutional neural 

networks (CNN), we find that this technique has proven its 

efficiency in many common diseases of many plants in the 

classification of diseases related to them[4]-[6], although a 

person can classify these diseases manually and with the 

naked eye, but let us take into account that not all humans 

can distinguish and classify diseases related to plants or 

fruits, as it takes a lot of time, effort, and sometimes cost, 

and given that a person usually always searches for comfort 

in time and effort, we will find that a person goes to 

technology, and from here came the many technologies that 

facilitate human life and make it better compared to normal 

traditional life, and therefore we will focus our focus on 

deep learning in general and on convolutional neural 

networks in particular that fall under the heading of deep 

learning in classifying things by teaching them in the right 

ways and with continuous and repeated training until they 

give final accurate results [15]-[20].  

A model for classifying maize diseases was developed using 

a dataset for classifying Corn that contains 4 classes.   
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2. RELATED WORK  

 There are a number of previous studies that deals with corn 

diseases. Most studies used customized Convolutional 

Neural Network (CNN) as a model for the classification of 

Corn diseases. Each study uses different dataset with 

different number of classes in each dataset. Some of the 

studies used more than one method in the same study to 

classify the corn diseases [2], [7], [9], [10]. The number of 

classes in the datasets are the same in the studies [1], [12]-

[14]. The metric used in the previous studies are accuracy, 

F1-score, Recall, and Precision. The F1-score accuracy in 

the previous studies ranged from 93.00% to 99.00%. Table 

1 summarizes the previous studies in terms of number of 

images in that dataset, number of classes in the dataset, 

methods used, and best F1-score accuracy attained. 

Table 1 summarizes the previous studies  

 Reference # of images # of 

classes 

Approach used Best F1-score 

accuracy 

[1] 800 4 CNN 95.86% 

[2] 500 9 GoogleNet 98.90% 

[2] 500 9 Cifar10 98.80% 

[3] 1796 15 CNN 96.70% 

[7] 50,000 5 KNN 96.17% 

[7] 50,000 5 CNN 93.01% 

[8] 720 2 Iterative method 94.70% 

[9] 3852 4 10 CNN models 98.60% 

[10] 18,888 4 4 CNN models 99.00 % 

[11] 4188 4 CNN 93.00% 

[12] 3823 4 Customized CNN 98.78% 

[13] 15,408 4 DenseNet121 98.56% 

[14] 17,600 4 Customized AlexNet 93.28% 

 

3. STUDY OBJECTIVE   

The objectives of this study is to propose a CNN based 

model for the classification of Corn Diseases: 

 To identify diseases in corn plants as early as 

possible. Early detection can enable farmers to 

take timely and effective measures to control and 

prevent the spread of diseases, thereby reducing 

crop loss and ensuring higher yields. 

 To accurately identify and differentiate between 

different types of diseases that affect corn plants. 

Accurate identification of diseases is essential for 

developing targeted interventions, such as the use 

of specific fungicides or other disease 

management strategies. 

 To develop effective management strategies to 

prevent and control the spread of diseases. 

Classification of diseases can enable the 

development of targeted management strategies, 

such as crop rotation, use of resistant varieties, or 

the use of biocontrol agents. 

 To enhance crop productivity by enabling farmers 

to detect and manage diseases effectively. With 

fewer crop losses due to diseases, farmers can 

increase their yield and overall crop productivity, 

leading to improved economic outcomes. 

 To advance the use of technology in agriculture. 

The development of sophisticated models and 

algorithms for disease classification can enable the 

use of precision agriculture techniques, leading to 

more efficient and sustainable farming practices. 

 

 

4. METHODOLOGY 

4.1 Dataset  

A balanced data set was used from Kaggel containing 

approximately 8000 images divided between training, test 

and validation data, in 4 classes and they are: 

Rust, Gray_Leaf_Spot, Healthy, Leaf_Blight. Some 

samples of each category are shown in Figure 1. 
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Figure 1: Samples from the dataset of Corn Diseases 

4.2 Proposed Model 

CNN is a type of neural network commonly used in deep 

learning and computer vision applications [15-20], including 

image and video recognition, object detection, and 

segmentation [21]-[25]. 

The CNN architecture is inspired by the biological 

organization of the visual cortex in animals, and it is designed 

to automatically learn and extract hierarchical features from 

input data such as images. A CNN typically consists of 

multiple layers, including convolutional layers, pooling 

layers, and fully connected layers [26]-[30]. 

Convolutional layers apply a set of filters to the input image, 

which convolve or slide over the image to extract features 

such as edges, corners, or textures. Pooling layers then reduce 

the spatial dimensionality of the output by downsampling the 

feature maps, while fully connected layers combine the 

extracted features and classify the input image into different 

categories [31]-[35]. 

CNNs have achieved state-of-the-art results in many 

computer vision tasks and have been widely used in many 

real-world applications, including facial recognition, object 

detection, and autonomous driving [36]-[40]. 

Our model takes the raw images as input, so we used an 

accurate model for each CNN-trained RegNetY320 model to 

extract the features, as a result the model will consist of 

(feature extraction) images of Corn leaves.  

 RegNetY320 is a convolutional neural network architecture 

that was introduced in the 2020 research paper "Designing 

Network Design Spaces" by Radosavovic et al. The 

RegNetY320 model has 32.6 million parameters and achieves 

state-of-the-art performance on the ImageNet classification 

task, with a top-1 accuracy of 82.2% and a top-5 accuracy of 

95.3% [41]. 

RegNetY320 is part of a family of models called RegNets, 

which are designed to have a highly efficient architecture that 

can be scaled to different model sizes while maintaining 

strong performance. The "Y" in RegNetY320 indicates that 

the model uses a "width" parameter of 8, which determines 

the number of channels in each layer. The "320" in the name 

indicates that the model has a depth of 320 layers [42]. 

The RegNetY320 architecture is based on a repeating 

"network block" that consists of a series of convolutional 

layers followed by a bottleneck layer, which reduces the 

number of channels before the next block. The blocks are 

connected in a hierarchical structure that gradually reduces 
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the spatial resolution of the feature maps while increasing the 

number of channels. The resulting feature maps are fed into a 

global average pooling layer and a linear classifier to produce 

the final predictions [43]. 

4.3 Architecture of the proposed model 

The RegNetY320 architecture is a deep convolutional neural 

network designed for image classification tasks. It is based on 

a repeating "network block" that is connected in a hierarchical 

structure to form the overall network. Here is a high-level 

overview of the architecture [44]: 

1. Input: The input to the network is an image of size 

224x224. 

2. Stem: The stem is the initial part of the network that 

processes the input image. In RegNetY320, the stem 

consists of a single 3x3 convolutional layer with 32 

channels, followed by batch normalization and a ReLU 

activation. 

3. Network Blocks: The network blocks forms the bulk of 

the network and are repeated multiple times. Each 

network block consists of a series of convolutional layers 

followed by a bottleneck layer that reduces the number of 

channels before the next block. The number of channels 

in each block is determined by a "width" parameter that 

can be adjusted to scale the network to different sizes. In 

RegNetY320, the width parameter is set to 8, so each 

block has 256 channels. The network blocks are 

connected in a hierarchical structure, with each block 

reducing the spatial resolution of the feature maps while 

increasing the number of channels. 

4. Head: The head is the final part of the network that 

produces the output predictions. In RegNetY320, the 

head consists of a global average pooling layer that 

averages the feature maps across spatial dimensions, 

followed by a linear classifier that produces the final 

predictions. 

The RegNetY320 architecture has a total of 32.6 million 

parameters and is designed to be highly efficient and 

scalable to different sizes while maintaining strong 

performance on the ImageNet classification task. 

 

Figure 2: Proposed Model Architecture 

4.4 Proposed System Evaluation  The metrics that we used to evaluate the proposed model is 

the ones we found in the previous literature [45]-[46]: F1-

score, accuracy, Recall, Precision as in equations (1) to (4). 

 

Precision =
TP

TP + FP
       (1) 

Recall =
TP

TP + FN
      (2) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
Precision x Recall

Precision + Recall
     (3) 
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Accuracy =
TN + TP

TN+FP+ TP + FN
     (4) 

After preprocessing of the corn dataset, we have split the corn 

dataset into 3 sets (train, test, valid). We trained and validated 

the proposed model using the train and valid sets for 80 

epochs with Adam function, learning rate (0.0001).   

The training accuracy attained was 99.45%, Training Loss: 

0.0204 the Validation Accuracy: 99.50, Validating Loss: 

0.0185. The history of training and validation accuracy and 

loss of the last 20 epochs are shown   Figure 3 and Figure 4. 

 
Figure 3: Training and validation accuracy of the model 

 

 
Figure 4: Training and validation loss of the model 

 

After we have finished the training and 

validation of the proposed model, we tested it 

with kept aside test data set. The output of 

testing was an accuracy of (99.83%) and the 

testing loss (0.0080). 

We further used the ROC curve for each class, 

classification report, and the confusion matrix 

to assess the proposed model.   The ROC curve 

for each class came out to be 1.0000 as can be 

seen in Figure 5. The output of the 

classification report gave the precision 

(99.83%), Recall (99.86%), F-score (99.83%), 

and accuracy (99.83%) as in Figure 6.  The 

confusion matrix is shown in Figure 7, where 

the accuracy (99.83%). 
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Figure 5: ROC curve for each class 

  

 
Figure 6: The classification report of the proposed model 

 

. 

Figure 7: Confusion matrix of the proposed model 

5.  Results and discussion 

After completing the evaluation of the proposed model the 

results came out promising, where the precision (99.83%), 

Recall (99.86%), F-score (99.83%), and accuracy (99.83%).  

That means the proposed model leaned the dataset and can 

deal with any new image that belongs to the same categories. 

Furthermore, we compared our proposed model results with 

the studies found in the literature reviews and in Table 2.  

Our proposed model results gave much better F1-score when 

compared with the previous studies results. 

 

Reference # of images # of 

classes 

Approach used Best F1-score 

accuracy 
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1 800 4 CNN 95.86% 

2 500 9 GoogleNet 98.90% 

2 500 9 Cifar10 98.80% 

3 1796 15 CNN 96.70% 

4 50,000 5 KNN 96.17% 

4 50,000 5 CNN 93.01% 

5 720 2 Iterative method 94.70% 

6 3852 4 10 CNN models 98.60% 

7 18,888 4 4 CNN models 99.00 % 

8 - 4 CNN 93.00% 

9 3823 4 Customized CNN 98.78% 

10 15,408 4 DenseNet121 98.56% 

11 17,600 4 Customized AlexNet 93.28% 

Current 

Study 
8000 4 

Customized 

RegNetY320 
99.83% 

 

CONCLUSION   

Corn disease classification is an important task in agriculture 

and crop management. With the help of modern technology 

such as deep learning and image recognition, it is possible to 

accurately classify different diseases that affect corn plants. 

Through the use of advanced algorithms and large datasets of 

images, researchers and agricultural experts have been able to 

develop models that can detect and classify corn diseases such 

as Gray Leaf Spot, Rust, and Northern Corn Leaf Blight. 

The classification of corn diseases is essential in identifying 

potential outbreaks and implementing effective measures to 

prevent and manage them. Early detection of diseases can 

lead to timely intervention and the prevention of significant 

crop loss, thereby increasing yield and overall crop 

productivity. 

As technology advances, it is expected that more 

sophisticated models will be developed, allowing for more 

accurate and efficient classification of corn diseases. This will 

further aid in the development of targeted solutions for crop 

protection, ultimately benefiting the agricultural industry and 

food security. 
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