Cognition 122 (2012) 292-305

Contents lists available at SciVerse ScienceDirect

journal homepage: www.elsevier.com/locate/COGNIT

Cognition

COGNITION

Granularity and the acquisition of grammatical gender:
How order-of-acquisition affects what gets learned

Inbal Arnon?, Michael Ramscar ”*

2 Psychology Department, University of Haifa, Haifa, Israel
b Linguistics Department, Eberhard Karls University, Tiibingen, Germany

ARTICLE INFO

ABSTRACT

Article history:

Received 26 April 2010

Revised 4 August 2011

Accepted 14 October 2011
Available online 9 December 2011

Keywords:

Communication

Language

Learning

Second language acquisition
Linguistic units

Why do adult language learners typically fail to acquire second languages with native pro-
ficiency? Does prior linguistic experience influence the size of the “units” adults attend to
in learning, and if so, how does this influence what gets learned? Here, we examine these
questions in relation to grammatical gender, which adult learners almost invariably strug-
gle to master. We present a model of learning that predicts that exposure to smaller units
(such as nouns) before exposure to larger linguistic units (such as sentences) can critically
impair learning about predictive relations between units: such as that between a noun and
its article. This prediction is then confirmed by a study of adult participants learning gram-
matical gender in an artificial language. Adults learned both nouns and their articles better
when they were first heard nouns used in context with their articles prior to hearing the
nouns individually, compared with learners who first heard the nouns in isolation, prior
to hearing them used in context. In the light of these results, we discuss the role gender
appears to play in language, the importance of meaning in artificial grammar learning,
and the implications of this work for the structure of L2-training.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Why is acquiring a language to native proficiency in
adulthood so difficult? Numerous studies have revealed
that the expertise levels of native and non-native speakers
diverge across many aspects of language, including pro-
nunciation (Moyer, 1999), morphological processing (John-
son & Newport, 1989), and the use of formulaic speech and
idioms (Vanlancker-Sidits, 2003). Given the many differ-
ences between children and adults, both in terms of cogni-
tive and neural development and in terms of the social
contexts in which they learn languages, it is perhaps
unsurprising that children and adults differ in their ability
to learn. What is surprising, given adults’ proficiency when
it comes to learning in other domains, is that children ap-
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pear to learn languages far more successfully than most
adults.

Over the years, a number of different approaches have
been adopted in attempting to make sense of this seeming
paradox. Lenneberg (1967) proposed that adults no longer
have access to a biological window of opportunity for
learning language, while other researchers (Kuhl, 2000;
Neville & Bavelier, 2001) have highlighted maturational
changes in neural plasticity, and the ways in which early
neural commitment shapes consequent learning (e.g.,
learning the phonetic distinctions of one language changes
sensitivity to non-phonemic distinctions, Werker & Tees,
1984; see also Newport, 1990). Here, we consider another
difference between children and adults: experience. It is
clear that adult and infant language learners differ in their
experience, both in what they know about language and
the world. In what follows, we examine whether the expe-
rience that adults bring to language learning may actually
prove to be a hindrance when it comes to learning second
languages.
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1.1. Differences between L1 an L2 learners

Unlike children, adults come to the task of language
learning with a great deal of experience with language:
they know about words and grammar, and they almost
certainly have knowledge of the lexical and grammatical
semantics of their first language. The speech directed at
adult learners also differs from that directed at children:
adult-to-adult speech tends to be longer, less repetitive,
and less prosodically informative (e.g., Fernald et al.,
1989; Fisher & Tokura, 1996), and at least in classroom set-
tings, it often emphasizes single vocabulary items
(Doughty & Williams, 1998). Moreover, the vast majority
of the adult learners whose abilities are studied are lit-
erate, and come to the task of language learning with prior
knowledge and beliefs regarding the way sentences and
utterances can be segmented into individual words. It is
possible that the difference in the background knowledge
each brings to language learning, and the different input
each learns from, may in turn influence the size of the “lin-
guistic units” children and adults are able to discriminate
and use in early language learning.

Comparing the speech of young children and adult L2
learners offers some initial support for this suggestion.
Early childhood speech includes multi-word utterances
like ‘how-are-you’ or ‘what-is-that’ (e.g., Peters, 1983),
and there is little evidence that children can “fully-ana-
lyze” these sequences in terms of their smaller lexical
units. Indeed, detailed studies of 2-year olds’ speech sug-
gest that a high proportion of the identifiable multi-word
utterances they produce are relatively ‘frozen’ suggesting
that children of this age have limited productive knowl-
edge of their parts (Lieven, Pine, & Baldwin, 1997). More-
over, most of the ‘non-frozen’ utterances that children of
this age produce can be derived from previous utterances
using simple combinatorial operations involving the addi-
tion or substitution of a single word (Bannard, Lieven, &
Tomasello, 2009; Lieven, Behrens, Speares, & Tomasello,
2003; Lieven, Salomo, & Tomasello, 2009). This suggests
that, at least initially, many of the lexical “units” children
use and understand may not have been discriminated from
the larger constructions they are encountered in (Bannard
& Matthews, 2008; Goldberg, 2006; Tomasello, 2003).

In contrast, the language of adult L2 learners is often de-
scribed as overly-flexible (or non-formulaic; e.g., Fillmore,
1979; Pawley & Syder, 1980; Wray, 2002). Under-seg-
mented speech (e.g., where two units are treated as one,
as in give-it the ball) is rare in adult L2 learners. Instead,
adult learners tend to treat chunks of language as more
flexible than they actually are, producing deviant colloca-
tions like ‘being taking care of or ‘put more attention to’
(Yorio, 1989); concomitant under- or misuse of idioms
and formulaic expressions is common, and is often cited
as a hallmark of non-native language use (Ellis, Sheen,
Murakami, & Takashima, 2008; Granger, 1998; Wray,
2002, 2004, 2008; see Bardovi-Harlig, 2009 for a review).

Here we examine the effect that starting with smaller or
larger “linguistic units” (see also Elman, 1993; Newport,
1990) has on subsequent learning by examining adults
learning of an artificial grammatical gender system. Learn-
ing the agreement patterns between articles and nouns in

languages with grammatical gender is difficult for non-na-
tive speakers to master (see e.g., Harley, 1979; Scherag, De-
muth, Roesler, Neville, & Roeder, 2004). If some of this
difficulty is down to the units that adult learners attend
to and employ, then manipulating access and exposure to
these units should result in marked changes in learning.
In particular, if starting with smaller units of language is
what inhibits adults’ learning, then having them learn in
conditions in which the article and the noun are less differ-
entiated, and less easy to discriminate between, should
facilitate learning of the relation between them.

1.2. Grammatical gender

Grammatical gender is a system found in many lan-
guages. It assigns all nouns (including inanimate ones) to
noun classes, usually marking neighboring words for
agreement (Corbett, 1991). In Hebrew, for example, verbs
and adjectives are marked for gender, while in Spanish
and French, articles have to agree in gender with the nouns
they precede (e.g., la pelota - the-Feminine ball-Feminine
vs. el vaso the-Masculine glass-Masculine. In all languages
that mark gender, knowing a noun’s gender is essential for
correct sentence construction.

Although children master grammatical gender rela-
tively early (see Slobin, 1985 for cross-linguistic reports)
and make few mistakes in spontaneous speech (Bassano,
Maillochon, & Mottet, 2008; (Karmiloff-Smith, 1979; Slo-
bin, 1985), L2 learners have persistent difficulty with
grammatical gender even after extensive exposure (Dewa-
ele & Véronique, 2001; Holmes & de la Batie, 1999; Rogers,
1987; Scherag et al., 2004). Native and non-native speakers
also differ in their ability to use the gender information
conveyed by the article in real time processing. Whereas
native speakers can use article information to guide lexical
access—e.g., anticipating a feminine noun following a fem-
inine article (van Heugten & Johnson, 2011; van Heugten &
Shi, 2009; Lew-Williams & Fernald, 2007a, 2007b) or slow-
ing down if there is a gender mismatch between the article
and the noun (Dahan, Swingley, Tanenhaus, & Magnuson,
2000; Grosjean, Dommergues, Cornu, Guillelmon, & Bes-
son, 1994)—non-native speakers do not show these effects
(Guillelemon & Grosjean, 2001; Lew-Williams & Fernald,
2010; Scherag et al., 2004).

These findings suggest that native speakers treat the
article and the noun as a more cohesive unit than do
non-native speakers, allowing them to both select the cor-
rect article in production, and to use it to facilitate recogni-
tion in comprehension (see also, Clahsen & Muysken, 1986;
Clahsen & Felser, 2006; Hawkins & Chan, 1997). Indeed,
researchers from a variety of theoretical backgrounds have
suggested that children initially treat the article and the
noun as a single unit, rather than two separable ones, as
an adult might (Carroll, 1939, 1989; Chevrot, Dugua, & Fay-
ol, 2008; MacWhinney, 1978). This would be a natural con-
sequence of the way children encounter nouns, which is
most often in the company of articles (especially in gen-
der-marking languages, Mariscal, 2009).

Numerous findings support this observation. For in-
stance, children’s early use of articles tends to be quite lex-
ically specific. Instead of using articles with all nouns,
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children will initially only use a given article with a given
noun (e.g., producing only the definite article with one
noun and only the indefinite with another, Mariscal,
2008; Pine & Lieven, 1997). Similarly, the patterns of liai-
son acquisition in French support the idea that articles
and nouns are initially learned as a single unit: children of-
ten make mis-segmentation errors, incorrectly treating the
liaison consonant as part of the noun (Chevrot et al., 2008;
Dugua, Spinell, Chevrot, & Fayol, 2009).

Adults, on the other hand, appear far less likely to treat
the article and the noun as a single unit. As a result of their
experience with their first language, adult L2 learners often
know that nouns and articles are separate entities. Further,
the way older learners often encounter nouns and articles,
particularly in a classroom setting, may emphasize their
independence (Doughty & Williams, 1998). For instance,
while none of children’s early language input is written,
adults are likely to learn from written input in which the
distinction between the article and the noun is made expli-
cit. Finally, while there is evidence that while adults can
use cognitive control to selectively attend to particular as-
pects of the input, children appear to largely lack this facil-
ity (Ramscar & Gitcho, 2007; Thompson-Schill, Ramscar, &
Chrysikou, 2009). In other words, adults not only know that
articles and nouns are separate, but they can also ‘choose’
to focus their attention on one or the other.!

1.3. Why might granularity matter in learning?

Why might starting with noun-labels make it harder to
learn about the relations between nouns and articles? A
possible answer lies in formal learning theories, which
see the acquisition of knowledge as being driven by dis-
crepancies between what is expected based on prior expe-
rience and what is encountered in the environment
(Rescorla & Wagner, 1972). In these theories, prior learning
can block (Kamin, 1969) the learning of later information
by rendering it redundant. Thus learning noun-labels be-
fore article + noun sequences might affect the learning of
articles if a learner’s knowledge about the relationship be-
tween a noun and its meaning marginalizes the informa-
tive contribution of an article. For example, if an English-
speaker learning the French word for cat has already
learned to fully expect a label (“chat”) given a semantic
context (chat/cat), then there will be little room for a def-
inite article (“le”) to add new information to this relation-
ship: what the learner already knows will interfere with
learning the article.

The basic information principles that govern learning
theory (Rescorla & Wagner, 1972; Gallistel, 2003), and
which give rise to blocking effects can be illustrated by first
considering the effect of background rates on learning. In a
classic study of this, Rescorla (1968) conditioned several
groups of rats to expect mild shocks following tones. The
association rate between tones and shocks was held con-
stant, while the background rate of tones varied (Fig. 1).

1A tendency to focus on noun-labels at the expense of gender informa-
tion may be exaggerated in learners whose first language does not have
gender categories, leading to an effect of L1 on L2 learning of grammatical
gender (Marinova-Todd, 1994; Sabourin, Stowe, & de Haan, 2006).

Rescorla (1968) found that the degree to which rats
conditioned to the relationship between tones and shocks
depended on the background rate of tones: the higher
the background rate, the less the rat conditioned to the
pairing. This is because the informativity of the tone - that
is, the degree to which it predicts an upcoming shock - de-
pends both on how often it is coupled with a shock, and
how often it simply occurs on its own.

It should be noted that this has important implications
for the way learning is understood (Rescorla, 1988): given
that there was no change in the ‘association rate’ between
A and B - only the background rate varied - the difference
in learning between the two groups can only be explained
in terms of what was learned on the “no shock” trials. In
other words, the rats’ learning was driven by the non-
occurrence of an expected event (prediction error). If the
difference in learning in the two groups of rats is driven
by the non-occurrence of expected events, it also follows
that learning cannot simply be a process of tracking the
co-occurrences of cues and events (such as rewards or
punishment).

However, there is still more to learning than simply
counting successful and unsuccessful predictions. Not only
is learning predictive, it is also competitive. Blocking
(Kamin, 1969) is a simple statistical consequence that fol-
lows from the idea that learning serves to reduce uncer-
tainty about future events: once a learner has learned to
fully predict an outcome given a cue or set of cues, learning
about additional cues is unnecessary (the information they
provide is redundant). Informally, one can think of uncer-
tainty as a resource, which is depleted as successful predic-
tions lead to more certain expectations. When a set of cues
already fully predicts an event, there will be little uncer-
tainty available to drive the learning of other cues to that
event. Cues can thus be seen as competing with one another
for the predictive value.

Accordingly, if a rat has already learned that it will be
shocked when it hears a tone, then when a light is paired
with the tone, the rat will fail to learn to value the light
as an additional predictive cue. Because the tone is already
fully informative about the upcoming shock, the light is
redundant, and prior learning about the tone will block
subsequent learning about the light. Such results indicate
that rats do not learn simple “associations” between stim-
uli and responses. Rather, they learn about the degree to
which cues are informative about events (Dickinson,
1980; Rescorla, 1988; Gallistel, 2003).

This idea - that rats learn to predict, and in some sense
‘understand’ the world around them by monitoring their
predictions - can be formalized in a relatively straightfor-
ward manner (e.g., Rescorla & Wagner, 1972; McLaren &
Mackintosh, 2000; Pearce & Hall, 1980; Gallistel, 2003).2
Moreoever, the idea of discrepancy monitoring that moti-

2 Although these models are usually described as “associative,” because
they explains phenomena that traditionally labelled “associative learning”
in the literature, computationally, these models are actually driven by
discriminative principles. Discriminative learning doesn’t simply involve
‘tracking associations,” as many psychologists assume: instead these
models actively discriminate against cues that generate error in order to
maximize successful predictions (see Ramscar, Yarlett, Dye, Denny, &
Thorpe, 2010, for a tutorial).
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Fig. 1. Schematic of the different training schedules in Rescorla (1968). A represents a condition in which the background rate is 0 (the ‘background rate’ is
simply the number of uncoupled tones that are observed), whereas B represents a condition in which the background rate is twice that of the rate of co-

occurrence between tones and shocks.

vates the many mathematical models of animal learning ap-
pears to have a correspondingly straightforward neural
implementation, and there is good neurobiological evidence
for these mechanisms in humans (e.g., Fiorillo, Tobler, &
Schultz, 2003; Hollerman & Schultz, 1998; Holroyd & Coles,
2002; Schultz & Dickinson, 2000; Waelti, Dickinson, &
Schultz, 2001; Montague, Hyman, & Cohen, 2004; Schultz,
2006).

Further, research suggests that language learning may
be sensitive to error in learning in the way that these mod-
els suggest: error-driven models and analyses have been
used to predict and explain the specific difficulties L2
learners have in learning temporal reference in new lan-
guages (Ellis & Sagarra, 2010), as well as temporal
sequencing effects in word learning in children and adults
(Ramscar et al., 2010; Ramscar, Dye, witten, Klein, 2012;
Ramscar, Dye, Popick & O’Donnell-McCarthy, 2011); error
patterns in the acquisition of morphosyntax (Ramscar &
Yarlett, 2007; Ramscar, Dye, & Yarlett, 2009; see also St.
Clair, Monaghan & Ramscar, 2009); and reading perfor-
mance across a wide-variety of measures in adults (Baa-
yen, 2010, 2011; Baayen, Milin, Filipovic Durdevic,
Hendrix, & Marelli, 2011; see also Colunga, Smith, & Gas-
ser, 2009; Smith, Colunga, & Yoshida, 2010).

1.4. Blocking and grammatical gender learning

As we noted above, the basic principles that govern dis-
crimination learning suggest a reason why grammatical
gender is difficult for adults to learn. If adults learn about
smaller linguistic units such as noun-labels in isolation,
they will learn to associate, say, the informative features
of a given noun’s semantics (such as the objects associated
with that noun) with a particular noun label. This will
serve to concentrate their knowledge about the noun label
on its semantic features, which may subsequently impair
learning about the relation between the article and the
noun. Indeed, if a noun label is already fully predicted by
the presence of an object (or semantic cues that lead to
the expectation of that object), then an article will provide
little to no information to a learner (Ramscar et al., 2010);
in this case, the object - noun-label association will effec-
tively block learning of the article.

If, however, the association between semantics, articles
and noun-labels are not learned in isolation, then learners
will have to learn to discriminate articles from nouns,

which - given appropriate experience — will happen as a
result of cue-competition (a central component of discrim-
inative learning models). Two factors will influence this
process:

1. Each time a noun-label occurs with an object (but with-
out its article, or with a different article), the association
between the noun-label and the object will strengthen
at the expense of the article. Since sets of objects will
tend to occur more faithfully with noun-labels than
articles (given that in most languages, more than one
article can appear with any given noun), any given
noun’s association with those objects will come to
strengthen at the article’s expense.

2. Just as importantly, every time an article occurs without
a particular noun-label or set of objects, its association
with them will weaken. Since articles occur ‘promiscu-
ously’ with many nouns and objects, a given article’s
association with a particular noun-label or set of objects
will thus weaken relative to the noun-label, such that
objects will become more strongly associated with
nouns than with articles.

Crucially, however, because articles will be informative
about upcoming nouns as language unfolds in time, they will
remain associated with objects and nouns as a result of initial
learning (Ramscar et al., 2010; Rescorla & Wagner, 1972).

Blocking — and learning and information theory more
generally - thus offers an explanation for many of the
empirical findings described above: It may be, for instance,
that young language learners - who are learning to dis-
criminate linguistic “segments” and meanings at the same
time - initially produce “under-analyzed” segments be-
cause they initially form associative relationships between
an object and an article-noun sequence, and that these
only gradually give way to more flexible usage as associa-
tivity between the object and article diminishes as a result
of further discrimination learning. Conversely, it may be
that adult language learners - attending to smaller linguis-
tic units - fail to match nouns and articles correctly, and
are overly ‘flexible’ in their usage because they never form
associations between objects and articles (which in turn
may cause them to pair nouns and articles incorrectly as
well).

Learning theory thus provides testable predictions in
this case: First, it ought to be the case that learning smaller
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semantic units in isolation should lead to blocking in the
way we have described, because it leads to a weaker asso-
ciation between the article and the object; and second, it
follows that is should be possible to enhance adult learning
by ‘forcing’ adults to learn from larger units.

2. Does granularity matter?

To systematically examine the effect of unit size on
learning, we created an auditorily presented novel lan-
guage and contrasted the effect of initially exposing adult
learners to article-noun sequences - in which the bound-
aries between articles and nouns were unclear - with that
of initially presenting them with the noun-labels as identi-
fiable units. (Here, we use the term “noun-label” to refer to
a noun appearing without an article.)

Learners were divided into two groups. In the se-
quence-first group, learners were first exposed to arti-
cle + noun sequences in whole sentences, and then to
noun-labels. In the noun-label-first group, learners were
first exposed to noun-labels and then to full sentences.
By the end of the experiment, both groups had received ex-
actly the same input, but in different orders. This allowed
us to manipulate the size of the initial units learners were
exposed to while keeping frequency of exposure constant.

2.1. The artificial language

The artificial language comprised fourteen novel labels
for familiar concrete objects (e.g., piano-slindot), two arti-
cles (sem and bol) and a carrier phrase (os ferpal en, see
Appendix for full list of items). The nouns were divided
into two “classes,” and each noun only appeared with
one article. There were no additional semantic or phono-
logical cues to class membership. Articles always followed
the carrier phrase and preceded nouns. An example of a full
sentence in the language is given in (1).

slindot
“piano”

(1) Os-ferpal-en bol
Carrier phrase article 1

All noun-labels were two syllables long. The objects
were matched for familiarity, and for frequency and age-
of-acquisition of the English word (using the Bristol norms,
Stadthagen-Gonzalez & Davis, 2006).

A male speaker recorded the carrier phrase, the articles,
and the nouns separately. These were concatenated to cre-
ate the full sentences. One recorded token of each noun,
each article and the carrier phrase was used throughout
the experiment to ensure that the nouns had the same
prosody in full sentences and in isolation, and that the arti-
cles had the same acoustic features as the nouns. The dura-
tion of the two articles was kept identical to ensure that
neither had any acoustic prominence.

In addition to the experimental items, a second block of
phrases was constructed. This “distracter block” comprised
the same carrier phrase, seven different nouns and two
additional articles (tid and gob). In contrast to the experi-
mental items, the mapping between the articles and the

nouns was not consistent, and nouns could appear with
either article.

2.2. Formal learning model

To formally examine the effects of exposure to different
unit sizes on learning, we simulated acquisition of the lan-
guage in both sequence-first and noun-label-first condi-
tions using the Rescorla-Wagner model (Danks, 2003;
Rescorla & Wagner, 1972). Rescorla-Wagner is perhaps
the most widely used learning rule in psychology, and
has been applied to numerous learning effects in both ani-
mals and humans (Rudy, 1974; Gluck & Bower, 1988a,
1988b; Miller, Barnet, & Grahame, 1995; Siegel & Allan,
1996; Danks, 2003). While the model does not account
for all the phenomena observed in ‘associative’ learning,
it provides the most accessible and most widely used for-
malization of the basic principles of learning theory (i.e.,
cue competition and blocking), its basic mechanisms are
supported by a wealth of neurobiological evidence (e.g.,
Schultz, Dayan, & Montague, 1997; Fiorillo et al., 2003;
Hollerman & Schultz, 1998; Holroyd & Coles, 2002; Schultz
& Dickinson, 2000; Waelti et al., 2001; Montague et al.,
2004; Schultz, 2006; Daw & Shohamy, 2008) and it is suf-
ficiently detailed to allow a straightforward testing of the
analysis we present here. It should be noted, however, that
our analysis of blocking effects is consistent with a wide
range of learning models that implement cue competition
in discrimination learning (e.g., Gallistel, 2003; Gallistel &
Gibbon, 2000; McLaren & Mackintosh, 2000; Pearce & Hall,
1980; Rosenblatt, 1959; see also Danks, 2003; Dayan &
Daw, 2008).

The Rescorla-Wagner model simulates changes in the
associative strengths between individual cues and an out-
come as the result of discrete learning trials. If the presence
of a cue or outcome X at time t is defined as present (X, t),
and its absence as absent (X, t), then the predictive value V
of a cue C; to outcome O after a learning event at time t + 1
can be specified as:

Vit =Vi+AV] (1)

and changes (A) to the predictive value of V} are defined
as:

0 if ABSENT (C;,t)

. By (/lf > Vj> if PRESENT (Cj,t) & PRESENT (O, t)
AV; = PRESENT(C; t)

B, (0— > vj) if PRESENT (Cj,t) & ABSENT(O,¢)
PRESENT(C;.t)

)

Learning is thus determined by a discrepancy function in
which 1 is the total value of a predicted event O (the max-
imum amount of associative strength that the event can
support) and V; is the predictive value for O given the cues
G present at time t, while the rate of change (A) at ¢ is
determined by two factors: the overall learning rate
(where 0 < < 1), and the individual saliency of cues, «
(where 0 < < 1).

When cues present on a trial are positively supported —
i.e.,, where a predicted outcome occurs - the Rescorla-
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Wagner learning rule will produce a negatively accelerated
learning curve (the result of events becoming better pre-
dicted, which reduces the discrepancy between what is ex-
pected and what is observed) and asymptotic learning over
repeated trials (as events become fully predicted). When
cues present on a trial produce error - i.e., when a pre-
dicted outcome fails to occur - 2 (the value of the expected
outcome) takes a value of zero because it didn’t occur. In
these cases, the discrepancy function will produce a nega-
tive value, resulting in a reduction in the associative
strength between the erroneous cues and the absent out-
come. Because error reduces the predictive value of cues,
and because the total amount of value a given outcome
can support is finite, this process causes cues to compete
with one another for relevance in learning, leading to pat-
terns of learning that usually differ greatly from those that
would arise if learned values simply reflected correlations
between cues and outcomes (a common misconstrual of
learning; Rescorla, 1988).

2.2.1. Implementation

Two models were constructed to simulate either se-
quence-first or noun-label-first training. Because we were
interested in how learning affects the relative value of
cues, the o« parameter was set to 1 in these simulations,
eliminating its influence. The other values were set at
4=100% and B = 0.2 (a learning-rate that typically predicts
human learning with a good degree of accuracy, see e.g.
Ramscar et al., 2010; Ramscar et al., 2011). Accordingly,
the only free parameter in all of the simulations was the
learning rate (B), which was fixed in advance and held
constant.

The models assume that language learners will seek to
associate semantics with acoustic events that unfold in
time (Ramscar et al., 2010), and were thus configured to re-
flect the conditions under which this could take place in
the training environment, in which visual stimuli were
present throughout each training trial, whereas acoustic
stimuli occurred sequentially in each trial (Fig. 2). Accord-
ingly, cues representing the object depictions and the dif-
ferent presentation contexts (i.e., the presence or absence
of the gesturing figure in the learning environment) were

Os ferpel en Os ferpel en — bol

R R R

available as cues to initial acoustic stimuli, and both earlier
acoustic stimuli and the object depictions and context
were available as cues to later acoustic stimuli. Note that
our simulation thus closely mirrors the training our human
participants will receive.

Specifically, in the sequence-first condition, each object
depiction and trial context were initially available as cues
to the carrier phrase “os ferpal en” (left). The carrier phrase
then served as an additional cue to the article (“bol,” cen-
ter), which in turn served as an additional cue to the noun-
label, “viltord” (right). That is: a visual object stimulus, the
trial context and the carrier phrase competed as cues to
each determiner, and then an object stimulus, the trial con-
text and a determiner competed as cues to each noun-label
(see Gureckis & Love, 2010, for a similar architecture, along
with evidence of its ability to simulate human performance
in sequence learning). In the noun-first condition, the sit-
uation was simpler: each object depiction and the trial
context served as the cues to each noun label.

The models were then trained on the same number of
trials in two blocks, to simulate the training human partic-
ipants would receive. The noun-label-first model was
trained on 70 noun-label trials (each noun-label was re-
peated five times) and then 70 full sentences (each noun
in a sentence five times). In the sequence-first model, the
order of these training blocks was simply reversed.

Note that in the sequence training trials, all of the cues
start with equal values (0) and incrementally strengthen
and weaken with each trial, competing for relevance as
training proceeds. However, when sequence training fol-
lows noun training in the noun-label-first condition, the
object depiction and context cue will have already been
associated with the noun-label, and this will (probabilisti-
cally) block learning of the article. For example, if planes
(Fig. 2) have already been learned as cues to “viltord” prior
to the sequence learning trials, the article “bol” will be less
informative about “viltord” (right panel), simply because
“viltord” will already be strongly expected to occur given
only the presence of the plane on screen.

To offer a simple analogy for how blocking and inform-
ativity work here: if you do not know what you are having
for dinner, an open jar of pasta sauce might be an

Os ferpel en  bol — viltord

e

9

Fig. 2. The cue structure of sequence-training trials modeled in the simulation. The visual stimuli are present throughout each trial, while the aural stimuli
unfold in time (the text representation of this has been included as an illustration). Initially, each noun depiction (in this instance the plane) and each trial
context (the gesturing man) are available as cues to the carrier phrase “os ferpal en” (left). The carrier phrase then serves as an additional cue to the article
(“bol,” center), which in turn can serve as an additional cue to the noun, “viltord” (right). In the sequence-training trials, these cues will incrementally
strengthen and weaken, competing for relevance as training proceeds. However, if the plane has already been learned as a cue to “viltord” prior to sequence
learning, this will block the learning of “bol” as a cue to “viltord” (right panel), because “viltord” will be fully anticipated given the presence of the plane.
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informative cue to what is cooking, and is thus something
you might take note of; on the other hand, if you already
know that pasta is on the menu, the same jar of sauce will
add little to what you already know, and it is likely that
you will pay far less attention to it as a consequence.

An examination of what the models had learned at the
end of training confirmed our analysis of the advantages of
sequence-first training: In the sequence-first model, the
value of the association between the articles and the
noun-labels was five times greater than that learned by
the noun-first model (10.6% versus 2%; see Fig. 3). This
was the case, even though the summed total of the predic-
tive association from the articles and noun stimuli to the
noun-labels was the same in both conditions (i.e., 100%).

Intriguingly, the results of these simulations point to a
possible benefit of learning to associate gendered articles
with noun-labels. For speakers of gendered languages
who learn associations between articles and nouns, differ-
ent articles may serve to convey information about which
noun is likely to follow, which may in turn facilitate pro-
cessing. Having a stronger association between the article
and the noun will enable the speaker to use this to narrow
down the set of items that can follow it, a useful thing gi-
ven the large number of nouns in language.

Nouns form the richest, most diverse part of speech in
many languages, meaning that formally, nouns carry more
information than other parts of speech. Indeed, at any
point in speech where context suggests a noun is likely
to occur (for instance, at the point an article occurs) uncer-
tainty about exactly which element will follow will be at
its greatest. In English, one of the most likely places for dis-
fluencies to occur is at the article preceding a noun, and the
more complex a given noun is, the more likely it is that dis-
fluencies will occur (Clark & Wasow, 1998). Nouns are also
the most common sites for incorrect lexical retrieval and a
host of other speech errors (Vigliocco, Antonini, & Garrett,
1997). These processing difficulties have been shown to

100
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Context 1 Context 2 Gendered Article Item Semantics

% of associative value

Fig. 3. Predictive associations learned from the item semantics, contexts
and gendered-article to each noun-label by the two models. (Context
1 = gesturer present; context 2 = gesturer absent; the y-axis shows the
percentage of the total predictive value that the model has assigned to
each of the potential cues to each noun-label). In the nouns-first
condition, the degree to which the initial learning of the
object—semantics to noun—label association blocked later learning of
the article to noun—label association is clearly visible.

correlate with entropy, a formal, information-theoretic
measure of the uncertainty about which linguistic element
can be expected to follow in a given context (McDonald &
Shillcock, 2003). Since the value of this uncertainty is a
function of the size of the set of possible candidates (Shan-
non, 1948), anything that serves to reduce that set will
serve to reduce the absolute level of entropy, and thus
ought to facilitate language processing, for both speaker
and listener alike.

In gendered languages, the gendered determiners asso-
ciated with particular sets of nouns may serve precisely
this purpose. To give an informal example, in German, al-
most all alcoholic drinks are in the masculine class, except
beer, which is neuter. Hence, in the context of being of-
fered a drink in a bar, simply hearing which article is used
will be informative to a listener (see also Kopcke & Zubin,
1984). This idea - that learning a gendered article might
facilitate noun processing - is consistent with more gen-
eral principles of encoding specificity, and the benefits spe-
cific contextual cues provide in searches of memory
(Tulving & Thompson, 1973).

3. Behavioral experiment

Since the modeling results formally supported our anal-
ysis of the benefits of learning from larger units in the arti-
ficial language, we then assessed people’s learning under
the same conditions.

3.1. Participants

Thirty-two native English-speaking undergraduate stu-
dents at Stanford University participated (18 females, 14
males, mean age 20 years and three months). None of the
participants were speakers of a gender marking language.

3.2. Procedure

The experiment was divided into two phases: learning
trials and test trials. Participants were told that they would
be tested on the novel language and were asked to repeat
the sounds they heard to enhance learning. The experi-
ment lasted 25 min (20 min of training and 5 min of test-
ing). Training and testing sessions took place in a lab
room, and were video-taped. Forced-choice responses
and reaction times were collected using a response box.

The artificial language was taught to our participants by
presenting them with pictures of objects on screen along
with an accompanying “description” voiced in the artificial
language. In training, participants were exposed to two
types of stimuli: noun-labels and full sentences (carrier-
phrase + article + noun) that were presented in separate
blocks of trials. In noun-label trials, a picture of the named
object was presented on screen alone; in full-sentence tri-
als, a picture of the named object was presented on screen
along with a picture of a male gesturing to the object. Ob-
ject size was held constant across all trials.

Participants in the sequence-first condition heard a
block of sentences followed by a block of noun-labels,
while participants in the label-first condition heard a block



I. Arnon, M. Ramscar / Cognition 122 (2012) 292-305 299

of noun-labels followed by a block of sentences. The only
difference between the two conditions was the order of
the blocks. Following the two learning blocks, participants
in both learning conditions were exposed to a distracter
block of 35 sentences (accompanied by pictures of the ob-
jects). The distracter block was introduced to control for
any recency effects in testing, and ensured that the last
block before testing was identical in the two learning
conditions.

3.2.1. Training trials

Stimulus presentation was timed; objects appearing
with full-sentences stayed on the screen for 3500 ms and
objects appearing with noun-labels stayed on the screen
for 2000 ms. Consistent with the simulations, participants
in both learning conditions were exposed to the same
number of noun-labels (each noun-label was repeated five
times, with a total of 70 labels) and full sentences (each
noun in a sentence five times, with a total of 70 sentences).

3.2.2. Test trials

Test trials were identical in the two learning conditions.
Participants completed a forced-choice task and then a
production task. In the forced-choice task, participants
saw a picture, heard two sentences and had to indicate
which sentence was the correct one in the language. They
were told that only one sentence was correct.

Half of the forced-choice trials tested knowledge of the
article + noun pairing. On these trials, the incorrect sen-
tence had the right noun-label but the wrong article (e.g.
participants saw a piano and heard: xOs-ferpal-en sem slin-
dot versus Os-ferpal-en bol slindot). The other half of the tri-
als tested knowledge of the noun-labels. On these trials,
the incorrect sentence had the right article but the wrong
noun-label (see piano and hear: *Os-ferpal-en bol viltord
versus Os-ferpal-en bol slindot). Each object was presented
once in an article trial and once in a noun trial, yielding
28 forced-choice trials (half testing article + noun pairing
and half testing noun knowledge). Order of presentation
was randomized for each participant.

In the production task, participants saw a picture and
had to produce a full sentence to describe it. They were
encouraged to produce full sentences even if they were un-
sure about all the parts. There were 14 production trials
(one for each object). Order of presentation was random-
ized for each participant. Responses were coded for accu-
racy by a research assistant blind to the study goals
(reliability with coding by author 1 was high, k =.95).
Nouns and articles were coded as correct if they did not
differ from the target in more than one sound (slipdot for
slindot, and vol for bol were coded as correct). An arti-
cle + noun sequence was coded as correct only if both the
article and the noun were correctly produced. The car-
rier-phrase was coded for accuracy on a scale from 1 to 3
(1-fully accurate, 2-partially accurate, 3-not accurate).

3.3. Results
As predicted, participants in the sequence-first condi-

tion showed better learning of the article + noun pairing.
A mixed-effect regression model with trial type and learn-

ing condition as fixed effects, and subject and item as ran-
dom effects, revealed a main effect of learning condition
that was not qualified by a significant interaction: partici-
pants in the sequence-first condition were more accurate
overall (80% vs. 71% correct, B= .44 (SE=.21), p <.05). They
were better at selecting both the correct article (61% vs.
54%) and the correct noun-label (98% vs. 92%). Not surpris-
ingly, given the difficulty of grammatical gender, both sets
of participants selected the correct noun-label more often
than they selected the correct article (95% vs. 57.5% correct,
B=2.72 (SE=.26) p<.001; see Fig. 4). However, post hoc
tests revealed that while participants in the sequence-first
condition were significantly above chance (61%) in choos-
ing the correct article t(15)=3.55, p=.003, participants
in the noun-label-first condition were not t(15)=.81,
p> .4

Participants in the sequence-first condition also made
correct responses faster than participants in the noun-la-
bel-first condition (990 ms. compared to 1188 ms.). This
was true when selecting the correct determiner (1194 vs.
1436) and when selecting the correct noun (854 vs.
1032). The effect of learning condition on reaction times
was significant across items, F2 (1,13)=6.57, p =.01, but
not across subjects, F1 (1,30)=1.63,p=.2.

The overall accuracy rates in the production task were
not high, which is not entirely surprising given the short
exposure time (20 min) and the number of noun-labels
taught (14). Despite this, the production results showed
the same pattern as for comprehension (Fig. 5). Partici-
pants in the sequence-first condition were more likely to
produce a correct article + noun sequence (40% of the time)
than were participants in the label-first condition (24% of
the time), B = .85 (SE =.33), p <.05. Again, this is consistent
with our hypothesis that the gender of determiners is
informative about nouns, and that this information serves
to benefit processing (McDonald & Shillcock, 2003).

Forced-choice accuracy by trial type
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Fig. 4. Forced choice accuracy by test type and training condition.
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Fig. 5. Production accuracy for the article-noun pairs by learning
condition with 95% confidence intervals.

Finally, consistent with the results of the simulations,
both groups learned to produce the carrier-phrase with
the same degree of proficiency, t(30) = —1.08, p > .2. Thus,
as expected, when the structure of the information avail-
able to learners was held constant - as was the case for
the carrier phrase - no differences in learning performance
were detectable between the groups. However, when the
structure of information was manipulated - by encourag-
ing blocking - participants in the sequence-first condition
learning the association between the articles and the
nouns better than participants in the noun-label-first
condition.

4. Discussion

Our artificial grammatical gender system was learned
better when both our human participants and the learning
models started with “less segmented” input. Participants
in the sequence-first condition were both more likely to
choose the sentence with the correct article in a forced-
choice task and more likely to produce the appropriate
article for a given noun in a production task. This occurred
even though participants in both conditions had been ex-
posed to exactly the same training items exactly the same
number of times.

One of our most striking results was that the sequence-
first condition not only allowed participants to better learn
the gendered articles, it also facilitated learning of the
noun-labels. This finding is consistent with our suggestion
that learning the gender of articles could benefit language
processing by reducing uncertainty about upcoming
nouns. This finding is intriguing, because it has often been
argued that grammatical gender systems serve no useful
linguistic function at all (Twain, 1880; see Kilarski, 2007,
for a review). Indeed, the supposed pointlessness of gram-
matical gender, taken together with the difficulties that L2
learners have with trying to master these systems,
prompted the developmental psychologist Michael Marat-
sos (1979) to say of the German gender system:

“The presence of such systems in a human cognitive
system constitutes by itself excellent testimony to the
occasional nonsensibleness of the species. Not only
was this system devised by humans, but generation
after generation of children peaceably relearns it.”

Nouns are by far the most diverse — and hence most
unpredictable - part of speech in most languages, and they
are thus a very likely location for processing errors
(McDonald & Shillcock, 2003). It makes sense, therefore,
that by making nouns more predictable, gendered articles
ought to help ameliorate this problem, and thus facilitate
the processing of nouns (Dahan et al., 2000; Lew-Williams
& Fernald, 2009; see also Frigo & McDonald, 1998). This
would suggest that grammatical gender might have a more
functional role in language processing than has often been
supposed (Kilarski, 2007).2

Given that the results of both our experiment, and a
growing body of evidence from the processing of gendered
languages, suggests that grammatical gender has a func-
tional part to play in language processing, this raises the
question of why adults fail to master this functionality in
the way children do. While we did not test children’s lan-
guage learning (we have not shown that children start
from larger units, but see Bannard & Matthews, 2008),
we noted many reasons to believe that adults are more
likely than children to start with smaller linguistic units,
and to focus on noun-labels in learning. Accordingly, the
poor performance of our label-first participants may offer
some explanation for why adults struggle to learn gram-
matical gender, and for why the representations adults
do learn are shallow and hard to access in real time (Clah-
sen & Felser, 2006). In short, starting from noun-labels
should hinder learning about the relation between articles
and nouns because learning segments individually comes
at the cost of blocking later learning about the relations be-
tween segments.

When noun-labels and articles co-occur in speech, our
simulations suggest that child learners will only gradually
discriminate them from one another, as their experience
with language and the mapping between form and mean-
ing develops over time. This fits nicely with usage-based
models of language, which posit that grammatical rela-
tions emerge from a gradual process of abstraction over
stored utterances - including multi-word ones (Bod,
2009; Bybee, 1998; Tomasello, 2003). Much like a second
language learner, infants cannot immediately discriminate
word boundaries in speech. But unlike that learner, they do
not even know those boundaries exist, which will lead
them to initially use larger, less well-discriminated se-
quences of language in learning.

In keeping with this suggestion, there is evidence that
infants are initially sensitive to the acoustic correlates of
major prosodic units (namely clauses) early on, but take
longer to detect smaller prosodic units like phrases or

3 If gender systems have functional benefits for noun processing, this
raises the question of whether the loss of a gender system (as occurred in
the development of Modern English; Curzan, 2003) would in turn make the
nouns in that language more difficult to process compared to those of a
gendered language, or whether the role previously played by gender might
be taken up by some other part of the grammar.
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words in running speech (Hirsh-Pasek et al., 1987; Jusczyk
et al., 1992; Soderstrom, Seidl, Kemler Nelson, & Jusczyk,
2003). By two months, they remember speech better when
it is packaged in a well-formed prosodic clause and are
capable of remembering multi-word utterances (Mandel,
Jusczyk, & Kemler Nelson, 1994; Mandel, Kemler Nelson,
& Jusczyk, 1996). We can also find multi-word units in
their early productions; e.g., young children produce un-
der-segmented utterances like ‘give-it the ball’ where
give-it is treated as a single unit (Peters, 1983). Older chil-
dren also attend to sequences (Bannard & Matthews,
2008): they are better at repeating higher frequency
four-word sequences, even when the frequency of individ-
ual words is matched (e.g., ‘a drink of milk’ compared to ‘a
drink of tea’), indicating they have memory traces of such
units. Finally, production of irregular plurals is facilitated
in familiar sequences (e.g., teeth in brush your teeth; Arnon
& Clark, 2011), suggesting that children utilize larger, less
discriminated units in production. Indeed, as our simula-
tions suggest, children’s learning of “grammatical rela-
tions” (like those between articles and nouns) may well
result from the process of “analyzing” and segmentating
larger sequences in the course of discrimination learning.

Whereas children may have no choice other than to
gradually learn to discriminate the various elements of lan-
guages, adult L2 learners will have prior experience of an-
other language, and this should enable them to focus on
what they perceive to be the “meaning-carrying” units
(such as the noun-labels) of a new language. To the extent
that they do this, it may take away from their ability to
learn the kind of relationship between articles and nouns
that child learners acquire. This tendency may also be
exaggerated if a learner’s first language does not have gen-
der categories, leading to an effect of L1 on L2 learning of
grammatical gender (Sabourin et al., 2006). Thus although
in natural language learning situations, the difference be-
tween adult and child learning may not be as straightfor-
ward as in our experiment, because learning - and
therefore, blocking - are probabilistic, it follows that to
the extent that the distribution of linguistic experience
for L2 learners and children differs, we would expect to
see corresponding differences in what they learn.

While this account of the problems facing adult learners
differs in certain respects from previous suggestions about
the differences in adult and infant learning capacity (El-
man, 1993; Newport, 1990), it is consistent with an impor-
tant insight in those proposals: namely, that adults learn
from the input in ways that are different from children,
and these differences in how they learn ultimately affect
the nature of what they learn (see also Hudson Kam &
Newport, 2009; Singleton & Newport, 2004). Traditionally,
the problem of L2 learning has been seen as a task of
explaining what it is that children lose (see e.g., Lenenberg,
1967). However, our results suggest another perspective:
that L2 learning deficits are a by-product of adult gains
in knowledge and cognitive capacities, and not the oppo-
site. The trouble with adult learners may be that they are
just a little too ‘clever’ for their own good (Ramscar & Git-
cho, 2007; Thompson-Schill et al., 2009).

Thus, for example, adult learners have prior knowledge
about the kinds of cues that are informative in their first

languages, which may help when cues overlap between
languages, but not when they fail to overlap. Indeed, where
information is encoded differently across languages, learn-
ing of L2 cues may be blocked by previously learning of L1
cues. For instance, the temporal positioning of events can
be marked in English in multiple ways, among them the
use of verbal morphology (walked) and temporal adverbs
(vesterday). Chinese, by contrast, doesn’t make use of ver-
bal morphology to mark tense, but uses temporal adverbi-
als instead. In terms of cue competition, native speakers of
Chinese have learned to use temporal adverbials - but not
verbal morphology - as a cue to temporal positioning. As a
result, they have a harder time (compared to English
speakers), when learning verbal cues for temporal posi-
tioning in an artificial language (Ellis & Sagarra, 2010).

4.1. The role of semantics in our models of learning

The points above are particularly relevant for under-
standing why the results of our training experiment differ
in subtle but important ways from the many findings that
have shown how learners are able to detect and learn sim-
ple co-occurrence information in artificial language learn-
ing (e.g., Saffran, Aslin, & Newport, 1996). Participants in
our experiments did not learn the relationship between
the articles and the nouns equally well in both condi-
tions—even though they had access to the same overall
sequential co-occurrence information in the strings in our
artificial language—because unlike many other studies of
statistical learning (especially those concerned with word
segmentation, e.g., Saffran et al., 1996), the current study
had a semantic as well as a sequential component: learners
were exposed to pairings of sounds and objects, rather than
just sounds alone.

Using the artificial language to talk about ‘the world’ al-
tered the distributional structure of the input, introducing
co-occurrence patterns between linguistic units and ob-
jects, as well as between the linguistic units themselves.
This is important because the nature of phonemic percep-
tion means that when adults learn patterns in linear
strings of phonemes (i.e., in a standard artificial grammar
learning paradigm), the way they learn is necessarily non-
competitive (Ramscar et al., 2010). The value of a phoneme
as a cue to another phoneme in a sequence will increase
when the expected phoneme follows it, and decrease when
the expected phoneme fails to appear. Because competi-
tion between cues becomes attenuated when the temporal
relations between them vary (Amundson & Miller, 2008),
when phonemes appear sequentially, there is no cue com-
petition (Ramscar et al., 2010): the value lost by a phone-
mic cue after an error cannot be appropriated by a
competing cue, because in a sequence of phonemes, there
are no competing cues (Ramscar et al., 2010). In the ab-
sence of cue competition, the cue value of a phoneme in
an artificial grammar will simply come to represent the
proportion of successful predictions it has made relative
to the proportion of unsuccessful predictions. Accordingly,
its value will track the frequency with which phonemes co-
occur, approximating the conditional probability of one
phoneme given another (Ramscar et al.,, 2010; see also
Cheng, 1997; Wasserman, Elek, Chatlosh, & Baker, 1993),
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and this is why participants acquire a good understanding
of the transitional probabilities between phonemes in the
training sequences in such tasks (see Saffran, 2001; Saffran,
Johnson, Aslin, & Newport, 1999; Saffran et al., 1996).

Because learning in an artificial grammar task where
there is only one available cue (e.g., transitional probabili-
ties) is not competitive, introducing a semantic component
qualitatively changes the learning environment. The struc-
ture of information in the task will now encourage compet-
itive learning (which is inhibited by the information
structure in a standard artificial grammar learning para-
digm; Ramscar et al., 2010). When cues compete for pre-
dictive value, what people learn about them changes.
Competition results in a situation where the learned value
of a cue is determined not only by the statistical structure
of the environment, but also by the structure of a learner’s
knowledge about the environment. The value of a cue is
thus determined relative to the system of cues a learner
has already acquired to help them understand the environ-
ment, rather than independently (Ramscar et al., 2010). It
is this ‘systematic’ nature of competitive learning that
gives rise to effects such as blocking (Kamin, 1969; Resc-
orla & Wagner, 1972).

This point is best illustrated computationally, by refer-
ence to our simulations. If semantics are eliminated in
the sequence-first condition, the learned value of an arti-
cle —» noun-label association is 100%, as one might expect
in a traditional artificial grammar learning task. When
semantics are introduced, however, the learned value of
this association is reduced by competition to 10.6%, and
when training on noun-labels alone precedes sequence
learning, it reduces to a mere 2%. Given an appropriate
information structure, it is entirely conceivable that it
could be blocked altogether. As this illustrates, the way
in which learning is structured has a considerable impact
on what gets learned.

Interestingly, it seems that the emphasis in cognitive
science on simple non-competitive learning tasks such as
those studied in “artificial grammar learning” - in which
participants learn only the transitional probabilities be-
tween individual phoneme cues and subsequent individual
phonemic events - has inadvertently contributed to the
widespread misconception of learning as being limited to
simple probability learning (see also Rescorla, 1988). While
participants can and will learn transitional probabilities
when that is the only information available to them, when
semantic and contextual information are included in the
input distribution, they will learn to value the cues most
relevant to the task at hand - namely, the semantics (Ram-
scar et al, 2010). Our findings suggest that once the
semantic dimension of language is taken into account,
the way linguistic information is learned, and what gets
learned as a result, can shift dramatically.

To return to natural language, while it might be (very
fairly) objected that the kind of blocked design we used
to train adults here is not at all similar to the environments
in which children actually acquire the ability to use lan-
guage, what is encouraging is that once we constrained
the structure and sequencing of the information available
to our adult participants, they learned exactly as learning
and information theory predicted they should have done.

This adds some support to the idea that in the richer, far
more statistically varied environments that children
encounter language, their learning is driven by the same
principles. This is gratifying because, to the extent that
we assume that the mind is a computational device (and
there seems to be no better alternative conception), and
to the extent that learning and information theory repre-
sent our best efforts to describe the laws of computation,
having cognitive theories that are compatible with learn-
ing and information theory ought to be the goal of cogni-
tive science.
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Appendix A. Items used in the experiments

A.1. Articles

1. Sem
2. Bol
A.2. Nouns
Word Meaning
Etkot key
Fertsot sock
Geesoo hat
Gorok bike
Hekloo bath
Hertin iron
Jatree pan
Panjol television
Perdip house
Pikroo car
Slindot piano
Sodap spoon
Toonbot clock
Viltord plane
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