
Introduction

There is an increasing demand for accountability 
in all health-care systems. Providers are facing in-
creased scrutiny from the government, patients and
health-care purchasers or managers. As part of this
trend, many jurisdictions have released public report
cards, comparing outcomes across hospitals or prac-

tice groups. Pennsylvania and California have both
released hospital-specific reports for 30-day mortal-
ity following admission for acute myocardial infarc-
tion (AMI) (Luft et al. 1993; Pennsylvania Health
Care Cost Containment Council 1996). In Ontario,
Canada, report cards comparing 30-day and 1-year
AMI mortality rates across all acute care hospitals
have also recently been released (Tu et al. 1999a).
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Abstract
The objective of this study was to compare the classification of hospitals 
as outcomes outliers using a commonly implemented frequentist statistical
approach vs. an implementation of Bayesian hierarchical statistical models,
using 30-day hospital-level mortality rates for a cohort of acute myocardial
infarction patients as a test case. For the frequentist approach, a logistic
regression model was constructed to predict mortality. For each hospital, a
risk-adjusted mortality rate was computed.Those hospitals whose 95% con-
fidence interval, around the risk-adjusted mortality rate, excludes the mean
mortality rate were classified as outliers. With the Bayesian hierarchical
models, three factors could vary: the profile of the typical patient (low,
medium or high risk), the extent to which the mortality rate for the typical
patient departed from average, and the probability that the mortality rate
was indeed different by the specified amount. The agreement between the
two methods was compared for different patient profiles, threshold differ-
ences from the average and probabilities. Only marginal agreement was
shown between the Bayesian and frequentist approaches. In only five of the
27 comparisons was the kappa statistic at least 0.40. The remaining 22 com-
parisons demonstrated only marginal agreement between the two methods.
Within the Bayesian framework, hospital classification clearly depended on
patient profile, threshold and probability of exceeding the threshold. These
inconsistencies raise questions about the validity of current methods for
classifying hospital performance, and suggest a need for urgent research
into which methods are most meaningful to clinicians, managers and the
general public.
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New York State has published hospital and surgeon-
specific report cards for mortality following coronary
artery bypass graft (CABG) surgery (New York State
Department of Health 1992).

On each report card, those providers were high-
lighted whose performance was significantly dif-
ferent than expected. Those providers deemed ‘high
outliers’ face public and professional scrutiny over
the reasons for deviation from expected performance
(Chassin et al. 1996; Zinman 1991).

Implicit in the production of such reports is the
need to adjust for patient case-mix, so that hospitals
treating sicker patients are not penalized unfairly.
There has been much discussion in the medical litera-
ture on the need for risk-adjustment, and over what
variables need to be included in risk-adjustment
models (Dubois et al. 1988; Iezzoni 1994a, 1994b;
Mueller et al. 1992; Normand et al. 1995; Volpi et al.
1993; Suarez et al. 1995; The Multicenter Postinfarc-
tion Research Group 1983). Iezzoni et al. (1995,
1996a, 1996b) have shown that models for classifying
outcomes outliers or appraising outcome, at both 
the institutional and patient levels, show sharp dif-
ferences in results depending on the severity mea-
sures used. All these comparisons have been carried
out using traditional frequentist statistical methods,
involving fitting a logistic regression model with age,
gender and a given measure of disease severity to
predict mortality.

Several frequentist methods have been imple-
mented for institutional profiling. One method used
frequently in AMI report cards is to compare the
ratio of observed to expected mortality at each 
institution. Hospitals whose ratio differs significantly
from one are classified as outliers.A second approach
is to compare the difference between observed and
expected mortality at each hospital. Those hospitals
whose difference is significantly different from 
zero are classified as performance outliers. A third
approach, which has been implemented in the 
Scottish AMI report cards (Scottish Office 1995), is
to model mortality using logistic regression, with
indicator variables for each hospital, in addition to
patient-level risk factors as regressors. For each hos-
pital, the odds of mortality, relative to the Scottish
average, was computed. Those hospitals whose odds
of mortality differed significantly from unity were
classified as outliers.

DeLong et al. (1997) compared the performance of
eight different frequentist approaches to hospital
profiling for coronary artery bypass grafting surgery
in a sample of 28 hospitals. They studied both fixed-
effects models and models that incorporated random
provider effects. One hospital was labelled as a high
outlier by all eight methods. Twelve of the hospitals
were not classified as outliers by any of the eight
methods. The remaining 15 hospitals were labelled 
as outliers by at least one method, but not by all
methods. All the analyses were carried out from a 
frequentist perspective.

Leyland & Boddy (1998) compared the perfor-
mance of a frequentist hierarchical model with that
of a logistic regression model with indicator variables
for each hospital. They found that the hierarchical
modelling approach was much more conservative in
labelling hospitals as outliers.

There is a growing interest in the use of Bayesian
methods for institutional profiling. However, there 
is no unique Bayesian approach to this problem.
Normand et al. (1997) developed a Bayesian hierar-
chical regression model to model 30-day mortality
following acute myocardial infarction. They exam-
ined the probabilities of hospital-specific mortality
rates exceeding a given threshold. They chose to use
thresholds that were determined as functions of the
data, but comment that one could alternatively use
externally defined thresholds. Similarly, Christiansen
& Morris (1997) advocate the use of Bayesian 
hierarchical regression models. Gatsonis et al. (1995)
developed a Bayesian hierarchical model to examine
geographic variation in access to coronary angio-
graphy following acute myocardial infarction. An
alternative approach would be to fit hierarchical
regression models, and then to rank hospitals ac-
cording to their risk-adjusted mortality rates. A 95%
credible interval can be constructed around each hos-
pital’s ranking. Those hospitals whose 95% credible
interval lay entirely at the top or bottom quartile of
ranks would be labelled as an outlier. This method is
described by Marshall & Spiegelhalter (1998). In this
paper, we study the approach advocated by Normand
et al. (1997).

To date much research has been conducted on
comparing different severity adjustment measures, in
terms of the classification of hospitals or individual
patients. These comparisons were all conducted
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within the same modelling framework. There has 
also been extensive research on comparing the per-
formance of different frequentist approaches to 
hospital classification, for the purpose of classifying
hospitals as outliers. Bayesian approaches to institu-
tional profiling have been studied separately in the
literature. Given the previous research on compari-
sons of methods for institutional profiling, the next
step is to compare a frequentist and a Bayesian
approach to hospital classification. The purpose of
this paper is to compare one commonly used fre-
quentist approach to hospital classification, with one
Bayesian method for hospital profiling, on a large
cohort of patients hospitalized with AMI. We chose
the given frequentist approach since it has been
implemented in many of the AMI report cards 
discussed above. We chose a Bayesian method for
hospital profiling that has also been used in the 
literature. This paper presents one of the first com-
parison of methods for institutional profiling using
two different statistical paradigms: Bayesian and 
frequentist.

Methods

Background to frequentist and Bayesian methods

Given observed data, and a model containing para-
meters, the likelihood function is the likelihood of
observing the given data, conditional on a particular
set of parameter values. Both the frequentist and
Bayesian approaches to statistical analysis make use
of the likelihood function.

The frequentist approach to statistics (Casella &
Berger 1990) assumes that the available data are a
randomly generated subset from a larger population.
Parameters (e.g. means, variances, regression coeffi-
cients) are assumed to be fixed but unknown values
in the larger population. The analyst seeks to gener-
ate estimates of these true, but unknown population
parameters, and computes sample statistics accord-
ingly. Frequently, statistical estimation is carried 
out using maximum likelihood methods (Casella &
Berger 1990), where the parameter estimates are
those that maximize the likelihood (those parameter
values under which the data were most likely to
arise). Any statistical test of hypotheses has two 
components: the null hypothesis (e.g. the mean is

zero, the regression slope is zero), and an alternative
hypothesis (e.g. the mean is not zero, the regression
slope is not zero). A P-value is calculated for each
statistical test. A P-value is the long-term probability
of obtaining a test statistic, at least as large as the one
observed, if data were to be repeatedly generated
under identical conditions from the larger population
in which the null hypothesis is true. For a small P-
value, we reject the null hypothesis. Traditionally,
most statistical analyses of report cards have been
carried out from a frequentist perspective.

The Bayesian paradigm (Lee 1997) allows one 
to combine previous beliefs about underlying 
parameters, with the observed data to obtain proba-
bility distributions of the parameters. The Bayesian
perspective views both the data, as well as the under-
lying parameters which generated the data, as
random variables. Bayes’s theorem provides a
method of combining the likelihood function with
previous beliefs about the parameters’ probability
distribution to obtain the posterior probability dis-
tribution.The posterior probability distribution is the
probability distribution of the unobserved parame-
ters, conditional on the observed data, given one’s
previous beliefs about this probability distribution.
Once the posterior distribution has been determined,
one is able to make probabilistic statements about
the underlying, unobserved parameters, such as the
probability that a given parameter exceeds some
threshold.

Traditionally, it has been difficult to develop
closed-form expressions of the posterior distribution,
except in the simplest of cases. However, with the
advent of Markov Chain Monte Carlo (MCMC)
methods (Gilks et al. 1996), Bayesian methods are
being implemented with increasing frequency.
MCMC methods are computer-intensive methods
that allow one to simulate draws from the posterior
distribution, without having to calculate the posterior
distribution.

Data sources

Data from the Ontario Myocardial Infarction Data-
base (OMID) (Tu 1999b) were used in this study.
Creation of this linked population-based administra-
tive database is described in detail elsewhere (Tu
1999b). For the current study, all 17 818 AMI admis-
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sions from 1 April 1996 to 31 March 1997 to the 139
acute care hospitals in Ontario, with an AMI volume
of at least 20 patients over the time of the study,
were included. Information on patient demographics,
comorbidities and 30-day mortality was available for
all patients.

The purpose of this paper is not to compare 
variables in risk-adjustment models, but rather to
compare methods for profiling hospitals, once a 
risk model has been constructed. However, for face
validity we include some information on our risk-
adjustment model, which is described in more detail
elsewhere (Tu 1999a, 1999b). The OMID cohort was
created from administrative databases, and thus did
not contain clinical variables such as blood pressure,
heart rate or type of infarct. Coded comorbidities
used in the risk-adjustment model consisted of shock,
diabetes with complications, congestive heart failure,
cancer, cerebrovascular disease, pulmonary oedema,
acute renal failure, chronic renal failure and cardiac
dysrhythmias. Age (in four categories) and gender
were also entered in the risk-adjustment model.
This risk-adjustment model was developed in a
1994–96 AMI cohort. The area under the Receiver
Operating Characteristic (ROC) curve (Hanley &
McNeil 1982) on the derivation dataset was 0.775.
The model was applied to a validation dataset of 1997
AMI patients, and the area under the ROC curve was
0.779.

Statistical models

The frequentist approach to hospital classification
that we have chosen, involves fitting a logistic regres-
sion model to the entire cohort to model the prob-
ability of mortality given the chosen risk factors
(DeLong et al. 1997). Once this model has been fitted,
each patient has a predicted probability of mortality.
These probabilities can then be summed up within
each hospital to produce the number of deaths that
one would expect at this hospital, given its case-mix.
The ratio of the observed to expected number of
deaths for each hospital is multiplied by the overall
cohort mortality rate to produce the risk-adjusted
mortality rate. This is interpreted as being the mor-
tality rate that would have been observed at the hos-
pital if its case-mix had been similar to that of the
average case-mix in the province. One can construct

confidence intervals around the risk-adjusted mor-
tality rate (DeLong et al. 1997; Hosmer & Lemeshow
1995). Those hospitals whose confidence intervals
exclude the cohort mortality rate are labelled as
either high or low outliers. We chose to use the ratio
of observed-to-expected mortality since this method
has been implemented in most of the report cards
discussed in the introduction. However, as noted in
the introduction, this is not the only frequentist
approach available for hospital profiling.We chose to
use 95% confidence intervals in our implementation
of the frequentist approach. We used SAS version
6.12 (SAS Institute Inc. 1997) to implement the fre-
quentist logistic regression model.

The Bayesian method that we have chosen to
implement involves fitting a Bayesian hierarchical
model (Wong & Mason 1985) as advocated by
Normand et al. (1997). This approach fits a separate
regression model to the patients from each hospital.
Let pij denote the probability of mortality for the ith

patient at the jth hospital. Let x1ij, . . . , xkij denote the
values of the k predictor variables measured on 
the ith patient at the jth hospital. We fit the model
log(pij/(1-pij)) = a0j + a1jx1ij + . . . + akjxkij. The regres-
sion coefficients may be fixed across hospitals, or they
may be allowed to vary across hospitals (or a com-
bination of the two). In the case where they vary
across hospitals, we assume that a0j ~ N(m0,so), . . . ,
akj ~ N(mk,sk). Here m0 is the mean baseline log-odds
of mortality for a patient, all of whose covariates
equal 0, in the population of hospitals. We define
p0 = exp(m0)/(exp(m0) + (1) to be the mean probabil-
ity of mortality for this patient in the population of
hospitals. Similarly, m1 is the mean effect of the first
predictor in the population of hospitals. By conven-
tion, one then assumes diffuse or non-informative
priors on the parameters to be estimated. This
implies that our prior beliefs about the parameters’
probability distribution are vague and imprecise, and
that the parameter can assume values over a large
range, with approximately equal likelihood. The 
previous probability distribution for the regression
coefficients was assumed to be a normal distri-
bution, with mean zero and a large variance (we
chose s2 = 1000). The previous probability distribu-
tion for the variance components was assumed to
follow a diffuse, inverse gamma distribution. These
are standard choices in fitting hierarchical regression
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models (Spiegelhalter et al. 1996). The model was
then estimated using MCMC methods, using the
BUGS (Bayesian inference Using Gibbs Sampling)
software package (Gilks et al. 1994). In our imple-
mentation, we fit a random intercept model, where
the intercept was allowed to vary across hospitals,
while the remaining coefficients were fixed across
hospitals. Hence, the hospital-specific mortality rate
was allowed to vary across hospitals. By constraining
the remaining coefficients to be equal across models,
we are assuming that the relationship between a
given predictor and mortality is the same at all hos-
pitals. Allowing the effects of predictors to vary
across institutions raises the issue of differences in
quality of care, which we want to examine through
variability in the intercept term, and not through
variability in the effect of predictor variables. It also
makes the resultant model more difficult to interpret.

With the Bayesian approach, three decisions need
to be made: the patient profile, the threshold and 
the probability of exceeding the threshold. A hospi-
tal will be classified as an outlier if the probability of
mortality for a specific patient profile exceeds a 
given threshold with at least a specified probability
level. In the Bayesian framework each parameter is
assumed to follow a probability distribution, allow-
ing one to make probabilistic statements about para-
meters or linear combinations of parameters. One
can calculate pj, the probability of mortality for a
specified patient, at the jth hospital, and the probabil-
ity with which this hospital-specific probability of
mortality exceeds a given threshold. Hospitals whose
probabilities of mortality exceed a given threshold
with a certain probability are then classified as out-
liers. For example, given a threshold level c (here c is
the relative proportion that the threshold mortality
rate is above or below the average mortality rate for
the given profile), and a probability level of 0.5, then
a hospital is classified as a high outlier if the prob-
ability that pj > (1 + c) p0 is at least 0.5. Similarly, a
hospital is classified as a low outlier if the probabil-
ity that pj < (1-c) p0 is at least 0.5. In this formulation,
p0 is the mean mortality rate for the given patient
profile.This concept is illustrated graphically in Fig. 1,
for c = 15%. This can be repeated with different
patient profiles, with different thresholds, and with
different probabilities of exceeding the threshold.We
have chosen our thresholds internally, as a function

of the model, using an approach similar to that of
Normand et al. (1997). However, one can also choose
external thresholds. For a given patient profile, one
can define the highest acceptable mortality rate.
Similarly, one can define what mortality rate consti-
tutes excellent quality of care for a given patient
profile and use this for the lower threshold. To put
our analysis into a clinical context, the overall 30-day
mortality rate in our cohort was 14.7%.

In this paper, we examined three different patient
profiles: (1) a male aged 50–64 years, with no addi-
tional risk factors, (2) a patient aged 65–74 years, all
of whose risk factors are set to the cohort average
and (3) a female aged at least 75 years, with chronic
renal failure, heart failure and cardiac dysrhythmias.
These were termed as low-risk, medium-risk and
high-risk patient profiles, respectively. It should be
noted that the medium-risk patient is a fictitious
patient profile. It represents a person whose risk
factors are all set to the cohort average. Therefore,
this patient is defined as being 66% male, and simi-
larly for the other risk factors. A similar approach
was used by Gatsonis et al. (1995). For each patient
profile, the probability of mortality at each hospital
is calculated based on the fitted model. The chosen
thresholds are 10%, 15% and 20% above and below
the mean hospital-specific mortality rate for the
given patient profile in the population of hospitals.
Three different probabilities of exceeding the given
threshold were chosen: 0.333, 0.50 and 0.666. Hospi-
tals whose probabilities of mortality lie below the
lower threshold with at least the given probability
level are classified as low outliers, whereas hospitals
whose probabilities of mortality exceed the upper
threshold with at least the given probability level 
are classified as high outliers. The three thresholds
were chosen to represent high, moderate and low
demands for quality of medical care. We chose our
three levels of probability to represent weak,
moderate and strong evidence that the hospital had
exceeded the given threshold. Thus, we have 27 
scenarios for classifying a hospital as an outlier. For 
a given patient profile, the possible scenarios are
described in Table 1.

Using each of the two methods, a hospital was clas-
sified as a high outlier, a low outlier or neither. The
agreement between the Bayesian and frequentist
methods of hospital classification was assessed using

Bayesian vs. frequentist profiling
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the kappa statistic (Fleiss 1981). We used the con-
vention (Landis & Koch 1977) that a kappa statistic
of greater than 0.75 denotes excellent agreement, a
kappa statistic between 0.4 and 0.75 denotes good
agreement, whereas a kappa statistic of less than 
0.4 denotes marginal agreement. We used a weighted
kappa, since that allows weighting different levels of
disagreement. We used the weights suggested by 
Cicchetti and Allison (Fleiss 1981). We repeated 
the analysis using a traditional kappa and obtained
similar results.

Results

Either approach classifies each hospital as a low
outlier, a high outlier or neither. Table 2 compares 
the performance of the traditional approach to the
Bayesian hierarchical models for a low-risk patient
profile. Tables 3 and 4 compare the performance of
the traditional approach to the Bayesian hierarchical
models for a medium-risk patient profile and a high-
risk patient profile, respectively. Within each table,
for a given threshold and a given probability of

40 © 2001 Blackwell Science, Journal of Evaluation in Clinical Practice, 7, 1, 35–45

Figure 1 Probability distribution of the hospital-specific mortality rate for a given hospital and for a given patient
profile. In the Bayesian paradigm, for each hospital, the mortality rate for a specific patient profile follows a
probability distribution. In the above figure, for a given hospital, the mortality rate distribution for a medium risk
patient is normally distributed as N(m = 13.0, s = 3). The mean mortality rate for this patient profile in the hospital
population is 10.5%. The threshold 15% above the mean mortality rate is 12.1%. The probability that the given
hospital’s mortality rate exceeds this threshold is 0.62%.
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Table 1 Hospital classification for specific scenarios, for a given patient profile

Probability of exceeding threshold
Threshold 0.333 0.50 0.666

10% Hospital is classified as an outlier if: Hospital is classified as an outlier if: Hospital is classified as an outlier if: 
P(pi > 1.1po) � 0.333 P(pi > 1.1po) � 0.50 P(pi > 1.1po) � 0.666
or or or
P(pi < 0.90po) � 0.333 P(pi < 0.90po) � 0.50 P(pi < 0.90po) � 0.666

15% Hospital is classified as a outlier if: Hospital is classified as a outlier if: Hospital is classified as an outlier if:
P(pi > 1.15po) � 0.333 P(pi > 1.15po) � 0.50 P(pi > 1.15po) � 0.666
or or or
P(pi < 0.85po) � 0.333 P(pi < 0.85po) � 0.50 P(pi < 0.85po) � 0.666

20% Hospital is classified as an outlier if: Hospital is classified as an outlier if: Hospital is classified as an outlier if:
P(pi > 1.2po) � 0.333 P(pi > 1.2po) � 0.50 P(pi > 1.2po) � 0.666
or or or
P(pi < 0.80po) � 0.333 P(pi < 0.80po) � 0.50 P(pi < 0.80po) � 0.666

pi is the hospital-specific mortality rate for a given patient profile. p0 is the mean mortality rate in the population of hospitals for the given patient profile.
Interpretation of the first cell: a hospital is classified as a high outlier if the probability is 33.3% or higher that its mortality rate (for the given patient profile)
is at least 10% above the mean hospital-specific mortality rate (for the given profile). A hospital is classified as a low outlier if the probability is 33.3% or
higher that its mortality rate (for the given patient profile) is at least 10% below the mean hospital-specific mortality rate (for the given profile).

Table 2 A comparison of hospital classification using a frequentist statistical model, and a Bayesian hierarchical
model with a low-risk patient profile

Bayesian hierarchical model: low-risk patient profile
10% Threshold 15% Threshold 20% Threshold

Frequentist risk model Low Neither High Low Neither High Low Neither High

Probability of exceeding threshold at least 0.333
Low 7 0 0 6 1 0 1 6 0
Neither 17 88 17 1 118 3 0 122 0
High 0 0 10 0 5 5 0 9 1

Kappa = 0.45 Kappa = 0.67 Kappa = 0.20

Probability of exceeding threshold at least 0.5
Low 4 3 0 0 7 0 0 7 0
Neither 0 122 0 0 122 0 0 122 0
High 0 9 1 0 10 0 0 10 0

Kappa = 0.44 Kappa = 0 Kappa = 0

Probability of exceeding threshold at least 0.666
Low 0 7 0 0 7 0 0 7 0
Neither 0 122 0 0 122 0 0 122 0
High 0 10 0 0 10 0 0 10 0

Kappa = 0 Kappa = 0 Kappa = 0
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Table 3 A comparison of hospital classification using a frequentist statistical model, and a Bayesian hierarchical
model with a medium-risk patient profile

Bayesian hierarchical model: medium-risk patient profile
10% Threshold 15% Threshold 20% Threshold

Frequentist risk model Low Neither High Low Neither High Low Neither High

Probability of exceeding threshold at least 0.333
Low 7 0 0 3 4 0 0 7 0
Neither 10 98 14 0 122 0 0 122 0
High 0 1 9 0 7 3 0 9 1

Kappa = 0.52 Kappa = 0.51 Kappa = 0.10

Probability of exceeding threshold at least 0.5
Low 2 5 0 0 7 0 0 7 0
Neither 0 122 0 0 122 0 0 122 0
High 0 9 1 0 10 0 0 10 0

Kappa = 0.29 Kappa = 0 Kappa = 0

Probability of exceeding threshold at least 0.666
Low 0 7 0 0 7 0 0 7 0
Neither 0 122 0 0 122 0 0 122 0
High 0 10 0 0 10 0 0 10 0

Kappa = 0 Kappa = 0 Kappa = 0

Table 4 A comparison of hospital classification using a frequentist statistical model, and a Bayesian hierarchical
model with a high-risk patient profile

Bayesian hierarchical model: high-risk patient profile
10% Threshold 15% Threshold 20% Threshold

Frequentist risk model Low Neither High Low Neither High Low Neither High

Probability of threshold exceeding at least 0.333
Low 3 4 0 0 7 0 0 7 0
Neither 0 122 0 0 122 0 0 122 0
High 0 9 1 0 10 0 0 10 0

Kappa = 0.37 Kappa = 0 Kappa = 0

Probability of exceeding threshold at least 0.5
Low 0 7 0 0 7 0 0 7 0
Neither 0 122 0 0 122 0 0 122 0
High 0 10 0 0 10 0 0 10 0

Kappa = 0 Kappa = 0 Kappa = 0

Probability of exceeding threshold at least 0.666
Low 0 7 0 0 7 0 0 7 0
Neither 0 122 0 0 122 0 0 122 0
High 0 10 0 0 10 0 0 10 0

Kappa = 0 Kappa = 0 Kappa = 0



exceeding the threshold, are the kappa statistics for
assessing agreement between the two methods.

The traditional method of classifying hospitals
identified seven low outliers and 10 high outliers 
(at the 0.05 level). The number of outliers detected
by the Bayesian hierarchical models varied with the
patient profile, the threshold and the probability of
exceeding the threshold.

With the low-risk patient profile, using the 10%
threshold and a 0.333 probability of exceeding the
threshold, the Bayesian hierarchical models classified
51 hospitals as outliers. In this scenario, the kappa
statistic was 0.45. A hospital was more likely to be
labelled an outlier using the Bayesian approach than
by the frequentist approach.

With the medium-risk patient profile, the Bayesian
hierarchical models classified several hospitals as
outliers using the 10% and 15% thresholds with a
0.333 probability of exceeding the threshold. The 
scenarios with the 10% and 15% thresholds pro-
duced good agreement (kappa = 0.52 and kappa =
0.51, respectively) with the frequentist approach.

In only one of the nine scenarios involving the
high-risk patient profile was the agreement between
the two methods any greater than would be expected
by chance alone (kappa > 0). In the remaining eight
scenarios, no hospitals were identified as outliers
using the Bayesian approach.

Overall, only five combinations of patient profile,
threshold and probability level produced good agree-
ment with the frequentist approach (0.40 < kappa
< 0.75). In no scenarios did kappa exceed 0.75, denot-
ing excellent agreement.

Discussion

We have compared the performance of two statisti-
cal paradigms that can be used to assess the outcomes
of hospital services. Our test case compared hospital-
level 30-day mortality outcomes for acute myocardial
infarction in the Canadian province of Ontario, with
a Bayesian as contrasted to a frequentist methodol-
ogy. In most instances, the two approaches produce
strikingly different conclusions. In only five instances
was there any semblance of agreement between the
two methods (kappa > 0.40).

The Bayesian hierarchical approach shrinks each
hospital’s estimate of mortality for a specific patient

profile towards the average mortality rate in the 
population of hospitals, thus reducing the apparent
variability between hospitals, compared to the imple-
mentation of a fixed-effects model. Hence, the prob-
ability that a hospital lies above or below a given
threshold will be small. In 18 of the 27 scenarios
examined, no hospitals were classified as outliers by
the Bayesian approach.

The frequentist approach classifies hospitals as
outliers by computing what their mortality rate
would have been, had their case-mix been similar 
to that of the entire cohort. In contrast to this, the
Bayesian hierarchical modelling approach computes
the probability that the hospital’s mortality rate for
a specific patient profile lies above or below some
threshold. The Bayesian approach is useful for
finding those patient profiles for which there is a real
difference between hospitals. The results indicate
that using the Bayesian approach it is difficult to 
classify hospitals as outliers for medium and high-
risk patient profiles, compared with the frequentist
approach. However, one is able to classify hospitals
as outliers for low-risk patient profiles using the
Bayesian approach, when both the threshold and the
required probability of exceeding the threshold are
low. The Bayesian approach may indicate that it is
among the low-risk patients that there is the greatest
room for improvement in the quality of medical care
provided, and thus the greatest variation between
hospitals.

The traditional frequentist approach is relatively
straightforward, with the only choice being the level
of significance required to classify a hospital as an
outlier. One drawback to the frequentist approach is
its reliance on P-values. As such, they represent an
artificial comparison – that is, the probability of the
data given the hypothesis of no differences between
hospitals, rather than the probability of the param-
eters, given the observed data.

With the Bayesian approach, three decisions need
to be made: the patient profile, the threshold and the
probability of exceeding the threshold. Each of these
choices has an impact on the results, as Tables 2–4
demonstrate. In choosing a threshold, one defines
what constitutes both excellence and mediocrity in
medical care. The Bayesian approach allows one to
quantify uncertainty about a hospital’s performance.
Differing degrees of uncertainty about performance

Bayesian vs. frequentist profiling
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can be examined by allowing the required probabil-
ity of exceeding the threshold to vary. The Bayesian
approach also allows each hospital’s performance to
be examined for specific patient profiles. By examin-
ing different patient profiles, one can determine
those profiles for which there is the greatest room for
improvement in medical care. By computing each
hospital’s probability of exceeding the threshold
defining quality of care, one can judge the strength of
the evidence for either excellent or poor quality of
medical care. We believe that the Bayesian approach
allows one to gain a deeper understanding of how
specific hospitals differ from the norm. The Bayesian
method allows one to use medically informed cri-
teria for assessing hospital performance. However,
the Bayesian approach requires explication to those
used to the frequentist paradigm, but may actually 
be more intuitive to non-statisticians.

Our study has certain limitations. For the Bayesian
method, our choices of threshold levels and the
required probabilities of exceeding these thresholds
for classification as an outlier are somewhat sub-
jective, as are our choices of patient profiles. Other,
defensible, choices could also be examined. We
limited our choice to three different thresholds, and
three different probabilities, to limit the number of
scenarios that were examined. In so doing, we
demonstrated that classification using the Bayesian
hierarchical models depended on each of the patient
profile, the threshold and the probability of exceed-
ing the threshold. There are alternative methods that
we could have chosen to assess agreement. Using
each method, we could have divided the hospitals
into quartiles based upon the risk-adjusted mortality
rate. We could then have seen how many hospitals
changed quartiles when an alternative method of
profiling was used.

In conclusion, for most of the scenarios that we
examined, there was poor concordance between the
Bayesian and frequentist methods. This research was
performed on 17 818 patients hospitalized for AMI
at 139 hospitals in Ontario. Correctly determining
which hospitals deliver either excellent or mediocre
medical care is an important clinical issue.We believe
that the discordance in determining outlier status
highlights the limitations of the current methods of
measuring and reporting hospital performance. Each
method operates under a different paradigm, and

allows one to put different questions to the data. Our
findings suggest a need for urgent research into
which methods are most meaningful to clinicians,
managers and the general public.
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