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Summary of the Dissertation

This dissertation shows how initial conditions play a special role in the
explanation of contingent and irregular outcomes, including, in the form of
geographic context, the special case of uneven development in the social sciences.
The dissertation develops a general theory of this role, recognizes its empirical
limitations in the social sciences, and considers how it might be applied to the
question of uneven development. The primary purpose of the dissertation is to
identify and correct theoretical problems in the study of uneven development; it is not
intended to be an empirical study.

Chapter 1 introduces the basic problem, and discusses why it has become
especially salient in debates concerning uneven development.

Chapter 2 develops an argument for the importance of initial conditions in the
philosophy of science, developed specifically in the context of the Bhaskar/Cartwright
‘open systems’ (and by extension, ‘exogenous factor’) emphasis on the ubiquity of
contingency in the universe and rejection of explanation based on laws of nature
(regularity accounts) of causation.

Chapter 3 makes three claims concerning the concept of contingency, especially
as related to the study of society: 1) that there are eight distinct uses of the word
contingency, and its many meanings are detrimental to clarity of discussion and
thought in history and the social sciences; 2) that it is possible to impose some order
on these different uses through developing a classification of contingency into three
types based on assumptions concerning possible worlds and determinism; 3) that one
of the classes is a special use of the word without relevance to the social sciences,
while the two remaining classes are nothing more than a variety of the ‘no hidden
factors’ argument in the debate on indeterminism and determinism (and thus related to
the concept of spacetime trajectories caused by initial conditions and the interference
of these in the form of ‘exogenous factors’ with ‘open systems’).

Chapter 4. The concept of explanation based on initial conditions together with
laws of nature is widely associated with determinism. In the social sciences
determinism has frequently been rejected due to the moral dilemmas it is perceived as
presenting. Chapter 4 considers problems with this view.

Chapter 5 considers attitudes among geographers, economists, and historians
towards using geographic factors as initial conditions in explanation and how they
might acceptably be used, in particular their role in ‘anchoring’ aspatial theories of
social processes to real-world distributions.

Chapter 6 considers the relationship of the statistical methods common in
development studies with the trend towards integrating geographical factors into
econometric development studies. It introduces the statistical argument on ‘apparent
populations’ that arrives at conclusions concerning determinism consistent with
Chapters 2 and 3 of the dissertation. The need for the visual interpretation of data with
descriptive statistics and maps and their utility in the study of uneven development is
discussed with a number of examples.

Chapter 7 applies these concepts to the ‘institutions versus geography’ debate in
development studies, using Acemoglu, Johnson and Robinson’s 2002 ‘reversal of
fortune’ argument as a primary example.

Chapter 8 considers possible directions for future work, both theoretical and
empirical.

Chapter 9 concludes with a discussion of additional possible objections to the use
of initial conditions as exogenous factors in explanation.



This dissertation is the result of my own unaided work and presents as original nothing
which is the result of work undertaken in collaboration with others. The dissertation does

not exceed 80,000 words.

Clint Ballinger
May, 2008
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Prefatory Comments

Approaches to the study of uneven development based on Humean regularity
accounts of causation (and frequentist statistics, discussed further in Chapter 6) have
had limited success. This is not surprising given that local development outcomes are
single incidences - there is only one East Asia, one Peru, one Silicon Valley.

In recent decades theories of singular or ‘token’ causation have been popular, and
these might reasonably be expected to work better in the study of unique development
outcomes. However, these approaches are also plagued by many unresolved
contradictions and inconsistencies.'

One approach to the explanation of singular outcomes has been exceptionally
important in recent decades in the philosophy of science as well as an important
heterodox view in the social sciences. This is an essentialist, neo-Aristotelian
‘natures’ or ‘capacities’ view closely associated with Nancy Cartwright in both fields
and Roy Bhaskar in the latter.”

There are two components to the Bhaskar/Cartwright argument. One is the
rejection of regularity accounts of causation and laws of nature based on the problem
of argument from induction. It is not possible to know for sure that laws of nature
hold outside of the experiments scientists perform; in the real world of systems
interfered with by exogenous factors (i.e., the real world of ubiquitous ‘open’
systems) we see things acting in non-lawlike ways. The second component is that,
given that we cannot be sure that laws are operating in these cases, it is better to view
the behavior of things we see in the real world as being due to their essential nature,

capacities, or tendencies. Both of these components have been heavily criticized.

" For a general overview and examples see Heathcote and Armstrong 1991, Hitchcock 1995,
Armstrong 1997, Ch. 14, Ellis 2000, and Psillos 2002.

* Cartwright’s argument has been highly influential in the philosophy of science, and she has directly
applied it to the social sciences (especially economics, Cartwright 1999, 2002b) where it has also been
increasingly influential (e.g., Hoover 2001, Kittel 2006). Bhaskar’s views have long been associated
with the study of uneven development and an emphasis on the contingency of local outcomes (e.g.,
Sayer 1984, Outhwaite 1987, Urry 1987 in the 1980s), a view which has become an increasingly
prominent heterodox position in economics and the social sciences (in the 1990s to the present; e.g.,
Archer 1995, Steinmetz 1998, Fleetwood 1998, Sayer 2000, Danermark et. al. 2002; Patoméki 2002,
Downward 2003, Van Bouwel 2003, Lawson 1997, 2003, Mearman 2004, Lewis 2004).



However, as evident in the continued attention to ‘open systems’ arguments, these
critiques have not been entirely effective.

Chapter 2 of this thesis began as a novel critique of Bhaskar/Cartwright-type open
systems arguments. While disagreeing with their conclusions, we believe that their
views on the importance of ubiquitous contingency and the role of open
systems/exogenous factors in explanation are correct and insightful. Nevertheless, our
argument shows how, through recognizing the importance of the role of initial
conditions in explanation, attention to the openness of systems and the ubiquity of
contingency strengthens rather than weakens a traditional ‘laws plus initial
conditions’ (L+IC) concept of explanation.’

Crucially, though, Chapter 2 does not have as its ultimate goal the rejection of the
Bhaskar/Cartwright view of explanation. Although demonstrating the merit or lack of
merit of their theory is important considering it is a major point of contention within
the philosophy of science (and an increasingly prominent heterodox viewpoint in
some social sciences) that is not our primary objective. The larger goal of Chapter 2 is
as the first step towards the expression of a full theory of the explanation of
contingent events (including location) based on the role of initial conditions (as
exogenous factors) in shaping spatial distributions. Chapter 2 lays the groundwork for
the future development of such a theory.

We want to make clear at the outset what our claims are and are not for the
usefulness and originality of this theory. Part of the discussion in Chapter 2 is set in
the context of a famous example by Otto Neurath cited by Cartwright concerning a
banknote fluttering in the wind and what understanding of ‘forces’ one would need in
order to explain the descent of the banknote. Our argument concerns the role of initial
(and boundary) conditions in this type of scenario. An anonymous reviewer for the

journal Philosophy of Science, reviewing an early draft of an article that now forms

3 We abbreviate a traditional ‘laws plus initial conditions’ concept of explanation as ‘L+IC’. The
concept of explaining using laws and initial conditions was formalized in the mid-twentieth century and
became closely associated with Hempel and the ‘deductive nomological’ or ‘D-N model’. We do not
use the term ‘D-N model’ for several reasons. First, the basic concept of explaining relying on laws and
initial conditions long predates the D-N model; second, the D-N model is somewhat of a ‘loaded’ term,
associated with positivism, ‘scientism’, and other ideas that cause many social scientists to reject it out
of hand; third, the term ‘deductive-nomological’ is unnecessarily confusing, whereas the idea of
explaining using laws and initial conditions is conceptually straightforward. Finally, the emphasis on
the importance of initial conditions is clear in the phrase ‘L+IC concept of explanation’, whereas a lack
of attention to initial conditions, as we will argue, was precisely one of the chief problems with the ‘D-
N model’.

xi



Chapter 2 of the dissertation, was not clear on precisely what our claim was regarding
initial conditions and the wind in the Neurath-Cartwright example. They write ‘As I
understand it, there are three possibilities:

(a) The initial conditions include facts about the forces due to the wind.

(b) The initial conditions include facts that imply the existence of forces due to the

wind.

(c) The initial conditions explain what the ‘force of wind’ was supposed to

explain, and so no appeal to forces (other than gravity) is required.’
The reviewer correctly notes that neither (a) nor (b) would negate Cartwright’s
argument, and our paper does indeed argue for (c), i.e., a general theory that initial
conditions explain the spatial irregularities of the universe and that this in turn
resolves the problems associated with explaining contingent events. The reviewer

continues:

As for (c), it strikes me as either brilliant or crazy. It is crazy if we are supposed to
believe that enough has been said to provide the explanation in question, or even
how such an explanation would go, in principle. It is brilliant if it can be fleshed
out into a full-blown explanation of how, for example, spatio-temporal
irregularities can, without appeal to forces (other than the rarefied forces, such as
gravity, that Cartwright is prepared to admit), explain the motions that would
normally be explained by appeal to the force of the wind (or cognate notions, such
as ‘pressure’). But actual explanations in classical physics do appeal to such
forces, so we are really talking about an entirely new theory (anonymous reviewer

for Philosophy of Science).

We would demure that our theory is not ‘brilliant’, but also deny that it is ‘crazy’.
It is not brilliant as it is in some ways merely a description of what scientists do every
day that simply has not been expressed clearly within the context of recent debates on
explanation. However, it is not crazy for exactly the same reason. (Lest the reader, in
light of the reviewer’s comment, fear that we are proposing a theory based on some
‘half-baked’ argument that modern physics itself is somehow in error, we want to
emphasize that our argument is precisely to the contrary. Our theory in no way relies

on any argument that modern physics is somehow in error, but quite the opposite -

xii
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current theories of explanation are not sufficiently grounded in recent critical
developments in standard physics/science.”)

Furthermore, and again for the same reason, ‘fleshing out’ this argument into a
‘full blown’ theory is not nearly as daunting as the reviewer suggests. As we will
discuss in Chapter 2, there are numerous and increasing examples of explanation in
the sciences that already do what our theory says must be done. We merely point out
that there has been an unrecognized degree of success (most stunningly in recent
developments in quantum cosmology) using these methods since they were last
explicitly debated in the early- to mid- twentieth century (largely under the rubric of
‘D-N models’ of explanation). Crucially, though, the full metaphysical and
epistemological import of these successes has not been fully appreciated in the
philosophy of science and explanation, and we set out to correct this situation.

It will become apparent that the concept of explanation we urge has severe
epistemological limits (largely related to the problem of reductionism/emergent
properties) for application to the social sciences. We make two comments regarding
this fact. First, we believe it is important to have a theoretically correct concept of
explanation regardless of what the implications of this are for the possibility of
knowledge of certain domains. The world is not always to our liking, and far too often
theories of ‘explanation’ in the social sciences seem to be based on desired ends rather
than reality.” Second, and crucial to the second part of this thesis, is the belief that
there is one use for our theory of explanation that is both tractable and indeed

essential for the study of uneven development. We introduce this argument in the

* As mentioned by Earman et. al. 2002 (286 and endnote 5), it is the Bhaskar/Cartwright argument
that rests on an incorrect or incomplete understanding of standard physics, specifically confusion
concerning the dynamic nature of differential equations, and, as Sheldon Smith clearly shows, that
explanation of something like a falling banknote is perfectly theoretically possible under the standard
view of physics using classical continuum mechanics (Smith 2001). Our argument is emphatically not
opposed to standard modern interpretations of physics. Rather, it is based on observing patterns in
modern successful scientific explanation, making explicit how this is being achieved, and applying
these insights to new domains.

> As Rosenberg notes, the explanatory irreducibility of the human sciences is only epistemic, and
‘there are good arguments available to show that metaphysical’ reducibility is tenable (Rosenberg
2005, 18). Clearly, though, the type of society that could gather and process sufficient information to
remotely begin to ‘explain’ or predict social processes would be extremely complex and most likely
highly intrusive. Like many (e.g., economist Herman Daly and theologian John Cobb in their For the
Common Good, 1989) we believe there are practical and moral reasons why it would be far better to
voluntarily limit the complexity of society, which would likely preclude much social ‘science’. We
view the rise in ‘happiness studies’ in the social sciences, especially making measures of emotional
well-being the goal of ‘development’ (Bruni and Luigi Porta 2005, Graham 2005), as a step in the right
direction towards meaningful, sustainable, and pragmatic uses for the social sciences.



Introduction (Chapter 1) and develop it further in the context of the social sciences in
Chapter 5. Chapter 6 considers methodological issues regarding this application, and
Chapter 7 is an example of applying this approach to the explanation of (contingent)
uneven development outcomes.

There are frequent and occasionally extended quotations in Chapters 1-4 of the
dissertation. These are not the result of laziness; their presence is part of a purposeful
approach to the subjects discussed. A major point of this dissertation is to show that
there are certain perspectives that are widespread in the social sciences, and that there
are problems with these perspectives. The use of quotations is meant to both
document precisely the views on the subjects we discuss and to avoid the all too
frequent charges of misrepresentation that plague sometimes heated exchanges (such
as Anderson 2001 and Cartwright 2001 regarding the subject of Chapter 2). Chapter 1
uses frequent quotations to demonstrate the existence of certain views concerning
initial conditions and the use of geographic factors in economics, Chapter 3 to
demonstrate the degree of confusion concerning the concept of ‘contingency’, and

Chapter 4 to demonstrate certain beliefs regarding determinism in the social sciences.

Chapter 2 is closely adapted from the previously published article ‘Initial
Conditions and the “Open Systems” Argument against Laws of Nature’ (Ballinger
2008). Appendix B is the result of early attempts to transform work from the M.A.
thesis into the doctoral dissertation; obstacles to doing so resulted in the investigations
leading to the present work. This early work is included in Appendix B as it both
lends depth and context to some of the discussions in the second part of the present
work, and because, although earlier work, it also serves as an example of possible

directions for future empirical research.
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CHAPTER 1
INTRODUCTION

This dissertation shows how initial conditions play a special role in the
explanation of contingent and irregular outcomes, including (in the form of
geographic context) the special case of uneven development in the social sciences.
The dissertation develops a general theory of this role, recognizes its empirical
limitations in the social sciences, and considers how it might be applied to the
question of uneven development. The primary purpose of the dissertation is to
identify and correct theoretical problems in the study of uneven development; it is not
intended to be an empirical study.

The key questions the dissertation seeks to address:

e What is the role of initial conditions in explanation?

e How does recognizing this role alter common conceptions of explanation?

e What are the empirical limitations to this view of explanation?

e How is this view of initial conditions related to spatial distributions and the
concept of ‘contingency’?

e Does the relation between initial conditions and spatial distributions in the
hard sciences hold in the social sciences? If so, can it be applied to the far
more complex social sciences, and how?

e Overall, can a better philosophy of science understanding of the role of
initial conditions, including ‘initial conditions’ in the form of geographic
factors and factor endowments in the social sciences, help improve our

understanding of uneven development?

1.1 The Neglected Role of Initial Conditions

Initial conditions (and the related concepts of boundary and antecedent

conditions®) have received relatively little discussion in the philosophy of science. To

® Technically, references to ‘initial conditions’ other than in the context of cosmology are actually
references to ‘antecedent conditions’. When some system is under study, the realm of study is
demarcated temporally and spatially by antecedent and boundary conditions respectively.



initiate discussion of several important issues concerning initial conditions, including
why they have not received more attention, the common analogy of a billiard table
with many balls on it is useful. Under determinism, the movement of all the balls on a
billiard table will be determined by the laws of nature along with the initial velocity
(speed and trajectory) of the first ball and initial placement of all the other balls, the
‘initial conditions’ of the table. Consequently on various billiard tables, given the
same laws of nature, it is the difference in initial conditions that will account for the
different final distribution of balls on each table. A theoretical relationship between
initial conditions and spatial distribution is evident in this example.

From the Enlightenment until the twentieth century deterministic assumptions
were not uncommon, and therefore it might seem that the role of initial conditions in
the sciences would have been an important area of study. However, despite the
apparent importance of initial conditions under determinism, in discussions of the
philosophy of science and explanation the search for laws of nature dominated this
time period (evident in the fame of the discoveries of Boyle, Newton, Maxwell and
others associated with laws of nature) while consideration of the role of initial
conditions was relatively limited.

The twentieth century witnessed the development of an indeterministic consensus
(Hacking 1983) which in turn relegated initial conditions to a still lower status. The
reason is evident if we imagine the billiard table again, but this time as
indeterministic. On this table when balls collide they do not always follow the laws of
our previous tables. Rather, they often veer off in directions that would have been
‘wrong’ on the deterministic table. If one wanted to know, after the initial first push of
a ball, where all the balls on the table would end up, on the indeterministic table the
initial conditions would be a great deal less important than under determinism (how
much less would depend on the degree of indeterminism of the table, and the time
passed and hence number of interactions). The accumulating indeterministic
interactions would increasingly diminish any influence from initial conditions.

Thus between the early focus on laws of nature and the later rise of indeterministic
assumptions, the role of initial conditions in the philosophy of science has seldom
been the object of extended consideration. Wilson (1991), discussing boundary
conditions, summarizes the level of attention to initial and boundary conditions:
‘[TThe standard philosophy text says virtually nothing about boundary conditions —

they are scarcely mentioned before they are packed off in an undifferentiated crate



labeled “initial and boundary conditions” (usually pronounced as one word). The
salient fact about “initialandboundaryconditions” is that, whatever else they may be,
they are not laws and can be safely ignored’ (Wilson 1991, 565). Even when initial
conditions are occasionally recognized as important, precisely how and why seldom
seems to be pursued. For example, in their discussion of inflationary cosmology
Earman and Mosterin state that [t]hese issues about the nature of scientific
explanation and the role of initial’/boundary conditions are well worth pursuing, but
we will not do so here’ (1999, 20). In fact, few others have pursued this issue

(discussed further in Chapter 2 below).

1.2 Initial Conditions in the Social Realm

In discussions of uneven economic development initial conditions, if discussed at
all, are generally equated with the antecedent geographical or environmental’ context
within which social development occurred.® References to ‘initial biogeographic
endowments’ (Olsson and Hibbs 2000, 1) and ‘initial conditions including initial
population, climate, geography, and natural resources’ (Berkowitz and Clay 2004, 18)
are common.

The idea that geographic factors influence the social realm has frequently been
rejected since the mid-twentieth century (see Chapters 4 and 5 for further discussion).
Yet when the origins of spatial patterns of social variation have been considered since
that time period there have been important cases where these are attributed to initial
conditions in the form of geographic factors. For example, economic historian
Douglass North discusses cultural differences that ‘emerged primarily from the
diverse geographic experiences of groups contending with their environments and
evolved into different languages, religions, customs, and traditions’ (1982, 209).

Among geographers, too, and despite deeply held concerns with environmental

" Ie., ‘environmental’ in the popular sense of large-scale ‘natural’ factors, such as weather. We will
shorten the phrase ‘geographic and environmental factors’ to ‘geographic factors’ in the interest of
space.

¥ “Initial conditions’ usually refers to early, slow moving ‘fundamental’ variables in the development
literature. Sometimes the term is used to refer to early institutional patterns such as patterns of
colonization or early levels of development. Frequently, however, even these non-geographic ‘initial
conditions’ are considered to be preceded and shaped by geographic factors, whether or not these are
considered causal in later outcomes (e.g., Krugman 1998, Woods 2004, Masanjala and Papageorgiou
2000).



determinism in the discipline, one finds similar statements. Carl Sauer states that ‘The
culture area, as a community with a way of living, is therefore a growth on a
particular “soil” or home, an historical and geographical expression. Its mode of
living, economy, or Wirtschaft, is its way of maximizing the satisfactions it seeks and
of minimizing the efforts it expends. That is perhaps what adaptation to environment
means’ (Sauer 1940). Richard Hartshorne likewise sees the question of the
development from simple initial conditions to modern social complexity as a central
question of geography; ‘In no small part, the ultimate goal of geography is to provide
scientific description of the way in which the originally unorganized areas of the earth

are organized into various kinds of functioning regions’ (Hartshorne 1960, 53).

1.2.1 Initial conditions in recent studies of uneven development

In the past decade there has been a substantial increase in the integration of
geographic and environmental factors into explanations of uneven development (e.g.,
Diamond 1997, Gallup, Sachs and Mellinger 1998, Acemoglu, Johnson and Robinson
2001, 2002, 2005, Easterly and Levine 2003, Rodrik, Subramanian and Trebbi 2002).
This represents a significant divergence from long-held views on the place of
geographic and environmental factors in explaining social outcomes in the social
sciences, where geographic factors have often been rejected because of their
association with determinism and as ‘ultimate causes’. Despite these concerns
geographic factors in the guise of initial conditions have increasingly been integrated

into development studies. For example, economist Oded Galor recently writes:

Variations in the economic performance across countries and regions reflect initial
differences in geographical factors and historical accidents and their manifestation
in variations in institutional, demographic, and cultural factors, trade patterns,

colonial status, and public policy. (Galor 2005, 4)
Similarly, economic historian Kenneth Sokoloff writes:

With evidence of wide disparities even among economies of the same European
heritage, scholars have begun to reexamine alternative sources of diversity in
experience, such as factor endowment. Because economists traditionally

emphasize the pervasive influence of factor endowment, the qualitative thrust of



this approach may not be entirely novel (Baldwin 1956; Domar 1970; Lewis
1955). What is new, however, is the focus on how initial conditions—factor
endowments, broadly conceived—could have had profound and enduring impacts
on the extent of inequality and ultimately the long-term paths of institutional and
economic development in different countries. (Sokoloff 2000, 3; published in

similar form as Sokoloff and Engerman 2000)
Views similar to this have become increasingly common:

Once initial conditions are given, in the absence of shocks, long-run relative

growth rates evolve in a deterministic fashion (Setterfield 1997, 371)
And:

Theories such as Azariadis and Drazen (1990) suggest that countries that are
identical in their structural characteristics but differ in initial conditions may
cluster around different steady state equilibria in the presence of increasing returns
to scale from some factor of production, market imperfections, non-convexities in
the production function, etc. In other words, the introduction of initial
conditions...may lead to the emergence of club convergence (see Galor (1996)).
These considerations suggest that if we index the countries by an interesting
dimension such as initial conditions then, near steady state, the Solow model can
provide a good approximation for countries with similar initial conditions.

(Kourtellos 2004, 3-4)
And:

Could the observed divergence in long-run economic performance across
countries be attributed to differences in initial conditions? If so, can these initial

differences be adequately characterized by a small set of variables? (Tan 2003, 5)



Other similar observations concerning initial conditions can be found in the recent
literature on economic growth.’

Despite the prominence of past objections to geographic influence on society due
the perception of geography as an ‘ultimate’ and deterministic cause, geographic
factors in the guise of initial conditions have not just been increasingly integrated into
development studies, but precisely as ‘ultimate causes’ or ‘fundamental determinants
of growth’. Recent studies of uneven development incorporate geographic factors not
only as a short-term influence (such as the seasonal impact of frost on agriculture) but
also as slow moving factors or initial conditions that have strongly shaped

development outcomes. Tan explains this idea:

° Further examples include Setterfield 2001 which states: ‘It seems, then, that the core of the
cumulative causation process, as it is found in both “formal” models and in Kaldor, involves
unambiguously self reinforcing change that can be associated with a specific set of initial conditions’
(109, emphasis in the original) and Masanjala and Papageorgiou who find that

initial conditions at colonial independence...exerted a significant impact on Africa’s post-colonial
economic performance. This has been doubly magnified by Africa’s geography. While not arguing
for geographical determinism, we have demonstrated that Africa’s peculiar geography and
ecological environment, impacted the nature, timing and duration of colonial relationships with
European countries. Consequently, the impact of initial conditions and colonialism on post-
colonial economic performance in Africa are different from that in other regions. (Masanjala and
Papageorgiou 2006, 10-11).

Similarly, Nugent and Robinson ask ‘Are Endowments Fate?’ (the title of their [2002]; Barham et. al.
[2000] is likewise titled ‘Are Endowments Fate? An Econometric Analysis of Multiple Asset
Accumulation in a Biodiverse Environment’, although the question is addressed in a microeconomic
setting). Former World Bank economist William Easterly and colleagues have recently even explored
the question ‘Was the Wealth of Nations Determined in 1000 B.C.? (Easterly et. al. 2007).



The recent empirical growth literature has built upon [neoclassical growth] work
by recasting the growth process within a system that exhibits a ‘hierarchy of
timescales’ whereby slower-moving variables determine the evolution of faster-
moving variables. In this view, the familiar neoclassical determinants of growth
described above constitute only the ‘proximate’ determinants of growth. These
proximate factors are themselves posited to be determined by slow-moving
variables such as a country’s geography, the quality of its institutions, and the
degree of fractionalization (both ethnic and religious) in its society. These latter
‘fundamental determinants’ are seen to govern the evolution of proximate
variables by shaping the incentives and constraints that influence family planning,

saving, and schooling decisions. (Tan 2005, 1)'°

Given the long-standing rejection of the use of geographic factors in arguments
about social outcomes, why have these factors somewhat suddenly and forcefully
reappeared in development studies? Recent developments in development economics
help in answering this question and illustrate why we believe the role of initial
conditions as exogenous factors are important for the social science study of uneven

development.

1.3 Initial Conditions as Geographic Factors: Why they have Reappeared

in Development Studies

As economists and others closely involved with international development
agencies have made clear in recent years, despite many different approaches one

policy after another has resulted in little economic gain and frequently caused

1% One possibly important spatial aspect of slow moving ‘deep’ factors such as geography to the
development of variation in social outcomes is the difference in the time scale of change between
geographic factors and social systems. As Tan explains, ‘Brock (2001) points out that a generic
property of slow-fast dynamic systems is that the slow variables act as bifurcators to the dynamics of
the fast variables...An example is Holling’s Textural Discontinuity Hypothesis (see, Holling (1992))
which posits that slow-moving variables like the ecological landscape determine the distribution of
faster-moving variables like the body sizes of creatures’ (Tan 2005, 4).



negative unintended consequences.'' Crucially, this has led to a greatly increased
openness to factors long ignored as ‘exogenous’ in development theory in the attempt
to more fully capture the range of variation in factors thought relevant to development
across the globe. Subsequently, datasets have grown dramatically in scale and scope
in the past two decades, covering much of the globe and such diverse factors as
measures of institutions and political systems,12 corruption,13 norms and beliefs,"
ethnolinguistic fractionalization,'” and geographical factors relevant to development.'®
Additionally, factors thought to have long-term effects on development, such as
colonial history, historical urbanization and population, migration, disease, and
historical patterns of trade have also been increasingly quantified in cross-national
datasets.!” However, as ever more social factors such as measures of culture,
education, ethnic fractionalization, religion and so on are included in development
studies a paradox becomes evident. If everything is endogenous, how can anything be
treated as an explanatory independent variable? This problem was recently explicitly

recognized by the political scientist Adam Przeworski:

' Making many of these critiques especially forceful is the fact that they come from ‘insiders’ such
as Joseph Stiglitz’s (2000) ‘What I Learned at the World Economic Crisis’ and William Easterly’s
(2001) The Elusive Quest for Growth: Economists’ Adventures and Misadventures in the Tropics, or
those with otherwise ‘progressive’ views not inherently skeptical of government aid (a predisposition
which sometimes undermined the force of the arguments of past critics of international aid) such as
Maggie Black’s (2002) excellent The No-Nonsense Guide to International Development.

12 E.g., Governance Matters III: Governance Indicators for 1996-2002, (World Bank), Polity IV
Dataset, (University of Maryland).

3 E.g., Corruption Perception Index, (Transparency International).
" E.g., World Values Survey 1981-2004, (World Values Survey Association).
13 Ethnolinguistic Fractionalization Indices, (Roeder, 2001).

'® Extensive geographical datasets related to development have been especially associated with work
from the Center for International Development (CID) at Harvard University. Examples include
Mellinger, Sachs, and Gallup (1999) ‘Climate, Water Navigability, and Economic Development’,
Masters and McMillan (2000) ‘Climate and Scale in Economic Growth’, as well as Gallup, Sachs, and
Mellinger (1998) ‘Geography and Economic Development’, and Masters (2003) ‘Climate, Agriculture
and Economic Development’, in Land Quality, Agricultural Productivity, and Food Scarcity.

7 Extensive datasets have been developed using historical data from Angus Maddison’s Monitoring
the World Economy: 1820-1992 (OECD, 1995) and The World Economy: A Millennial Perspective
(OECD, 2001) as well as research by Philip Curtin, Paul Bairoch and other demographic historians.
These have been most notably used in the trilogy of highly influential works by Acemoglu, Johnson,
and Robinson (and the numerous responses generated by this research): ‘The Colonial Origins of
Comparative Development: An Empirical Investigation’ (2001, American Economic Review),
‘Reversal of Fortune: Geography and Institutions in the Making of the Modern World Income
Distribution’ (2002, Quarterly Journal of Economics), and ‘The Rise of Europe: Atlantic Trade,
Institutional Change and Economic Growth’ (2005, American Economic Review).



The recent theoretical developments [in development studies] consist of
endogenizing factors previously considered as exogenous (Acemoglu and
Robinson 2001, Banerjee and Duflo 2003, Benabou 1997, 2000, Benhabib and
Przeworski 2004, Bourgignon and Verdier 2000, Hoff and Stiglitz 2003, Perotti
1993, Saint Paul and Verdier 1996): inequality shapes institutions, institutions
affect redistribution, both institutions and income distribution influence the
growth of income, while the level of income affects both institutions and
inequality. Yet if everything is endogenous, identification is impossible:
everything is simply determined by the initial conditions, which may, in turn, be

shaped only by geography. (Przeworski 2004, 20-21)

The sharp increase in observations that initial conditions are needed in
development studies suggests that Przeworski may be correct that the trend to
endogenize every conceivable factor has ended in a paradox of ‘circular
endogeneity’."®

Crucially, this circular endogeneity not only presents a problem for identification
in econometric models but also for explaining the inherently spatial component of the
question of uneven development. Many theories of uneven development such as core-
periphery theories or theories of industrial agglomeration posit some process that
causes more agglomeration or development in one area and less in another. These
seem to offer insights into the process of development. But there is a certain
circularity to all arguments of this nature unless they also offer an explanation for why
an agglomeration or ‘core’ is located where it is. For example, in core-periphery
theory, why was the historical core not centered over Eastern rather than Western
Europe? Or over Tajikistan or Mali for that matter? Europe could just as easily be the
periphery to an Inner Asian or African core as the other way around. Core-periphery
theories might explain complex relations between core and periphery, but only after
assuming the core is where it is in the real world. They must ultimately address the

location of the core to meaningfully explain real spatial distributions of development.

More recent, subtler theories of agglomeration may appear to overcome this problem

'® Note that the same problem has been simultaneously recognized in modelling in urban studies:
‘The problem one quickly faces in developing a simulation model of urban dynamics is that almost
everything seems to be endogenous. Household location choices, firm location choices, real estate
development choices, and governmental infrastructure and public service choices all interact
dynamically.” (Waddell 2005, 1).



when they show how local economies are where they are because of influence from
local institutions or culture. However, these studies only push the question of real
world location onto other social factors. Why, then, is that local set of institutions or
culture distributed as it is in the real world? A.J. Scott recognized this problem in the

context of theories of high-tech clusters or agglomerations:

there can be no invocation of a privileged ‘independent variable’ in the form of
some prior fixed set of local activities or attributes...which are supposed to anchor
the entire locational process within a more durable spatial matrix. Such a
procedure would in any case only pose the problem again: What then accounts for

the geographical pattern of these activities and attributes? (Scott 1984, 25)

Peter Hall notes critically that this agglomeration-type of explanation of uneven
development (note the similarity to Przeworski’s observation on ‘circular
endogeneity’ above) ‘somehow lacks a first cause; it goes endlessly on, reproducing
itself, but there is no suggestion as to the origins of change, either in the system itself
or in its locational expression’ (Hall 1998, 295). Crucially, it seems that for
explanations of uneven development to avoid circularity they cannot simply be made
up of inherently aspatial and endogenous variables. They need inherently spatial,
independent or exogenous factors to avoid circularity.

Krugman links the concept of exogenous geography and ‘anchoring’ in a clear

statement of the idea:

in many cases, aspects of natural geography are able to matter so much not
because natural features of the landscape are that crucial, but because they
establish seeds around which self-reinforcing agglomerations crystallize. So it is
precisely the aspects of the economy that in principle allow history-dependent,
multiple equilibria stories to be told that in practice give exogenous geography

such a strong role (Krugman 1998, 24).

The idea of initial conditions as both exogenous and geographic factors' is clear

in Krugman’s quote and in other recent work. For example:

' Out of three important factors often considered in development studies- trade, geography and
institutions- ‘Geography is arguably the only exogenous factor’ (Rodrik 2003, 7) and ‘Geography is as
exogenous a determinant as an economist can ever hope to get’ (Rodrik et. al, 2002, 2).
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The argument made in this paper is that exogenous geography and initial
biogeographic endowments- and the diverging historical paths that these give rise
to- in fact account for a significant part of the highly unequal distribution of

productive income in the world. (Olsson and Hibbs 2000, 1)

Initial conditions in the form of geographic factors have become more common as
more and more social factors have been integrated into the study of uneven
development and the problem of circular endogeneity and the need for ‘anchoring’
has become more apparent. However, given the long history of ignoring initial
conditions in the philosophy of science, it is not clear how to integrate initial
conditions into the study of spatial distributions in general. Similarly, given that
geographic and long-term environmental factors have long been taboo in the social
sciences, there is very little recent debate on how these factors might be integrated
into the study of uneven development. Their integration has already been marked by
controversy (Blaut 2000, Sluyter 2003). Are the social sciences destined to simply
repeat past debates on the use of geographic factors? The overarching argument of
this dissertation is that a better philosophy of science understanding of the role of
initial conditions can help in understanding their significance in explaining spatial
distributions, including ‘initial conditions’ in the form of geographic factors and

factor endowments in the social sciences.

1.4 Outline of the Rest of the Dissertation

Chapter 2 develops an argument for the importance of initial conditions in the
philosophy of science. The argument is developed specifically in the context of
Cartwright’s ‘open systems’ rejection of regularity accounts of explanation. However,
its larger purpose is the eventual development of a full theory of the explanation of
contingent outcomes.

Chapter 3. The ‘open systems’ argument against laws of nature can be viewed as
an emphasis on the ubiquity of contingency in the universe. There is also frequent
invocation of the concept of ‘contingency’ in discussions of location and uneven
development. Thus the concept of contingency is central to both the philosophy of
science and applied sections of our theory. However, we find the term ‘contingency’

to be exceptionally poorly defined, especially in the social sciences. The purpose of
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Chapter 3 is to attempt to better understand the meaning of the word ‘contingency’,
and it develops a classification system to allow for clearer discussion of the term.
Chapter 4. Finally, the concept of explanation based on laws of nature together
with initial conditions is widely associated with determinism. In the social sciences
determinism has frequently been rejected due to the moral dilemmas it is perceived as

presenting. Chapter 4 considers this problem in greater detail.

The remainder of the dissertation considers the role of initial conditions as
exogenous factors in the study of uneven development.

Chapter 5 considers in greater detail attitudes among geographers, economists,
and historians towards geographic factors and how they might acceptably be used, in
particular their role in ‘anchoring’ aspatial theories of social processes to real world
distributions.

Chapter 6 considers the relationship of the statistical methods common to
development studies with the trend towards integrating geographical factors in
econometric development studies. It introduces the statistical argument on ‘apparent
populations’ that arrives at conclusions concerning determinism consilient with earlier
chapters of the dissertation. The need for the visual interpretation of descriptive
statistics and their proper use is discussed with a number of examples.

Chapters 7 is concerned with beginning the process of integrating spatial data into
social theory based on the methods discussed in Chapter 6. Chapter 8 considers future
work, both theoretical and empirical. Chapter 9 concludes with a discussion of some
further implications and objections to an emphasis on initial conditions in a laws plus

initial conditions (L+IC) concept of explanation.
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CHAPTER 2
INITIAL CONDITIONS, SPATIAL IRREGULARITIES,
AND ‘OPEN SYSTEMS’

2.1 Introduction

The real world is highly complex. Indeed, it seems so complex that it is difficult to
imagine that a handful of laws of nature can account for the many ‘messy’ and
‘contingent’ occurrences in the world. An emphasis on the ubiquity of contingency is
at the heart of ‘open systems’ arguments that have been influential in recent decades
in the philosophy of science as well as an important heterodox view in the social
sciences. They are closely associated with Nancy Cartwright in both fields and Roy
Bhaskar in the latter.*’

Both Cartwright and Bhaskar emphasize the complexity of the world and doubt
that a handful of universal laws can account for it. For example, Bhaskar sees

A world of winds and seas, in which ink bottles get knocked over and doors
pushed open, in which dogs bark and children play; a criss-cross world of
zebras and zebra-crossings, cricket matches and games of chess, meteorites and
logic classes, assembly lines and deep sea turtles, soil erosion and river banks
bursting. Now none of this is described by any laws of nature. More shockingly
perhaps none of it seems even governed by them. (Bhaskar 1975, 105)
Cartwright also rejects the possibility of subsuming the complex world under one
theoretical structure of universal laws, and chooses a poem strikingly similar to the
passage from Bhaskar to express her view of the world (Gerard Manley Hopkins in

Cartwright 1999, 19):

20 Cartwright has been particularly successful in branding the belief in universal laws of nature as
‘fundamentalist’; in the philosophy of science her work especially has attracted numerous
counterarguments, e.g., Kline and Matheson 1986, Poland 1994, Anderson 2001, Sklar 2003, Spurrett
2001, Hoefer 2003, Psillos 2006. For the sake of brevity we will focus primarily on her work for most
of the chapter.
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Glory be to God for dappled things—

For skies of couple-colour as a brindled cow;

For rose-moles all in stipple upon trout that swim;
Fresh-firecoal chestnut-falls; finches’ wings;

Landscape plotted and pieced — fold, fallow, and plough;
And all trades, their gear and tackle trim.

All things counter, original, spare, strange;

Whatever is fickle, freckled (who knows how?)

With swift, slow, sweet, sour, adazzle, dim;

He fathers-forth whose beauty is past change:

Praise him.

There are two components to the Bhaskar/Cartwright argument. One is the
rejection of regularity accounts of causation and laws of nature based on the problem
of argument from induction. It is not possible to know for sure that laws of nature
hold outside of the experiments scientists perform; in the real world of systems
interfered with by exogenous factors (i.e., the real world of ubiquitous ‘open’ systems
marked by contingent change) we see things acting in non-lawlike ways. The second
component is that, given that we cannot be sure that laws are operating in these cases,
it is better to view the behavior of things we see in the real world as being due to their
essential nature, capacities, or tendencies.”! Both of these components have been
heavily criticized. However, despite the numerous attacks on open-systems

arguments, they have been resilient; as evident in the continued and even increasing

2! Bhaskar generally uses the term ‘tendencies’ and Cartwright ‘capacities'. Cartwright and others
sometimes distinguish between ‘natures’, ‘tendencies’, and ‘capacities’ (e.g., Schmidt-Petri,
forthcoming); if correct, my argument preempts the need for these distinctions. Note also that
Cartwright writes ‘My use of the terms capacity and nature are closely related. Most of my arguments
about capacities could have been put in terms of natures had I recognised soon enough how similar
capacities, as I see them, are to Aristotelian natures’ (Cartwright 1999, 84-85).

The similarities between Bhaskar and Cartwright are not only apparent in their shared belief that the
world is too complex for laws of nature, but also in the way they define what they mean by natures and
capacities in a similar way. Bhaskar writes:

The real basis of causal laws are provided by the generative mechanisms of nature. Such generative
mechanisms are, it is argued, nothing other than the ways of acting of things...Tendencies may be
regarded as powers or liabilities of a thing which may be exercised without being manifest in any
particular outcome. (Bhaskar 1975, 14)

Cartwright defines her view of capacities by quoting from Gilbert Ryle’s philosophy of the mind,
capacities ‘signify abilities, tendencies, propensities to do, not things of one unique kind, but things of
lots of different kinds’ (Ryle in Cartwright 1999, 64).
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attention to ‘open systems’ arguments, these critiques have not been entirely effective.
In a 1999 article Earman and Roberts even profess that they ‘do not know how to
begin to assess Cartwright’s claim about context-specific factors that in principle
elude theoretical treatment’ (Earman and Roberts 1999, 456).

Crucially, most of the critiques of open system arguments (including more recent
critiques) are focused on laws themselves in one way or another. Their effectiveness
has been limited because, while they do support a general ‘faith’ in ‘fundamentalism’
they do not strike at the root of open-systems arguments. Our critique differs from
previous critiques by not focusing on laws themselves, but rather on the inference
from open systems to ‘anti-fundamentalism’ (i.e., in Cartwright’s terminology, the

rejection of laws of nature) and the importance of initial conditions to this inference.?

2.2 The Open Systems Dilemma

The first component of open-systems arguments is that there is no way to know if
there are laws of nature because in the real world of open systems we rarely (outside
of human-engineered experimental setups) see constant conjunctions between cause
and effect. Rather than reason from induction to laws of nature, they argue, it is better
to understand the behavior of things in the real world as due to ‘natures’ or
‘capacities’. The obvious response to the first component of this argument is that in
the real world of open systems we are seeing the effects of exogenous factors. We
control for these in our engineered closed systems precisely so we can see laws
without interference. In the real world, we can then combine the various laws to
account for what we really do observe.

Open systems arguments generally reject this common response on the grounds

that it is caught in the twin horns of a dilemma. The first horn is that there is no

2 Some of the points briefly raised in Earman, Roberts, and Smith 2002 come closest to our
argument. They criticize Lange 1993, who presents an argument on ‘provisos’ (i.e., ceteris paribus
statements) similar to the position of Cartwright, for inattention to boundary conditions (Earman,
Roberts, and Smith 2002, 284) and argue that Cartwright confuses laws and differential equations of
motion while neglecting initial conditions (286 and endnote 5). Otherwise, to our knowledge there has
been little sustained attention to the importance of initial conditions to the open system argument.
Bhaskar 1975 does discuss initial conditions towards its conclusion (236-237); however, by that point
the discussion is entirely within terms of his ‘transcendental realist’ argument. Cartwright mentions
initial conditions in scattered remarks; again we find no passage that clearly addresses our concerns. A
point similar to part of our argument on systems is made by Ruphy (2003), particularly when she asks
Cartwright how theoretical domains are to be divided into ‘bits and pieces’ (61).
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principled way from within a theory to know what to control for to get a law — we
would in effect need more general laws or theories to justify the external conditions
we impose on an experiment for it to create constant conjunction outcomes. For
example, Cartwright states ‘My conclusion...is that we need to add to the basic
“equations of motion”, like F=ma or Schrddinger’s equation, a special constraining
condition: The equation holds so long as everything that can affect the targeted effect
is describable in the theory’ (Cartwright 2002a, 432-433; emphasis added. See also
Bhaskar 1975, 12-13) and:

All that is law-like on the Humean picture are associations between measurable
quantities. That’s it. The only way a condition could restrict the range of an
association in a principled or nomological way would be via a more complex
law...The effect of this is to move the conditioning factor C inside the scope of

the law... (Cartwright 1999, 138)

As Cartwright continues, it is clear that she is saying that the irregularities we see
in the real world must, for the fundamentalist, somehow be subsumed under more
general laws: The ‘account of laws as regularities goes naturally with a covering law
theory of prediction and explanation. One set of regularities — the more concrete or
phenomenological — is explained by deducing them from another set of regularities —
the more general and fundamental’ (Cartwright 1999, 138).

The second horn of the dilemma, because of its obvious nature more often implied
that stated, is that the idea that there can be regularities explaining regularities in an
infinite regress (‘turtles all the way down’) is illogical. For example, Cartwright states
that ‘As I urged in chapter 4, the alternative theory of explanation in terms of natures

>

rejects the covering law account. You can not have regularities “all the way down”

(Cartwright 1999, 138; emphasis added).

2.3 Cartwright’s ‘St. Stephen’s Square’ Example

The way in which open-systemists depict the ‘fundamentalist’ as needing to
subsume deviances from universal laws under more general laws (such as Galileo’s

constant acceleration and Kepler’s imperfect ellipses subsumed under Newton’s
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laws)* is especially clear in Cartwright’s ‘St. Stephen’s Square’ example. This is one
of the simplest examples Cartwright uses to illustrate her ideas, based on an example
by Neurath of a thousand dollar bill falling in Vienna’s Saint Stephen’s Square on a
windy day. (Due to its relative clarity Cartwright’s commitments are particularly
evident in this example, which is likely why it is frequently used against Cartwright
e.g., in Spurrett 1999, Smith 2001, and Hoefer 2003, although for somewhat different
reasons than here.) We consider this example in some detail to make clear
Cartwright’s depiction of fundamentalist explanation and its flaws.

Unlike a compact sphere in a vacuum, which will follow Newton’s second law
(gravity providing the force), it is impossible to know how the banknote will fall on a

windy day. In the words of Hoefer:

Does this falsify [Newton’s] second law? Of course not, says the fundamentalist:
the bill’s deviation from a free-fall trajectory is explained by other forces on it
(the wind and air resistance). But where, asks Cartwright, in physics does one get
the wind forces from? The answer is: nowhere, because physics tells us practically

nothing about wind or how it affects floppy paper objects. (Hoefer 2003, 1406)

Cartwright rejects a faith in a universal law of nature, F=ma, because in the real
world we observe something other than F=ma. Crucially, she depicts the
fundamentalist as believing there is a need for the path of the banknote to be

described entirely by laws of physics. Her view is summarized by Hoefer:

To hold that the second law is true in this case, you have to assume on faith that if
one back-calculates the forces necessary to produce the motions of the bill
correctly, assuming the second law and subtracting the force of gravity, then (a)
the forces you calculate really did exist, on the bill, as it fluttered around; and (b)
those forces are in principle derivable from other fundamental physical laws (OM,
perhaps). This is an awfully big thing to take on faith, Cartwright thinks. (Hoefer
2003, 1406; emphasis added)

In the words of Cartwright:

3 Other examples include the unification of Charles’ law and Boyle’s law under the Ideal Gas law
and Maxwell’s unification of theories of electro-magnetism and optics.
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Many will continue to feel that the wind and other exogenous factors must
produce a force...That view begs the question. When we have a good-fitting
molecular model for the wind, and we have in our theory (either by composition
from old principles or by the admission of new principles) systematic rules that
assign force functions to the models, and the force functions assigned predict
exactly the right motions, then we will have good scientific reason to maintain that
the wind operates via a force. Otherwise the assumption is another expression of

fundamentalist faith. (Cartwright 1999, 28)

This idea that we explain through subsuming deviations from laws under more
general laws is not unique to Cartwright, indeed it is widespread. According to
Halonen and Hintikka, ‘It seems to be generally believed among philosophers that to
explain something is to subsume it under a generalization’ (2005, 57).

If, however, we restate the open systems argument in different language, it seems
peculiar. Consider the banknote example again. We have an explanandum: Why is the
banknote falling as it is, rather than following Newton’s Second Law, F=ma? (Or to
recast it in predictive terms: Where will the banknote land in St. Stephen’s Square?)
An explanans of F=ma is rejected by Cartwright, as Hoefer emphasizes, because we
have no way within the laws of physics to account for the wind as a force as stressed
in Cartwright’s quote (1999, 28) above; the problem is posed as a problem of the
composition of forces.

But why should the wind be a force to be part of our explanation? ‘Air’ — i.e.
atoms of nitrogen, oxygen, argon etc. — does seem to behave according to something
like laws of nature (e.g., gas laws). But ‘wind’ — i.e. variations in the real-world
temperatures and pressures and thus flow of masses of air — is a condition of
spatiotemporal irregularities in a particular part of the universe. The question of
‘wind’ is not one of laws, but of how such spatial irregularities in the Earth’s air came
to be.

Crucially, this is where initial conditions play an indispensable but frequently
ignored role. As we will show below, they are crucial for understanding where the
spatial irregularities of the universe come from. Irregularities, in turn, are crucial to
the concept of ‘system’, compelling both the anthropocentric idealization of ‘systems’
(such as a banknote falling in a city plaza) and their arbitrarily demarcated

‘exogenous’ factors (such as separating the ‘wind’ from the ‘system’ of a city square).
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Our position boils down to the argument that through using laws with initial
conditions we can in essence ‘explain the wind’ (that is, we can account for the spatial
irregularities in the universe) which is in turn tantamount to explaining what humans
perceive of as ‘systems’ and their ‘exogenous factors’. We will first consider in the
next section how initial and antecedent conditions account for the irregularities in the
universe. In Section 2.5 we then discuss how irregularities account for what humans

perceive as ‘exogenous factors’ and ‘systems’.

2.4 ‘Explaining the Wind’: Initial Conditions and Irregularities in the

Universe

Even to the most ardent supporters of universal laws of nature, such as proponents
of the deductive-nomological (DN) model of explanation, it is clear that laws are only
one part of any explanation, with initial or antecedent conditions their vital
counterpart. As Earman and Mosterin note, ‘[a]s far as we are aware, despite all the
criticism that has been heaped on Hempel’s DN model, no philosopher has criticized
it on grounds that it gives prominence to initial conditions’ (1999, 20n). The problem,
which seems to have led to the acceptance of (or at least the failure to reject) open-
systems arguments, is not that initial conditions have not been criticized in
discussions of explanation, but that they have received so little attention at all.

Extended discussions of laws far outnumber extended discussions of initial
conditions or the related concepts of antecedent and boundary conditions. A search in
the Philosopher’s Index (1940-2005) for entries with the term ‘laws of nature’ in the
title finds 124, against only two with the term ‘initial conditions’, a ratio of over sixty
to one. If we add the terms ‘laws of physics’ on the one hand, and ‘antecedent
conditions’ and ‘boundary conditions’ on the other, and include both the singular and
plural forms, the ratio is still 209:4 for titles and 562:103 for abstracts.** Wilson
(1991), discussing boundary conditions, summarizes his view of the level of attention
to initial conditions vis-a-vis laws: ‘[T]he standard philosophy text says virtually

nothing about boundary conditions — they are scarcely mentioned before they are

* Many philosophy articles that do mention initial conditions do so within a modal or ‘possible
worlds’ context, discussing the necessity/contingency of laws (e.g., Schlesinger 1987; Sklar 1991;
Beebee 2002; Bird 2002); the direct relevance of these to our discussion of explanation in the actual
universe is not clear (although see Frisch 2004 for a possible exception).
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packed off in an undifferentiated crate labeled ‘initial and boundary conditions’
(usually  pronounced as one  word). The  salient fact  about
‘initialandboundaryconditions’ is that, whatever else they may be, they are not laws
and can be safely ignored” (Wilson 1991, 565).

How, precisely, do initial conditions account for the spatial irregularities in the
universe? Due to recent highly detailed maps of the current universe such as the Sloan
Digital Sky Survey (SDSS) and the 2-degree Field Galaxy Redshift Survey (2dFGRS)
and their juxtaposition with highly detailed observations of what the primordial
universe was like via observations of the Cosmic Microwave Background (CMB)
from projects such as the Cosmic Background Explorer (COBE), the Balloon
Observations of  Millimetric  Extragalactic = Radiation and  Geophysics
(BOOMERANG), and the Wilkinson Microwave Anisotropy Probe (WMAP) it has
become increasingly possible to empirically test theories of the quantum origins of the
universe. This specialized field, sometimes known as ‘precision cosmology’, sets
sharp parameters for plausible theories of cosmology, falsifying many. The current
understanding of the initial conditions of the universe, consisting of early spatial
inhomogeneities arising from primordial vacuum fluctuations, is beginning to be
understood to account for a// later inhomogeneities, verifying earlier theories of
inflation that predict effects from primordial fluctuations in ways set forth by Albrecht
(1996; and contra Earman and Mosterin 1999). These increasingly well-supported
theories show how primordial quantum fluctuations were vastly magnified through
inflation, and then magnified still further through acoustic oscillations (Whittle 2004).
This left a spatial imprint in dark matter leading after recombination to the eventual
spatial pattern of condensation of early stars and galaxies. Quite simply, we are
beginning to understand the development from the true initial conditions of the
universe to the current vast and intricate irregularities of the universe.

Just as quantum cosmologists are beginning to understand the development from
initial quantum inhomogeneities to current cosmological irregularities, the special
sciences have integrated those same irregularities into their understanding and

explanation in their areas of interest. As noted above, the irregularities imprinted on

 Even when initial conditions are recognized as important, precisely how and why seldom seems to
be pursued by philosophers. For example, in their discussion of inflationary cosmology Earman and
Mosterin state that ‘[tlhese issues about the nature of scientific explanation and the role of
initial/boundary conditions are well worth pursuing, but we will not do so here’ (1999, 20).
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dark matter, and subsequently on matter, allowed for the condensation of galaxies and
early stars. These early conditions were the antecedent conditions for later galaxy and
second and third generation (our sun) star formation, with the fate of every star (i.e.,
becoming helium white dwarfs, carbon/oxygen white dwarfs, supergiants etc.)
depending on its initial mass. Each generation contributed to the ever greater
proportions of higher elements in the universe through stellar nucleosynthesis, giving
the higher elements up to iron, with supernovae giving us the still higher elements.
These early processes led to the precise antecedent masses, material composition, and
velocities (speed and trajectory) of our early solar system and the precise eventual
series of collisions and accretion that led to the Earth’s distinctive structure. Planetary
scientists are beginning to understand how the exact sequence of accretion of the
Earth led to critical aspects, such as its large percentage of water (Morbidelli et. al.,
2000; Drake and Righter 2002) and how the oblique-angled catastrophic origin of our
moon accounts not only for the Earth’s unique spin-axis inclinations crucial to our
seasons and tides crucial to evolution, but possibly even for the unique plate tectonic
activity of the Earth that is responsible for its remarkable diversity compared to other
planets (Hoffman 2001a, 2001b). Biologists in turn explain speciation through
incorporating the tectonic plate-driven antecedent variation in environments. (Much
of this story is the story of ever greater irregularities and hence complexity of
interactions. Occasionally, however, there are even still direct effects of ancient
spacetime trajectories on higher order phenomena, as with the K-T event 65 million
years ago and evolution. More speculatively, it is possible that the spacetime
trajectory of our solar system still directly affects our weather as the entire solar
system passes through nebulous arms of our galaxy, causing or helping to cause ice
ages on Earth [Yeghikyan and Fahr 2003, 2004; Gies and Helsel 2005].)

Incredibly, there is beginning to be a unified account in theory and increasingly
verified empirically — with many gaps to be sure — between the quantum fluctuations
in the early universe to the spatial irregularities of our solar system to the spatial
irregularities on our planet, and even to how these irregularities lead to weather
systems today (for example, our extremely recent understanding of the El Nifio-
Southern Oscillation [ENSO] on global weather patterns). This unified understanding
is reflected, for example, in the ‘Cosmic Evolution’ project at the Wright Center at
Tufts University (‘Wright Center’), telling a unified story from primordial quantum

physics through galactic, stellar, and planetary formation to biological speciation; a
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similar effort is found in Morowitz 2002 (similar recent works unifying human history
and geological times scales include Chaisson 2001, Christian 2004, Mithen 2004,
Wood 2004, and Stokes Brown 2007; see also J.R. McNeill 2005 and Schifer 2006).
In effect we have, in theory at least and increasingly supported by empirical evidence,
‘explained the wind in St. Stephen’s Square’. That is, it is increasingly understood
how our highly complex and spatially irregular universe developed despite the
existence of laws that are both universal and small in number. Irregular initial
conditions have been applied to fields ranging from cosmology and the effects from
inflation, star formation, planetary formation, plate tectonics and subsequent
formation of the irregularities of the earth, and the role of these variations in
biogeographic variation and speciation. Crucially, all of this has been done entirely
within the fundamentalist conception of laws, but through the use of initial and

antecedent conditions.

2.5 Initial Conditions and ‘Systems’

The previous section discussed how initial and antecedent conditions are thought
to account for the irregularities in the universe by specialists in increasingly
overlapping fields. But what is the relationship between irregularities in the universe
and the concept of ‘system’, especially ‘open’ systems (and their necessary corollary,
‘exogenous factors’)? Considering the ‘decoherence program’ in physics helps us see
the problem the concept of ‘system’ poses for open system arguments and their
relationship to initial conditions.

The decoherence program,® like the open-systemist argument, is also based on an
emphasis on open systems. Furthermore, it too sees the problematic attachment to
closed systems in physics as stemming from a ‘nomological machines’ approach to
knowledge in physics: ‘The idea that the “openness” of quantum systems might have
anything to do with the transition from quantum to classical was ignored for a very
long time, probably because in classical physics problems of fundamental importance

were always settled in isolated systems’ (Zurek 2003, 717). Similarly

%% The study of quantum-to-classical transitions with an emphasis on their ubiquity in our universe of
open systems. Systems can be caused to decohere by outside interference as faint as radiation from the
Cosmic Microwave Background (Zurek 1991).
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In classical physics, the environment is usually viewed as a kind of disturbance, or
noise, that perturbs the system under consideration in such a way as to negatively
influence the study of its “objective” properties. Therefore science has established
the idealization of isolated systems, with experimental physics aiming at
eliminating any outer sources of disturbance as much as possible in order to
discover the “true” underlying nature of the system under study. (Schlosshauer

2004, 1273)

The similarity between the emphasis on the failure of closed systems to provide a
useful picture of the universe by open-systemists and in the decoherence program is
striking.

Some (e.g., Auletta 2000, 289; Zeh 2005) view decoherence as a possible solution
to essential problems of quantum physics, notably the measurement problem.
However, there is a fundamental problem with decoherence as something more than a
useful approach to comparing existing interpretations of quantum mechanics and
perhaps pointing to new interpretations. Crucially, we believe exactly the same
problem exists for open system arguments against fundamentalism, yet remains
unacknowledged. This problem concerns the concept of systems: ‘In particular, one
issue which has been often taken for granted is looming big, as a foundation of the
whole decoherence program. It is the question of what are the “systems” which play
such a crucial role in all the discussions of the emergent classicality’ (Zurek 1998,

1818). Similarly, Schlosshauer writes:

[TThe assumption of a decomposition of the universe into subsystems—as
necessary as it appears to be for the emergence of the measurement problem and
for the definition of the decoherence program—is definitely nontrivial. By
definition, the universe as a whole is a closed system, and therefore there are no
“unobserved degrees of freedom” of an external environment which would allow
for the application of the theory of decoherence to determine the space of
quasiclassical observables of the universe in its entirety. Also, there exists no
general criterion for how the total Hilbert space is to be divided into subsystems,
while at the same time much of what is called a property of the system will
depend on its correlation with other systems. This problem becomes particularly

acute if one would like decoherence not only to motivate explanations for the
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subjective perception of classicality...but moreover to allow for the definition of

quasiclassical ‘macrofacts’. (Schlosshauer 2004, 1274)

Open system anti-fundamentalist arguments face the same problem, viz. What is a
(sub)system? Where do they come from? If we cannot answer these questions then
both the decoherence program and open systems arguments like those of Bhaskar and
Cartwright face the fundamental dilemma Zurek and Schlosshauer point out. (We
believe the problem raised by Zurek and Schlosshauer strongly applies to
Bhaskar/Cartwright type open system arguments. However, the decoherence program
itself may surmount the problem. Primordial decoherence is consilient with and
probably essential to any future understanding of primordial quantum
inhomogeneities and their amplification to subsequent quasiclassical structure in the
universe. See Kiefer and Polarski 1998; Kiefer, Polarski, and Starobinsky 1998;
Kiefer et. al. 1998; Barvinsky et. al. 1999; Lombardo 2005.)

The term ‘system’ is well-known for being difficult to define (e.g., Marchal
1975); indeed there is no universally agreed upon definition. A closely related and
equally problematic term is ‘structure.” For example Shapiro (1997) defines structure
in terms of systems: structure is ‘the abstract form of a system, highlighting the
interrelationships among the objects, and ignoring any features of them that do not
affect how they relate to other objects in the system’ (74); he later remarks that ‘What
is structure from one perspective is system from another’ (94).

Whatever their precise relation, the concepts of (physical) system and structure
share the same fundamental problem: The universe as a whole is a system or
structure, yet there is no non-arbitrary way to divide the universe into subsystems or
smaller structures. Crucially, our divisions seem merely to reflect our anthropocentric
perspective, pragmatic goals, and cognitive needs. We see (or create) groups of
objects acting in some way and idealize them as a system — a machine, a government,
a galaxy, a solar system, a planet, an ecosystem — in order to understand their
properties that interest us. But the boundary conditions that define these systems (or
structures) are idealized by humans. There may well be steep changes in matter

densities, types, or other properties that form apparently natural boundaries and define

7 Open-systemists also use the terms interchangeably, e.g., in reference to economics and its
‘concepts’ (law-like regularities) Cartwright states that: ‘nothing follows from the concepts themselves
without embedding them in a structure, and only special structures [i.e. ‘nomological machines’] will
yield any deductive consequences at all’ (2002b, 147).
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a system (as in a solar system), but these are never complete; idealized bounded
systems are in the end open. A paradigmatic example might be the idealization of our
sun and its planets as a solar system but our later understanding that this is more open
than expected, with the Oort Cloud spawning comets reaching the interior of the
system from influences as distant as passing stars and interstellar molecular clouds.
Because there never seems to be true closure in the universe, the problem with all
subsystems becomes one of boundary conditions regressing to the true initial
conditions of the universe. This is a problem even in the most abstract theoretical
concept of system/structure, much less in our ‘messy’ universe of open systems:
Carter remarks that ‘mathematicians prove things about smaller structures by placing
them in larger ones’ (2005, 298). (The problem of boundary conditions within
boundary conditions leading back to the beginning of the universe is of course well
known, e.g., Causey 1969, 232 and Price 2002, section 3.1. Bhaskar notes this
possible objection to his argument [1975, 68-69] but does not develop a defense
against it).

As we saw in Section 2.4, quantum cosmology has begun to explain how
primordial inhomogeneities led to the later inhomogeneities of our universe. We
propose that it is these inhomogeneities (and their subsequent interactions) that
motivate human idealizations of systems and structures. This is evident in the way
these concepts are defined in terms of entities and their spatial relations, that is to say,
spatial irregularities (i.e. between ‘objects’ or ‘components’). For example, ‘system’
‘implies an interconnected complex of functionally related components’ (Churchman,
Ackoff, and Arnoff 1957, 7) and ‘[a] system is a set of objects together with
relationships between the objects and between their attributes’ (Hall and Fagen 1956,
18). Even in the most abstract approach to the concept of system and structure,
mathematics, these are defined in spatial terms. A system is ‘a collection of objects
with certain relations’ (Carter 2005, 293, summarizing Shapiro 1997) and a structure
is ‘a collection of places with relations and/or functions defined on those places’
(Carter 2005, 305, summarizing Resnik 1997). Indeed, if we could somehow imagine
a perfectly homogenous universe it would seem impossible to imagine how
systems/structures might exist. There would be no components or objects to interact
with one another. Crucially, it is the development from primordial irregularities of the
later irregularities in the universe that gives us ‘objects’ and ‘components’ that can

interact and which humans idealize as systems or structures. Open system anti-
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fundamentalist arguments are silent on this issue. The fundamentalist approach (with
initial conditions), however, is both theoretically and increasingly empirically
successful in accounting for the irregularities that form the basis for human

conceptions of system/structure.

2.6 Why Initial Conditions Are So Often Ignored.

If initial conditions are so important, why are they so frequently ignored, as
discussed in Section 2.3? One possibility is that the focus by philosophers on the
heroic period of law seeking from the Enlightenment to the twentieth century has
served to obscure the importance of initial conditions to the philosophy of science.
There are likely at least two more reasons, (i) anthropocentric views of time and (ii)
quantum uncertainty.

An anthropocentric view of time seems to make humans loath to the idea that
ancient initial conditions control outcomes on cosmological time scales. For example,
in a frequently cited passage (e.g., Clarke 1999, 9-10; Waldner 2002, 21) from The

Chances of Explanation, Humphreys asks us to

Consider a man who, on a whim, takes an afternoon’s motorcycle ride.
Descending a hill, a fly strikes him in the eye, causing him to lose control. He
skids on a patch of loose gravel, is thrown from the machine, and is killed. This
sad event, according to the universal determinist, was millions of years
beforehand destined to occur at the exact time and place that it did...This claim,

when considered in an open-minded way, is incredible. (Humphreys 1989, 17)

However, we should not limit the philosophy of science to suit human cognitive
predispositions adapted to understanding short time scales and small spatial scales,
anymore than we reject the findings of quantum physics based on its different spatial
and temporal scales. If we are to believe that some ‘uncaused cause’ has intervened
between the initial conditions of the universe and later outcomes, it must be shown
how, when, and where this has occurred. So far this has not been done.

As noted in the Introduction of the dissertation and evident in Humphrey’s view
above, indeterminism would diminish the importance of initial conditions. And indeed

the open-systemist neglect of initial conditions and its attack on ‘fundamentalism’ is
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part of a broader anti-deterministic (or pro-probabilistic) consensus that stems in part
from the advent of quantum physics. Cartwright introduces The Dappled World by
declaring that ‘[f]or all we know, most of what occurs in nature occurs by hap’ (1999,
1) while Bhaskar pronounces regularity determinism ‘a mistake, which has been
disastrous for our understanding of science’ (1975, 69).

Despite common conceptions, however, it is not at all clear that quantum physics
has overturned determinism. It is not sufficiently appreciated in the social sciences
that even the standard interpretation (i.e., not just heterodox interpretations such as
the Bohm interpretation) of quantum mechanics by no means incontrovertibly shows
that the universe is fundamentally indeterministic.® In a careful recent survey of the
topic asking the question ‘If we believe modern physics, is the world deterministic or
not?’ John Earman concludes that ‘there is no simple and clean answer’ (Earman
2004, 43). The very difficulties encountered by the probabilistic consensus in
providing a coherent model of explanation suggests something fundamentally wrong
with the probabilistic assumption; literally al/l attempts to form logically consistent
accounts of macro- (i.e., ontologically emergentist) and probabilistic causation fail.
Macro- and probabilistic- causation remain an inelegant ‘folk science’ (there are no
theoretically consistent and intuitively satisfying accounts of probabilistic [and non-
reductionist] causality, Norton 2003), while a conserved quantity, non-probabilistic
(i.e. deterministic), reductionist (i.e. non ontological-emergentist) view of causality
remains entirely intuitively and theoretically coherent (Burock 2004). Rather than
continuing on what has proven to be a barren intellectual path in reaching a consistent
understanding of explanation, perhaps it is time to pay more attention to initial
conditions and how, together with laws, they can and are explaining the (weak, non-
ontological) emergence of and interactions between the many phenomena in the
universe that interest humans. As Halonen and Hintikka state, ‘finding the right
“initial conditions” is in practice usually the most important part in the process of
explanation’ (2005, 48). Indeed, for explaining much of what interests philosophers,

scientists, and laypersons alike about the universe and our world initial conditions are

% The relationship of the absence of closed systems within the universe to the lack of observed
quantum indeterminism is widely accepted among physicists, e.g., ‘The theory of quantum mechanics
applies to closed systems. In such ideal situations, a single atom can, for example, exist simultaneously
in a superposition of two different spatial locations. In contrast, real systems always interact with their
environment, with the consequence that macroscopic quantum superpositions (as illustrated by the
'Schrodinger's cat' thought-experiment) are not observed’ (Myatt et. al. 2000, 269).
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in a sense significantly more important than laws, because while laws constrain, it is
initial conditions that account for the initial variation and subsequent rich complexity

in the universe.

2.7 Conclusion

Cartwright has written that once we ‘climb up’ to the most fundamental laws of
nature, there is no way ‘within a pure regularity account to climb back down again’
(1999, 95, a point she reemphasizes in 2002a, 438, note 15). Yet this is precisely what
antecedent conditions, traced ultimately back to true initial conditions, allow us to do.
They provide the rough surface, as it were, on which to apply our climbing toolkit of
laws, allowing the descent to the concrete, contingent, context-specific situations that
scientists and social scientists often want to explain. Furthermore, the irregularities
that can be traced to initial conditions account for the anthropocentric perception of
‘systems’ and their ‘exogenous’ factors. Open systems arguments, however, are
tellingly silent on the ontology and origins of ‘systems’ — the very basis of their
argument.

The open system rejection of laws of nature brings to mind a problem recently
pointed out with an idealized Newtonian universe. McAllister (1999 and 2004) shows
that a Newtonian universe is inconsistent. The traditional conception of a Newtonian
universe is that it is governed by laws and initial conditions, and consistent with the
D-N model of explanation (McAllister 1999, 327-328). If one wanted to explain, say,
the motion of a body in a solar system within a Newtonian universe one would
consider the laws of motion in that universe, along with the initial velocities (speed
and trajectory) and masses of the bodies in the solar system. However, the
inconsistency that McAllister points out is that there is no way to introduce initial
conditions into a Newtonian universe. These would be, in effect, a set of
impermissible exogenous factors in what is by definition an isolated system. Thus one
must posit further laws that explain the solar system in question; this regresses
infinitely, so there can never be any initial conditions in a Newtonian universe. Ergo,
it must have no initial conditions, and be defined only by laws.

However, as McAllister notes, he is only pointing out an inconsistency in the
concept of an idealized Newtonian universe (2004, 203); this critique does not apply

to the actual universe because it seems to have a beginning, the Big Bang. In our
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universe there are initial conditions as well as regularities (that may be universal laws
of nature), thus our real world does not fall into the paradox he points out for a
Newtonian universe. Cartwright’s claim that ‘[t]he only way a condition could restrict
the range of an association in a principled or nomological way would be via a more
complex law’ (Cartwright 1999, 138) is like McAllister’s observation of the
inconsistency of a Newtonian universe that can only have laws. But just as it is
immediately apparent that this inconsistency most likely does not apply to the actual
universe because it has initial conditions, so too it is apparent how easily open system
objections are resolved by initial conditions. The critical question is not whether the
open-systems view is more compelling than a scientific attempt to account for the
complexity of our universe through laws ‘all the way down’, but whether it is more
compelling than a scientific attempt to explain the complexities of our universe with

laws and initial conditions.?’

Overall, humans seem to have a deep desire to see causal relations between the
emergent irregularities (‘systems’, ‘structures’, ‘objects’, ‘components’) of the
universe, and thus we look for non-existent constant conjunctions between these. We
agree with open-systemists such as Bhaskar and Cartwright that these do not exist,
and that this is a highly significant fact. But the empirically supported interpretation
of this fact is that the macro relations that we do see are spatiotemporal trends, trends
that ultimately stem from irregular micro initial conditions in a universe with
universal laws.

Interestingly, the primordial onset of ubiquitous decoherence suggests that the
significance of quantum indeterminacy to explanation in our quasiclassical universe
may need to be reconsidered. Quantum indeterminacy may yet be understood to
define much of what our classical universe is like. But not through undermining
universal laws and introducing ontological chance directly into the post-inflationary
universe, but rather through primordial vacuum fluctuations providing the universe
with irregular initial conditions, and thus transmitting the contingency of quantum

phenomena throughout the universe by way of the spacetime trajectories of matter.

¥ This of course begs the question of whether we can explain the beginning of the universe, as in
chaotic inflation, multiverse and anthropic principle scenarios (Tegmark 2004 provides a useful
classification of the possibilities). This is beyond the scope of our discussion. However, it is possible
that laws, constants, and initial conditions of the universe may simply have to be accepted as ‘brute
facts’ (see Callender 2004).
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CHAPTER 3
CLASSIFYING CONTINGENCY: DIACHRONIC,
SYNCHRONIC, AND DETERMINISTIC CONTINGENCY

The previous chapter considered the important role of initial conditions in the
philosophy of science. Initial conditions play the crucial role in explaining the spatial
distributions and spacetime trajectories of matter in the universe. This explanation of
spatial distributions and irregularities has important ontological implications,
accounting for what humans perceive of as ‘systems’ and obviating the need for
‘natures’ or ‘capacities’ in explanations of outcomes. The spacetime trajectories of
matter in the universe are potentially important to explaining contingent outcomes if
these are seen as resulting from the interference to a system by context-specific
exogenous factors. The purpose of this chapter is clarify the concept of contingency
because it is so frequently relied upon in explanations of uneven development yet

such a poorly defined concept.

3.1 Introduction

The concept of ‘contingency’ is widely invoked in the social sciences, sometimes
even claimed to be central to an understanding of the social and historical sciences.
Sociologist Wagner-Pacifici, for example, asks: ‘Might not one say that the whole
project of sociology is to account theoretically for the contingent patterns and shapes
of this mutable and mutating social stuff of life...?” (Wagner-Pacifici 2000, 1). In
economic geography, Plummer states that ‘In order to make any headway in empirical
modelling...we need to formulate theories in which the nature of contingency and
complexity...are specified more clearly’ (Plummer 2001, 764). For the historical
sciences more generally Stephen Jay Gould states that ‘the science of contingency
must ultimately be integrated with the more conventional science of general theory’
(Gould 2002, 46).

These views on contingency in the study of society, a concept already given

importance by historians such as J.B. Bury and W.B. Gallie, seem to have been on the
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rise in recent decades. For example, contingency was central to the renewed focus on
‘the local’ by geographers in the 1980s. Concerning the study of the location of
industrial clusters, economic geographers A.J. Scott an D.P. Angel write that ‘[t]he
seeds of many of these growth sectors seem to have been planted at particular
locations in what amounts to a set of highly contingent circumstances’ (Scott and
Angel 1987, 878). Describing the legacy of the work associated with Doreen Massey
Scott writes ‘On the one hand, localities were seen as being subject to wider national
and international capitalist forces; on the other hand, these forces were also seen as
being channeled through complex local contingencies’ (Scott 2000, 491). Pred writes
of ‘Place as Historically Contingent Process’ (the title of his 1984) while in their
defense of regional geography, Johnston, Hauer and Hoekveld (1990, 1-8) use the
word contingency seven times in eight pages; the word appears 29 times in the short
section discussing the meeting of the abstract and general with the real and local, ‘The
Difference that Space Makes’, in Duncan and Goodwin (1988, 46-61).

This association of contingency with local variation in development has continued
through the 1990s to the present in the work of economic historians, historical
sociologists, and economists. Historical sociologist Jack Goldstone, writing on the
industrial revolution, argues that there is a growing consensus that the movement
towards a modern industrial economy in Great Britain was ‘chiefly the result of a
contingent and conjunctural pattern of events’ (Goldstone 2002, 332). Abu Lughod
(1989) argues there were similar historical conditions in Europe and China, and a
critic observes: ‘how then does Abu Lughod explain these areas’ subsequent
divergence? Contingency and circumstance’ (Lieberman 1993, 548). Comparing
industrialization in China and Europe historian R. Bin Wong argues for ‘a set of
contingent rather than causal connections between commercial development and

industrial breakthroughs (Wong 1997, 279)*° and P. H. H. Vries states ‘I think there is

3% Wong elaborates that “only the initially contingent fit between the institutions of capitalism and the
technologies of industrialization made possible the pattern of economic change that unfolded in
nineteenth century Europe, a pattern that broke free of the world of limited material growth analyzed
by the classical economists. If we accept these contingencies, we can also accept more easily the prior
presence of similar dynamics of economic expansion which on their own could not drive either the
Chinese or European economies into a world of vastly greater material wealth. This argument about
economic change suggests that the presence in China of some dynamics of expansion similar to those
in Europe makes likely a set of contingent rather than causal connections between commercial
development and industrial breakthroughs’ (Wong 1997, 279).
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an element of historical contingency—or better geographical contingency—that really
mattered’ (Vries 2001, 439).

The concept of contingency is frequently encountered in other areas of the social
sciences as well. The concept is central to the counterfactual political science of
Tetlock and Belkin (1996) and Lebow (2000a, 2000b) and the counterfactual history
of Ferguson (1997). The concept of contingency has perhaps been still more
important in recent decades in biology, associated with Gould’s emphasis on the
contingency of evolution. In turn, the emphasis on contingency in biology has had a
substantial impact on all of the historical sciences, including the social sciences (e.g.,
Blaser 1999; there are countless references to Gould’s emphasis on contingency in the
social sciences). However, despite the frequency of reliance on the concept of
contingency to characterize the phenomenon of local variations in development
patterns, this concept seems to be poorly defined.

In this chapter we make three claims concerning the concept of contingency,
especially as related to the study of society. First, we argue that the word contingency
is used in far too many ways to be useful; its many meanings are actually detrimental
to clarity of discussion and thought in history and the social sciences. We show how
there are eight distinct uses of the word supported by numerous examples from the
social sciences and history. This alone we hope is useful, bringing to light the extent
of the many, often contradictory uses of the term in the social and historical sciences.

Second, we try to impose some order on these eight different uses. We develop a
classification of contingency into three classes based on assumptions about possible
worlds and determinism, and show the relationship of the eight common uses of the
term to these three classes. Finally, we discuss why we believe that one of the classes
is a special use of the word without relevance to the social sciences, while the two
remaining classes are nothing more than a variety of the ‘no hidden factors’ argument
in the debate on indeterminism and determinism, related to the concept of spacetime
trajectories caused by initial conditions and the interference of these (in the form of

‘exogenous factors’) with ‘open systems’.

3.2 The Many Meanings of Contingency
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In this section we illustrate eight common uses or connotations of the word
‘contingency’ with examples drawn primarily from the social sciences (including

history).

1) Modal Logic In philosophy, a standard definition of ‘contingent’ is ‘neither
necessary nor impossible’. This definition is sometimes explicitly used in the social

sciences:

Contingency involves the ‘exclusion of necessity and impossibility’ (Luhmann

1987, 152 in Schedler 2004, 7).
‘Contingent means “neither necessary nor impossible™ (Sayer 2000, 123).%'

As we will discuss in greater detail in Section 3.3 a special type of modal logic
usage occurs in possible worlds semantics. We sometimes find this specific usage in

the social sciences:

‘individuals or other phenomena have both necessary qualities, existing across all
possible worlds, and contingent qualities, existing in only some possible worlds’

(Sylvan and Majeski 1998, 82).

2) Popular Usage In popular usage ‘contingent’ often means ‘depends on’ as in ‘x

is contingent upon y’. This popular use is also common in the social sciences:

‘Globalization’s effects on democratization are thus indirect, contingent upon the

scope and desirability of redistributive policies’. (Rudra 2005, 708)
3) Chance

Contingency in history is ‘[t]he view that chance and accident play as important a

role as structure’ (Brucker 2001, 1).

‘In the literature, there is a pronounced tendency to conflate the concepts of

chance and contingency’ (Ben-Menahem 1997, 103).

3! We maintain the use of quotation marks in the block quotes in this section to assure that there is no
confusion between quotes and discussion.
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‘Contingency carries the mark of chance, uncertainty, unpredictability’ (Schedler

2004, 5)

‘dominant themes [of contingency are] chance, uniqueness, unpredictability, and

crucial episodes of unexpected change’ (Gould in Bintliff 1999, xii).

4) Free Will/Agency Contingency is often viewed as related to or the result of free

will/agency:

‘Oakeshott argues that agents are “free” by virtue of their ability to choose

particular contingent responses to their situations’. (Mapel 1990, 393)

‘Aspiring to create space for contingency and free human action, Berlin criticises

the notion of historical necessity.” (Ben-Menahem 1997, 103).

‘Economic processes are ... contingent in that agents’ strategies and actions may
deviate from existing development paths’ and ‘context is related to structure and

contingency associated with agency’ (Bathelt and Gliickler 2003, 128 and 128n).
5) Path dependency

‘[P]ath dependence characterizes specifically those historical sequences in which
contingent events set into motion institutional patterns or event chains that have
deterministic properties’ (Mahoney 2000, 507). ‘In a path-dependent pattern,
selection processes during a critical juncture period are marked by contingency’.

(Mahoney 2000, 513).

‘QWERTY is a classic example of the power of history, and the meaning of
contingency.” (Blaser 1999, 420)*

6) Chaos

‘Chaos and contingent-necessity model phenomena in the same manner’ (Shermer

1995, 72).

2 The QWERTY keyboard is, of course, virtually synonymous with path dependency following Paul
David’s (1985) now classic ‘Clio and the Economics of QWERTY".



“The philosophical significance of chaos theory is that it reconciles the notions of

causation and contingency’ (Ferguson 1997, 79).

‘[Clhaos theory reconciles causation with contingency by linking causally

unpredictable outcomes to initial conditions’ (Tucker 1999, 269).

Often found alongside the association of contingency with path dependency or

chaos are assertions that contingency means momentous, sudden, or high degrees of

change™ stemming from a small event. (The first example is from Pierson’s article on

path dependency and political science, the second from Lindenfeld’s article on chaos

theory and history):

‘Contingency. Relatively small events, if they occur at the right moment, can have

large and enduring consequences.’ (Pierson 2000, 263)

‘the butterfly effect does indeed appear to vindicate what we have known all
along, that seemingly trivial events can have momentous consequences. This goes
under the name of the role of contingency in human affairs’ (Lindenfeld 1999,

287)
7) Conjuncture

‘[Historical contingencies are] distinctive conjunctures of events or other

singularities that theory cannot comprehend.’ (Goldthorpe 1997, 22)

‘In this analysis “contingency” will be taken to mean a conjuncture of events

without perceptible design’ (Shermer 1995, 70).

Contingencies in the form of random events and conjunctures of multiple chains

of causation are difficult to deal with theoretically (Lebow 2000b, 612).
Little’s (2000) ‘Conjunctural Contingent Meso History’.

A variety of the concept of ‘conjuncture’ is context. This usage is found when

there is a conjuncture of multiple factors, usually in a spatiotemporal context. Their

3 This view is evident in the association of contingency with disasters and cataclysms (e.g., Krieger

1968, ‘Culture, Cataclysm, and Contingency’) and thus the popular usage ‘contingency planning’ and
‘to prepare for any contingency’.



concatenation in one place (also ‘locale’, ‘milieu’ etc.) is frequently described as

contingent:

‘sometimes contingency is used to mean context’ (Blute 1997, 347). Blute is

referring to Mann (1994):

‘Many causal paths cross, and the combination of factors in each spatiotemporal

location makes it unique — this is where contingency is the same as “context™’

(Mann 1994, 47).

‘Place as Historically Contingent Process: Structuration and the Time Geography

of Becoming Places’ (the title of Pred 1984).

‘locality events are understandable, in the language of realism, as contingent’

(Lovering 1989, 213).

“‘space’ or ‘the spatial’ is...an appealing commonsense shorthand way of
signifying...‘the contingent effect of the uneven development of social process’”

(Duncan and Goodwin 1988, 228-229).

‘the contingency and complexity of place’ (Plummer 2001, 761).

8) Unpredictability Finally, many of the above definitions - chance, free will,
chaos - lead to unpredictability, and this is frequently associated with the concept

of contingency:

‘Gallie’s use of “contingent” seems to be equal roughly to “unpredictable from the

point of view of the main process”” (Arthur 1968, 208).

‘As Gould notes, contingency is an unpredictable sequence of antecedent states’

(Shermer 1999, 218).

‘Contingency refers to the inability of theory to predict or explain, either
deterministically or probabilistically, the occurrence of a specific outcome’

(Mahoney 2000, 513).

In the preceding quotes we have shown that there are numerous uses of the word

‘contingency’ in the social sciences, many closely related to other confusing or



incompletely understood concepts such as chaos, chance, and path dependency.
Adding to the confusion created by these different uses, they are frequently conflated

in a single work:

‘Path dependence is the application to economic systems of an intellectual
movement that has lately come into fashion in several academic disciplines. In
physics and mathematics, the related idea is called chaos - sensitive dependence
on initial conditions...In biology, the related idea is called contingency’

(Liebowitz and Margolis 1995, 33).

Even when not explicitly conflated as in the example above, chaos, path
dependency, chance, free will and the other confusing concepts we find associated
with contingency are so frequently found in such poorly defined association with one

another as to encourage their conflation, e.g.:

‘the pragmatist sensitivity to indeterminacy, contingency, and chaos.” (Shalin

1992, 238).

‘the event structure displays the crucial role played by human agency,

contingency, and path dependency’ (Griffin 1993, 1117).

Not only are these concepts often conflated and ill-defined; frequently they are
contradictory. For example, above were several examples that associate ‘context’ with
contingency, yet Bathelt and Gliickler emphasize that ‘context is related to structure
and contingency associated with agency’ (2003, 128n). We find assertions that
contingency signifies momentous changes from small effects (e.g., both Lindenfeld
and Gould above) but we find Sayer warning that ‘[c]ontingency is also not to be
confused with importance!” (2000, 124). There are countless examples where
contingency is associated with chance, yet Shermer stresses that ‘contingency...is not
randomness, chanciness, or accident.” (1999, 218). Sayer provides a modal logic
definition of contingency, yet says that it is ‘virtually opposed’ to the use of the word
to mean ‘x is contingent upon y’ (Sayer 2000, 28). The term frequently serves to elide
clarity on all of these issues rather than commit the author to a clear position on any

of them.
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Section 3.3 below introduces a classification of contingency into three types based
on assumptions of possible worlds and determinism. In Section 3.4 we then consider

the relationship of the eight uses of contingency above to these three classes.

3.3 Three Classes of Contingency: Diachronic, Synchronic, and

Deterministic

Above we have shown how there are an extraordinary number of uses of the word
‘contingency’ variously used to mean, or in close association with, concepts such as
conjuncture, context, chaos, chance, and path dependency. We now propose that the
concept of ‘contingency’ can be divided into three classes based on assumptions about
possible worlds and determinism. We introduce the classes here and then consider

how the above uses relate to these classes in Section 3.4.

3.3.1 Diachronic contingency

In ancient philosophy the concept of ‘possibility’ referred only to possibilities in

the actual world (Knuuttila 1993, 2003). Consider Figure 3.1 below:

a

Figure 3-1 Diachronic Contingency

Line ‘A’ (with time moving from left to right) represents one world, the actual
world. At point x we might consider the possibility of some outcome, say, Sally
finding a treasure chest. In outcome a; Sally finds the treasure chest, whereas in a, she
does not. Note that this implies that at y something happens that allows for either one
outcome or another — for Sally to find the treasure chest (possibility a;), she is either
lucky, or chooses a particular area to search, implying that at y respectively either
chance or free will caused outcome a; rather than the possible outcome a, (divine

intervention being another possibility).

3.3.2 Synchronic contingency
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The above view of possibilities in the actual world is a diachronic view of
possible worlds, with a single world with branches representing future possibilities.
The concept of possibility as referring to other possible worlds was not developed

** Having multiple possible worlds allows for simultaneous

until much later.
alternatives and so is a synchronic view of possible worlds. In the synchronic
conception of possibility, rather than think of outcomes a; and a, as different
possibilities for the actual world A, we would think of them as different possible
worlds. Thus we have a world A where Sally finds a treasure chest, and a completely

unrelated world B where she does not.** Following Figure 3.1, this idea could be

represented as in Figure 3.2 below:

Figure 3-2 Synchronic Contingency

Note that in the synchronic view of possibility, for Sally to find treasure or not to
find treasure there is no need to appeal to something such as free will or chance (as at
point y in Figure 3.1) to explain different outcomes in world A and world B. Because
they are completely unrelated (causally, spatially, and temporally unrelated) there can
be infinite worlds where treasure is found, is not found, and where an infinite number

of other possibilities exist completely independent of each other.

3* See, for example, Knuuttila 1993, 2003, Qhrstrem, and Hasle 1995, and Wyatt 2000. We
purposefully simplify here, ignoring such ancient modal concepts as ‘potency’ and ‘statistical’
interpretations of possible worlds as well as modern debates between ‘real’, ‘fictionalist’, ‘ersatz’ etc.
possible worlds (for these modern difficult and highly debated concepts see, for example, Stalnaker
1976, McMichael 1983, Rosen 1990, Roy 1993, Shapiro 1993, Baldwin 1998, Divers 2006).

3 Again in the interest of simplicity we ignore debates on esoteric ideas such as indexicals and
hacceity.
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2.3.3 Deterministic contingency

Figure 3-3 Deterministic Contingency

Finally, consider Figure 3.3 above. Here we have a single line representing just
one world, the actual world. It is non-branching, depicting a deterministic world
where there are no alternate possibilities. It might at first seem that the concept of
contingency could not mean anything in this world because there are no alternate
possibilities. However, as we saw in Section 3.2, one use of the word contingency is
to describe the result of a conjuncture. This is frequently expressed as the coming
together of ‘separate causal paths’. These causal paths could, at least in theory, be
traced unbroken; there is no claim made for a break in the historical causal chains of
the factors in the conjunction as there is when acausal chance or free will are called
upon to account for a ‘contingent’ outcome.*® A recent statement of this idea from

biology expresses this view of contingency and deterministic causal chains well:

Contingency may be defined as the outcome of a particular set of concomitant
effects that apply in a particular space-time situation and thus determines the
outcome of a given event. In most of the epistemological literature, this word has
aptly taken the place of the term ‘chance’ or ‘random event’, and in fact, it has a
different texture. For example, a car accident can be seen as a chance event, but
indeed it is due to the concomitance of many independent factors, like the car
speed, the road conditions, the state of the tyres, the alcohol consumption of the
driver, etc. These factors all sum together to give the final result, seen as a chance
event. The same can be said for a stock-market crash, or the stormy weather of a
particular summer day. Interestingly, each of these independent factors can
actually be seen per se as a deterministic event, e.g. the bad state of the car tyres

determines per se a car sliding off at a curve. The fact, however, that there are so

3 Thus this type of contingency could take place under ‘causal determinism’, now usually equated, in
our view correctly, with common Laplacian concepts of determinism (e.g., Hoefer 2003, para. 2). We
call this category ‘deterministic’ as an ideal type distinguishable from fundamentally indeterministic
diachronic contingency. Whether one believes these various ideal types co-exist is a separate issue.



many of these factors, and each with an unknown statistical weight, renders the
complete accident unpredictable: a [non-ontological] chance event. (Luisi 2003,

1142)

What frequently causes mere conjuncture to be labeled ‘contingency’ is the point
of view of the agent. For example, one of Lamprecht’s examples of contingency in
‘Contingency in Nature’ (1971) is a hunter with excellent aim who fires at a buck. To
the hunter’s surprise the buck gallops off unharmed. Puzzled, the hunter follows the
path of the bullet towards the prey, and finds a freshly broken branch in the path of
the bullet. Apparently a breeze had blown the branch just as the hunter fired,
deflecting the path of the bullet. This ‘contingent’ event caused the hunter’s bullet to
miss the buck. In this example, at least in theory if not in practice, the causal chain of
the wind and growth of the tree branch could be traced (unlike in diachronic
contingency where free will or ontological chance are acausal, representing a
fundamental break with any causal history). But 7o the hunter who at the time of the
event had no knowledge of the impending gust of wind or the existence of a wind-
sensitive tree branch, the outcome seems contingent. This would not be so if the
hunter had had full knowledge of the existence and impending confluence of these
factors. In biology the extinction of the dinosaurs is frequently held up as prime
example of a contingent outcome due to the K-T event 65 million years ago. Again,
there is not necessarily ontological chance involved. From a terrestrial view the event
is contingent; to aliens viewing the development of Earth but also with full knowledge
of the trajectories of asteroids it would not be viewed as contingent.®’

The view of contingency as ignorance of other causal streams or ‘systems’ of the
universe, and hence ignorance of how they will eventually impinge upon each other,
is common in the social sciences. For example, it is the view of one of the more
influential social science discussions of contingency, J.B. Bury’s ‘Cleopatra’s Nose’.
The view that 