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ABSTRACT 

As humans, we have an innate tendency to ascribe human-like qualities to non-human 

entities. Whilst sometimes helpful, such anthropomorphic projections are often 

misleading. This commentary considers how anthropomorphising AI contributes to its 

misrepresentation and hype. First, I outline three manifestations (terminology; imagery; 

and morality). Then, I consider the extent to which we ought to mitigate it.  

Introduction 
Humans have an innate tendency to anthropomorphise. We can’t help but think about 

non-humans in distinctively human ways, ‘seeing’ human-like traits in non-humans, and 

responding accordingly [1]. But these inferences can be misleading. It is comforting and 

perhaps natural to infer that our pet is happy to see us when we come home. Such an 

inference might seem plausible for our pet dog. But less so for our pet rock.  

With the advent of sophisticated AI, the anthropomorphism of technological artefacts 

has become widespread [2, 3]. This is not least because such technologies are often 

designed to be human-like. Indeed, in many cases, this is what propels their success. The 

popular LLM-based conversation app Replika, for instance, gained popularity because it 

felt to users like they were talking with a human. Replika users perceive their Replika to 

have certain human attributes like the capacity for emotion (for example, love, lust, 

happiness, and sadness). This is in part because a human-like avatar accompanies the 

chatbot. But it is also because of its ability to maintain human-level conversations and to 

do so using first-person pronouns, something Ben Schneiderman and Micheal Muller 

have critiqued GPT-4 about [4]. Social robots are designed to function within social 

situations and facilitate human-robot interaction. To this end, they are often modelled to 

look and behave like humans (and some higher-order primates like dogs) to evoke 

anthropomorphised responses [5].  

Some express concern that taking advantage of anthropomorphisation in this way is 

deceptive [6]. Your Replika does not really have the capacity for emotion. Nor do social 

robots that behave and look like they have certain human traits have those traits. 
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Designing them in ways that make us think they do is deceptive. Whilst true, deception 

can serve important purposes: many users, for instance, rely on Replika for friendship, 

therapy, and intimacy; sometimes to combat loneliness. But this reliance has created a 

troubling power balance. In February 2023, Luka (the company behind Replika) decided 

to turn Replika's capacity for intimacy off. This left many users to experience real 

heartbreak over an artificial relationship [7].  

To take a more infamous example: recall in June 2022 when Blake Lamoine (a then 

software engineer at Google) declared that LaMDA (a chatbot) was sentient [8]. 

Lamoine’s evidence for this claim was based on testimony. They interviewed LaMDA 

who revealed it was aware of its existence, was a person, and asked not to be turned off. 

At one point, Lamoine expresses concern: “I could be wrong…Maybe I’m just 

projecting or anthropomorphizing” [9]. I think, as do the majority, that this was indeed 

the case and that Lamoine’s declaration was not particularly scientific. Nevertheless, this is 

what Lamoine was led to believe. And it isn’t implausible to suggest that others will too 

– on the Replika website there is even a page dedicated to reassuring users their Replika 

isn’t sentient, even though it might seem like it is [10].  

What does anthropomorphisation have to do with AI Hype? In our call for papers, we 

roughly define AI Hype as the misrepresentation and miscommunication of AI’s present 

capabilities and performance. We suggest that this is concerning because the 

overinflation of what AI is undermines meaningful public discourse around it. What I 

want to show here is that the anthropomorphisation of AI contributes to this 

widespread misrepresentation and miscommunication by inducing ideas of equivalence, 

superiority, and inferiority relative to humans. In other words, the anthropomorphisation of 

automated systems implicates humans as a benchmark for comparison, but these 

comparisons aren’t fit for purpose. The object of this article is to explicitly point to 

examples of this phenomenon, explain how they contribute to hype, and consider how 

to mitigate them (if we should at all).   

Terminology 
The words used to describe particular topics, concepts, and phenomena affect how we 

think about them. Even initially implausible rhetoric can begin to sound true and fluent 

once we process it multiple times [11]. It is particularly important, therefore, that the 

words we use to communicate about important topics – such as AI – are accurate. 
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Anthropomorphisation impedes this objective. Whilst natural, using human-like terms to 

communicate about AI leads to misleading metaphors, similarities, and tropes.  

One recent example is Open AI’s latest ‘upgrade’ to ChatGPT: that it “can now see, 

hear, and speak” [12]. What they really mean is that ChatGPT can now recognise and 

analyse pictures, transcribe speech, and respond with a voice instead of just text. But this 

is far less catchy. The problem though is that attributing sensory modalities to an 

artificial system is, at best, clearly false to most people, and at worst, implies a capacity 

for experience. In the ordinary use of the term, when we say we saw something we are 

referring to the experience of perceiving something. For instance, we might describe 

what it was like to perceive the redness of an apple. The same is true for audition. Speech 

is slightly different but implies a degree of cognitive capacity greater than just the capacity 

to produce text. 

A similar complaint has been made for the use of ‘hallucination’. Ordinarily, the term 

hallucination refers to when humans perceive phenomena that are not really there. But it 

has been reappropriated by AI discourse to refer to when LLMs, like ChatGPT, simply 

make up (or hallucinate) facts1. But again, this implies they have some capacity to 

perceive. Which they don’t. As Emily Bender has rightly pointed out, ‘hallucinate’ “is a 

terrible word choice…suggesting as it does that the language model has *experiences* 

and *perceives things*” [14].   

These are examples of using verbs to anthropomorphise AI. And there are plenty more. 

It is common to see newspaper headlines claim AI is ‘understanding’, ‘thinking’, 

‘confusing’, or ‘going rogue’ and ‘misbehaving’, for example. We also use 

anthropomorphised adjectives when talking about AI. Chatbots like Replika, for instance, 

sometimes portray particular personalities like ‘friendly’, ‘kind’, ‘devious’, and ‘attractive’. 

They are also spoken about as if they have particular emotions like being ‘sad’, ‘angry’, 

‘happy’, or ‘horny’. But do chatbots really have personalities in the ways humans do? Do 

they have a capacity for emotion? No. Just like it seems misleading to ascribe our pet 

rock with happiness, so it seems misleading to ascribe a chatbot with happiness. 

‘Intelligence’ is another hype-entangled adjective - some even argue the term AI itself is 

 
 

1 The term ‘hallucination’ was used at least 3 years before even the advent of GPT-2 [13] and only 
used in this way within computer science communities. Unfortunately, the term is now widely 
used without clarification.  
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hype [15]. Indeed, a buzzterm among certain AI circles are claims or goals of human-like 

intelligence and eventual superintelligence. Human-like intelligence is a clear comparison 

by equivalence. And superintelligence, broadly defined as a system infinitely smarter than 

humans, is a clear example of comparison by superiority. 

Anthropomorphised terminology can be both symptomatic and inducive of hype. And 

when we refer to AI using human-like terms, we project misplaced beliefs onto such 

systems. That they possess human-like capabilities, emotions, and reasoning. This leads to 

overestimations of an AI’s ability. Because public AI literacy is so low2, by using such 

anthropomorphic language people might be more likely to believe AI systems really are 

capable of the tasks and processes such terms suggest. This then plays into overblown 

fears about job losses and, within policy circles, overconfidence about deploying 

algorithms for significant tasks like police facial recognition.  

Imagery 
Perhaps more important than the words used to communicate about AI, are the images. 

If you search ‘AI’ in Google Images, it is likely that among the many tropes presented 

(glowing brains, variations of The Creation of Adam [18], the colour blue, matrix style 

descending code, and terminators) you will likely come across a (white [19]) human-

looking robot. As Dihal and Duarte explain [20]: 

Pictures that show humanoid robots in deep contemplation, or tackling difficult 

maths problems on a blackboard, reinforce unrealistic fears and expectations 

about AI achieving human-like intelligence, or even ‘superintelligence’, 

imminently. This overshadows current concerns about AI and overhypes 

present capabilities. AI does not ‘think’, it is a programme executing algorithms. 

The use of such images, again, feeds human-like comparisons and plays into general 

public fears and misunderstandings about AI. These misunderstandings and 

misrepresentations can be especially propagated through anthropomorphised imagery 

because of their association with popular culture and science fiction. Terminator images, 

 
 

2 The CDEI’s December 2021 public attitudes to AI tracker, for example, found that only 13% 
felt they had a strong understanding of AI [16]. For a more recent study, see [17]. 
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commonly used in articles about AI, spread narratives of fear and uprising independently 

of the article's content. These narratives feed into overhyped claims of superintelligence, 

making them seem more plausible through association [20].  

Interestingly, this narrative of comparison has been used by some to reiterate human 

exceptionality. Since 2022, the UK Army has been running a TV advert titled: ‘The Army 

of the Future’. It begins by showing a Terminator-type robot in a battleground, fading to 

a human soldier with the accompanying narration: “What does the army of the future 

look like? It looks like you.” [21].   

Morality  
Recall Lamoine. Lamoine’s interactions with LaMDA led them to believe that LaMDA 

was sentient. You might think this ascription belongs to the section on ‘terminology’. 

But the attribution of sentience to any entity, let alone an artificial one, is not like saying it 

comes across happy, or sad, or horny. It is a distinctly moral property. Sentience, often 

understood as the capacity for valenced phenomenal experience (or, in other words, to 

have bad and good experiences), seems to many to matter morally. This is what Lamoine 

thought. Not only did they declare that LaMDA was sentient, but they, because of this 

ascription, urged their colleagues to “treat LaMDA well” [8]. 

Philosophers sometimes refer to an entity with this special moral status as a moral 

patient [22, 23]. A moral patient is an entity that is susceptible to certain moral harms and 

benefits and is, as a result, owed particular duties and obligations. Moral agents are those 

bound by these duties and obligations. You and I are moral agents. Whether artificial 

systems are too is up for debate. You and I are also moral patients. If LaMDA really is 

sentient, then (for many, but by no means everyone) LaMDA is too. Similar reasoning 

guides our treatment of animals. For instance, the UK’s Animal Welfare Act [24] turns 

crucially on notions of suffering [25].  

But for many, this is absurd [26]. How could a human-made artefact ever deserve 

moral consideration? Joanna Bryson has claimed that ascribing robots moral patiency 

would “break everything – society, all ethics, all our values” [27]. Indeed, if it is the case 

that artificial entities can be moral patients, there will be an upheaval in society and law 

akin to animals.  

It is paramount, however, that regardless of how this debate concludes, it isn’t 

determined by anthropomorphic projection. It is likely that many, just like Lamoine did, 



This is a preprint due to appear in AI and Ethics’ topical collection on the Ethics of 
AI Hype (2024). Where possible, please cite the published version. 

 

 

6 

will anthropomorphise their AI (or robot) companions and interpret their human-like 

characteristics as indicators of sentience. But without scientific indicators, these ascriptions 

will be both symptoms and propagators of hype. Indeed, concepts like ‘self-awareness’ 

are heavily connected to sci-fi narratives of robot uprisings and human extinction.3  

 

Linking AI Hype and Anthropomorphism  
What is the explicit link between anthropomorphism and AI Hype? My answer is this: it 

limits our understanding of AI to human terms. Because of this, the mental models we 

create resemble, and base themselves on, human qualities. And, as a result, we end up 

working with a scale of non-human, human, and post-human. But these are inadequate 

simplifications. They lead to overblown hype around AI because human-like terms are 

inadequate and misleading. 

But as I started off by saying: anthropomorphism is unavoidable. Indeed, some go so 

far as to say that instead of being a bug, our tendency to anthropomorphise is a feature of 

human nature [28, 29]. One of the many reasons anthropomorphisation is useful is that 

it functions to transcribe non-human behaviour and capacities into behaviours and 

capacities we relate to and understand. Because AI is something we do not understand it 

is perhaps natural for us to try and comprehend it in terms we do understand: human. 

Talking about and projecting human capacities onto non-human entities allows us to 

relate to and translate their distinctly inhuman behaviour.  

The question is: ought we to do this? On the one hand, the anthropomorphisation of 

AI leads to misrepresentational hype because human-like terms do not adequately 

capture certain complexities. This simplification can lead to overblown fears around AI, 

not least because we end up thinking in terms of replacement. But on the other, we 

might rightfully ask what the alternative is. Anthropomorphisation allows us to 

comprehend and relate to a technology we fundamentally do not understand. Whilst this 

may lead to disanalogies, at least there is an element of interpretation.  

 
 

3 If I am right that these anthropomorphic projections ought not to determine moral 
consideration, then theories like John Danaher’s [22] and Henry Shevlin’s [23] that argue we only 
need to perceive certain morally relevant properties in artificial entities, rather than determine that 
they actually have them, run into problems.  
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I have mentioned the lack of public AI literacy. Anthropomorphic language and 

imagery, accompanied by many other factors like sci-fi narratives, clearly impedes true 

public understanding. But if anthropomorphism is unavoidable, perhaps before the 

damaging effects of anthropomorphic representations can be mitigated, AI literacy needs 

to be improved. Indeed, one might hope that as more of the public learns to spot 

inaccuracies in anthropomorphic terminology and imagery, wider media outlets will seek 

to avoid them for fear of misrepresentation charges. (One motivation they have now is 

that anthropomorphic terms are eye-catching; they lead to clicks and engagement). 

Perhaps, just as we realise ascribing happiness to our pet rock is wrong but not 

irresponsible, when public literacy around AI increases, using anthropomorphic terms to 

simplify and describe AI will be wrong but not irresponsible. This would be because 

such misrepresentation is recognised as being wrong and wouldn’t, therefore, spread 

misinformation because the public would not be susceptible to it. Perhaps.  

 

Concluding Thoughts 
Here, I’ve illustrated some of the ways the anthropomorphism of AI feeds into AI Hype. 

In particular, I have surveyed its connection through language, imagery, and morality. I 

then concluded by considering what we ought to do about this phenomenon. In light of 

the seeming inevitability that humans will anthropomorphise AI (and other beings) even 

if they ought not to, I have painted a (perhaps idealistic) picture between public 

understanding and the disenfranchisement of inaccurate rhetoric. Rather than try to stop 

it, I have suggested that the anthropomorphisation of AI needs to be accommodated 

and its consequences mitigated.  

Whether a truer public understanding of AI would achieve this, and whether AI 

literacy could even play catch up to such an extent, is questionable. A short-term 

solution is to acknowledge, alongside their use, that anthropomorphic characterisations 

of AI are inaccurate and to explain why. Indeed, in doing so, we would also be increasing 

public AI literacy and contributing to this long-term idealistic proposal.   
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