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A META THEORETICAL BASIS FOR 
INTERPRETATIONS OF PROBLEM-SOLVING BEHAVIOR* 

Introduction 

by 

STEVEN BARTLETT 
(Saint Louis) 

Until.Newell, Simon, and Shaw [1958] introduced a general theory 
of problem-solving in terms of concepts of information-processing 
and computer programming, there was no dominant viewpoint or 
group of techniques which could serve to unify research in prob
lem-solving. Newell, Simon, and Shaw were particularly interested 
in the process of problem-solving, and suggested that computer pro
grams could be interpreted as precise theoretical representations of 
human problem-solving processes. Their work has led to sophisticat
ed studies of machine problem-solving in which machine processes 
have been advanced as accounts of human problem-solving behav-

• ior. 
The machine model for human problem-solving has been ex

tremely fruitful l?oth in the practical assistance machine 
information-processing and problem-solving have provided for hu
man objectives, and in the theoretical gains made in better under
standing the nature of problem-solving activity. In spite of these 
welcome additions to our practical and theoretical knowledge, it 

* Presented at the February 26-27,1976 meeting of participants in the program, P atterns 
of Problem-Solving, under the direction of Prof. Moshe F. Rubinstein (Engineering Sys
tems Department, UniYcrsity of California, Los Angeles) and conducted by the American 
Association for the Advancement of Science with support from the National Scicm·� 
Foundation, at the University of �issouri, Kansas City. Research reported here was par
tially supported by a grant from the Lilly Endowment. 
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has become increasingly clear that machine and human problem

solving cannot uncritically be postulated to involve equivalent or 
even similar processes, but that claims concerning the nature of any 

relation between the two kinds of problem-solving must be capable 
of some sort of justification. 

As yet, problem-solving theorists have made little attempt to 
relate their results to analysis at the neurological level. Since it may 
be possible and useful to relate all or much of animal problem
solving behavior to corresponding neural events, it is important that 
research in problem-solving have available to it a sufficiently broad 
theoretical framework for multiple and complementary interpreta
tions of problem-solving behavior, whether this is in terms of ma
chine analogs, psychological observations, or neurological analyses. 

Already there are signs of interest in the possibility of a general 
theory of problem-solving that encompasses both human and ma
chine problem-solving. (Green [1966], Dreyfus [1972], Laszlo 

[1972].) Such a gcner::ll theory need not begin by postulating a 
close relation between human and machine problem-solving, or even 
suggest that machine problem-solving can provide an adequate simu
lation model for human problem-solving processes. It is enough 
initially that a general theory of problem-solving offer us a theore
tical framework in which consistent interpretations of the two 
forms of problem-solving can be developed, and commonalities and 
differences between them be detected and investigated. 

In what follows. I will outline a general metathcory that attempts 
to furnish a usefui basis for such an examination of interpretations 
of problem-solving behavior which different theories have proposed. 

This metatheoreticai basis appea:s to me to hold some promise both 
because of its openness to hard data derived from different levels 

and ranges of observation, and because of its capacity for deliberate 
control of interpretations of problem-solving behavior, whether hu

man or mechanicaL macroscopic or microscopic. The general model 

suggested will turn out to be tolerant of certain disagreements 
about research strategies and estimations of salience while it pro
vides a critical basis from which to assess competing interpretations 
of problem-solving behavior. 
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Theories. of Problem-Solving Behavior 

The Gestalt approach to problem-solving 

The earliest of the contemporary theories of problem-solving be
havior has derived from Gestalt psychology. Gestalt psychologists 
(Kohler [1925], Koffka [1935], Wertheimer [1945]) considered 
problem-solving to be a function of the integration of previously 
learned responses. They conceived of problem-solving as insightful, 
as the result of a relatively sudden organization of meaning, lending 
itself easily to generalization and to retention by the individual 
problem-solver. Studies made of problem-solving in this perspective 
have been subordinate to a holistic attitude which has stood in the 
way of detailed analyses of the structure of problem-solving. The 
Gestalt emphasis on the central role of the aha! experience in 
problem-solving has tended to encourage a neglect of step-by-step 
inferential problem-solving in which a sequence of well-defined 
steps (constructing a deductive proof or tracing a route through a 
maze, for example) seems to be more important than a sudden 
illumination of insight relating to the solution. 

The psychometric approach 

The second approach to problem-solving has been the psycho
metric. The central interest of this approach has been to characterize 
intelligence as a function of intellectual traits that contribute to 
general men tal ability. The emphasis of psychometric theory on 
measurement adapts itself easily to experimental investigations and 
to the theoretical orientations of other approaches to problem
solving behavior. Guilford [ 1961], Laugherty-Gregg [ 1962], and 
Green [I 964] have made intertheoretic suggestions of this sort. 

Tlze learning theory approach 

The third theory of problem-solving behavior has grown out of 
laboratory studies of learning. Learning theorists have been keenly 
and adversely sensitive to speculative hypotheses and have therefore 
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been sympathetic to behaviorism. Learning theorists have not 

sought to deny the existence of problem-solving processes, concep

tual organizations, etc., but have believed that such concepts, which 
c::mnot at present be adequately defined in operational terms, 
should be avoided at this stage of research in problem-solving. There 
has been a tendency to hypothesize intervening processes with con
siderable caution, and to formulate these in terms of mediating 
stimulus-response processes and reinforcement hierarchies when 
such hypotheses do appear to have some use. (Staats [ 1963, 
1964,1966], Skinner [1966], Goldiamond [1966].) 

17ze information-processing approach 

The fourth approach to problem-solving behavior has been ad
v�mced by rccen t investigations in information-processing. The idea 

soon developed that computer programs might serve not only as 
aids to human problem-solving abilities, but as theoretical represen

tations of them. The adequacy of a given program to simulate a 
particular problem-solving behavior could be tested empirically by 
determining the degree to \vhich the structure of the program re
sembled the structure of the. behavior of human problem-solvers 
usually made explicit through protocol analysis - and yielding the 
same set of solutions to specified problems. The "sufficiency" of a 
program so tested, then, led to the view that the program could 
SA�:rvc as a theoretical model of corresponding dimensions of the 
problem-solving process. This suggestion provided a measure of con

ceptual control and detailed precision that had not been possible 

for the Gestalt. psychometric, and learning approaches to problem

solving. 

Agreements and lines of dirision 

The information-processing model for interpretations of 
problem-solving that was accepted early within Gestalt psychology 
(especially by Wertheimer [1945], Duncker [ 1945], De Groot 
{1946, 1965, 1966]. Bruner-Goodnow-Austin {1956], and 
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Feigenbaum-Feldman [I 963 ]) has offered the idea of algorithmic 
learning for the learning theorist (Goldiamond [ 1966], Staats 
[ 1966]), and has suggested similarities in terms of which psycho
metric studies might be tested (Gagne [1959, 1964 , I965 a,l966] 
and De Groot [ 1966]). The information-processing attitude is in
clined to oppose the holism of Gestalt psychology, to demand rigor 
and operationally defined concepts, and is concerned with the fine 
structure of problem-solving behavior. It accepts the belief in a 
mediating problem-solving process, does not claim such processes to 
be reducible to behavioral stimulus.response descriptions, and sup
plies an operational criterion of the adequacy of a theory through 
its test of "sufficiency". 

Behavioral theorists have objected that information-processors 
are unscientific in yielding to the temptation to make guesses about 
a possible intervening process in problem-solving. The counter
argument has been proposed that such information-processing theo
ries as the general problem-solver (Newell-Simon [ 1961 J) comprise a 
"particular codification of the observed relationships between sti
muli and responses.'' (Green [ 1966: 14]) Insofar as the theory fits 
the observed data, it is a theoretical representation of the behavior
ist's stimulus-response relationships. And as such, it is no more, no 
less scientific than is the abstract encoding of data in the context of 
any scientific theory. The merit of the theory is determined by its 
ability to encode significant data adequately. 

Behavioral analyses of problem-solving in terms of the language 
of operants, chains of association, habit family hierachies, etc., have 
thus disavowed any interest in the intermediate problem-solving 
process, opting either for ccmediating responses" of the S-R form, or 
for a complete suspension of judgment concerning what has been 
regarded as the hypothetical character of the process linking stimu
lus and response in problem-solving behavior. Like the information
processors, behavioral analysts, too, have wished to avoid untestable 
hypothetical inferences. Behavioral and information - processing 
theorists have differed primarily in where they have seen fit to draw 
the line in formulating hypotheses. 

Among behavioral interpreters of problem-solving it is fairly well 
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agreed that problem-solving behavior cannot be adequately describ
ed in terms of a simple stimulus-response contingency or a chain of 
such contingencies. (Miller-Galan ter-Pribram I 1960], Miller [ 1962], 
Millcnson [ 1964) J, Green [ 1966 ].) Studies in theoretical Enguistics 
and computer programming indicate that hierarchical organization 
is necessary for any adequate theory of complex verbal or problem
solving behavior. Since information-theorists are particularly con
cerned with the organization of units in to hierarchies, this emphasis 
on organization brings the behavioral and information-processing 
approaches to problem-solving into a closer association. 

From the Gestalt perspective, the stimulus-response mechanisms 
of the behavioral approach to problem-solving was felt to be sim
plistic and inadequate to account for observed behavior; At the 
same time, imprecisely understood concepts of cognitive org:.miza
tion and insight contributed to the vagueness of the Gestalt point of 
view. (See papers in Scheerer [1964 ].) Although Gestalt psychology 
'1as had little to say about the actual structural dynamics of insight
�ul organization, the Gestalt interest in organization has been retain
:d in both behavioral-and information-processing accounts of 
problem-solving. 

The two competing models of problem-solving 

The psychometric approach has offered useful tools for the other 
theorists. and the opaationally reduced contribution of the Gestalt 
perspective has been inherited by information-processing theorists 
and accepted by some learning theorists. In this sense, the four 
theories of problem-solving behavior reflect two competing models 
which dominate current research in problem-solving: the animal 
experiment modd for investigations of biological problem-solvers, 

useful because of the restriction to publicly observed behavior with 
a minimum of interference from the observer, and the information
processing model which has sought to find a precise way of repre
senting problem-solving behavior mechanically through computer 
simulation. 

The two models have accepted strict standards of justification of 
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claims about problem-solving behavior. Both have reacted negative
ly to hypothetical inferences about such behavior. On the one hand, 
observations of behavior patterns and, on the other, the capacity of 
information-processing programs to simulate observed behavior, 
have been accepted in the two models as furnishing justification for 
their respective interpretations of problem-solving behavior. The 
information-processing theorist has been inclined to judge that pro
tocol analysis, the classic method for studying human information
processing, supplies evidence for processes intervening between 
input and output. The behavioral theorist, however, regards human 
protocols as part of the behavior of the subject in relation to certain 
environmental contingencies, and thus as forming part of observed 
behavior patterns. Consequently, although protocol behavior consti
tutes observational evidence like any other kind of behavior, it loses 
its capacity for the behavioral theorist to serve as evidence for 
hypothetical processes inferred to exist behind that behavior. In 

this way, the information-processing model reflects a somewhat 
more complex, tolerant, flexible, and perhaps less rigorous standard 

of evidence. 
In short, the sequence of operations that is sufficient from the 

information-processing point of view may be able to solve a given 
problem, but however interesting and useful this is, the sequence of 
operations itself is not, from the behavioral theorist's point of view, a 

behavioral event. Skinner [1966] has therefore concluded that 
problem-solving behavior which results in the solution of a problem 
is specific to that problem and is not relevant to the environmental 
conditions which determine prol;llem-solving behavior, Problem
sblving behavior is to be accounted for in the same way as behavior 

of any kind, i.e., as a function of environmental contingencies. 

It is interesting to note that the behavioral model from which 
this objection comes effectively rules out the possibility of interpre
ting any sequence of operations - even were this sequence to be 

given as a behavioral event as Skinner insists - as evidence for the 
existence of intervening processes in the human subject. In fact, as 

we have seen, information-processing theorists have regarded human 

protocols to constitute both behavioral events and to describe se-
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quences of operations in the human subject. Thus, the objection 
raised by Skinner becomes paradoxical since even the satisfaction of 
Skinner's requirement that sequences 6f operations comprise behav
ioral events cannot serve as evidence in his model for intervening 
problem-solving processes. Such an objection seems, therefore, to 
beg the question. 

The two principal orientations toward problem-solving behavior 
therefore involve, on the one hand, an attempt on the part of 
information-processing theorists to infer the structure of an inter
vening cognitive process in problem-solving and, on the other, the 
attempt by the behavioral operant analyst to correlate the behavior 
of a problem-solving subject with precisely controlled environmen
tal conditions. 

The first step toward an integrated theory 

The two principal theories of problem-solving behavior are com
plementary to the degree that problem-solving theorists of either 
persuasion seek to understand problem-solving behavior as a func
tion of its sufficient conditions (information-processing) or its 
necessary conditions (operart analysis). The conflict between the 
two approaches ceases to 'oc important from the standpoint of a 
general theory which seeks both to reproduce observed problem
solving behavior and to describe observed behavior in relation to 
cnvironmen tal contingencies. 

From this metatheoretical point of view, lines of controversy 
between Gestalt. psychometric, learning, and information
processing theorists, or in general between an exclusive concern for 
either the sufficient conditions or the necessary conditions of 
problem-solving beh�vior. tend to act as limitative blinders to the 
broad and interrelated range of questions that problem-solving be
havior poses. There can be no doubt that more will be known about 
problem-solving behavior once we are able to give an integrated 
account of the situationally determined perceptual encoding proces
ses of the individual problem-solver, and then supply a simulation 
model that furnishes a useful and interesting yepresentation of the 
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process. Here, particularly, there is no j�stification for a one-sided 
theoretical provincialism. 

The nature of theoretical sufficiency 

The sufficiency criterion for a general theory of problem-solving 
behavior is seductive: It leads, on the one hand, to a description of 
processes which can supply an operational program that solves cer
tain problems. The program can therefore be interpreted as a suffi
cient model for that form of problem-solving. On the other hand, 
the sufficiency criterion appears to provide a description of the 
process a human problem-solver follows in solving the same prob
lems. (Simon [1962], Green [1964], Ernst [1969], Newell-Simon 

� [ 1962,1965, 1972].) It is this second interpretation of the sufficien
cy criterion which has encouraged confusion. (Forehand [1966: 
382]) 

The confusion is well-known since it has arisen repeatedly in 
questions posed about any theory that is sufficient to account for 
observable data of a particular kind: Such a theory offers a rule
regulated representation of the data, but the question is often raised 
whether the rules expressed in the theory stand behind the observed 
data in the productive capacity which they have in reproducing 
through the theory or an algorithmic program the behavior of the 
system investigated. In other words, can we claim that the rules 
which adequately describe a process are the rules which the process 
follows? If a program can be developed by means of which a ma
chine can be instructed to ride a bicycle with behavior that simu
lates a child's in riding the bicycle, can we infer that a child riding a 
bicycle is following this or a similar program? Of course we may 
infer this if we wish to allow for such speculative inferences. But it 
will be questionable that we know what we are talking about, until 
this inference can in some way be justified. 

Hence it becomes questionable whether those processes are actu
ally involved in a human subject which are inferred to be necessary 
in order to generate a solution mechanically. The problem this · 

poses for the information-processing model.is immediately evident: 
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Since human protocols are part of the problem-solver's behavior, 
any particular protocol, when conceived of as expressing a principle 
of causal explanation of the problem-solver's behavior, has only 
uncertain connection with the behavior: In short, a model for 
behavior is not automatically involved in the production of the 
behavior. 

It is very likely misleading uncritically to assume that problem
solving behavior results from the subject's following that set of rules 
which enables a machine to simulate that behavior. It is unclear 
whether the behavior of a human problem-solving subject is to be 
interpreted as if the subject were following a set of instructions. 
Skinner is critical of a related issue: "One ... mistake is to suppose 
that behavior is always under the control of prior stimuli." (Skinner 
[1966: 242]) He adds that "[c]ontingencies of reinforcement shape 
... behavior as they shape catching a ball - that is, without being 
formulated in rules" [ 1966: 243] - and apparently, one might be 
tempted to add, without being the result of following a set of rules. 
Skinner's outfielder no more follows a set of rules about trajectories 
in catching a ball than he is likely to have formulated them and 
quickly run over the rules in his mind while positioning himself for 
a flyball. 

Probably the misleading c
"
haracter of the sufficiency criterion has 

been responsible for the conflict between operant analysts and 
information-processing theorists. Information-processors have been 
misled by interpreting their own analyses in the field of mechanical 
problem-solving as if they corresponded to productive intervening 
processes in human subjects. !\'ewell and Simon _co_n�i�er the theory 
they advance as one which "posits a set of processes or mechanisms 
that produce the behavior of the thinking human." (Newell-Simon 
[1972: 9]) Since no justification is offered for so central an hypo
thesis, operant analysts have objected rather violently, and I believe 
quite correctly, to it. 

However, in developing their own objections to the information
processing theorist's interpretation of problem-solving, operant 
analysts have, as we have seen with Skinner, constructed a counter
argument which begs the question. The issue has little if anything to 
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do with whether or not there is behavioral evidence of sequences of 
operations which can be used to describe the problem-solving pro

cess. Protocol analysis identifies such sequences of operations by 
means of the behavior of problem-solving subjects, and information
processors have utilized these behavioral reports to develop effec
tive descriptions of the problem-solving process which are capable 
of reproducing the behavior and of passing the simulation test of 
sufficiency. TI1e question does not lie here. 

The question is rather whether there is behavioral evidence for 

the existence of intervening problem-soll:ing processes in the human 
subject. This question has been interpreted in the same way by both 
operant analysts and information-processors. This interpretation, 
thanks to the misleading character of the sufficiency criterion, has 
it that the instructions mechanically necessary to simulate human

·· 
.. 

problem-solving behavior correspond to a similar set of operations 
in the human subject. The operant analysts have opposed this as 
unscientific, but have offered a sadly insufficient argument against 
it. In the meantime, the information-processing theorist remains 
unaware of the real nature of his disagreement with the behaviorist. 

Their disagreement is perhaps most easily seen through an analy
sis of the relationship between rules and patterns of behavior. No 
sooner is the question, What is the relation between a rule and a 
pattern of behavior?,answered than the efforts are made clear of the 
information-processor to simulate human behavior. A specific pat
tern of behavior may be made intelligible by referring the pattern to 
a rule which can serve to generate the same pattern. The rule, in 
other words, meets the test of sufficiency. Being able to identify 

· such a rule for generating a pattern of behavior is invaluable: it is in 
this capacity that machine algorithms assist human problem-solvers. 
Not only can such rules literally be productive, but they can serve, 
as the information-processing theorist claims, in a theoretical capa
city to model human problem-solving behavior. Both of these 
claims are acceptable: A computer program is useful both practical
ly, as an aid to human problem-solving, and theoretically, as. one 
model among others for human problem-solving behavior. The trou
ble starts once the test of sufficiency suggests to the information-
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processor that he has gained something in addition to a valuable 

practical tool and an abstract model: that the operations employed 

in the model correspond to operations in the human problem

solver. When, from the standpoint of the operant analyst, Skinner 
asks, "How does a rule govern behavior?" [ 1966: 244], we may 
answer as the information-processing theorist ought: A rule does 
not govern behavior, but rather governs the model-theoretic repre
sentation of that behavior. Such a view reduces opposition between 

the behavioral and inforrna tion-processing approaches to problem

solving by avoiding an unjustified interpretation of the criterion 

of sufficiency. 

Metatlzeoretical remarks about justification 

The behavioral and information-processing approaches to prob
lem-solving behavior share strict standards of justification. If a 

critical assessment has been made of positions taken p_y_ the two 
approaches, it has been my intention to adhere to equivalent stan

dards of justification. It may be useful to make these standards 
explicit here. 

The sense of methodological rigor that the two major models of 
problem-solving behavior adhere to may be described as arising out 

of a fundamental need to know precisely what it is that one is 
talking about when one talks about problem-solving behavior and 
seeks to develop a general theory. It appears that both models 

associate knowing what one is talking about with the possibility of 
providing some justification for what one says. Insofar as this is the 

case, then in an equally general sense there are three methodological 
limitations which we are compelled to accept: 

(i) that we will refuse to talk about claims or make claims which 

involve talking about what we cannot know - i.e., cannot 

justify; 
(ii) that any claims we make in theorizing about problem-solving 

behavior must be such that we can justify claims to know what 

we are talking about; and 
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(iii) that our interest in theories of problem-solving behavior has 
both a negative/critical and a positive/constructive orientation: 
negative, in that claims about problem-solving behavior will be 
divided into two categories, according to the standard, "here, 
one can justify what one claims" and "here, no justification 
can be offered"; positive, in providing us with explicit criteria 
to judge when we know what we are talking about, as well as 
with a fund of claims which we are able to justify. 

These three interrelated methodological limitations force our 
assent. What are the results if one seeks to deny them? 

· 

If I claim they are to be rejected, I either know what I am talking 
about, or I do not. 

If I know what I am talking about, then I adhere to the model I .·· 

seek to reject, and therefore I am inconsistent with my own -claim.'& 

If I do not know what I am talking about, no justification can be 

offered for my point of view, and it has no rational force to compel 
assent. 

Consequently, to reject these methodological restrictions is either 
inconsistent (and in that sense irrational), or unjustifiable, hence 
arbitrary (and in that sense stupid). 

However, it is important to acknowledge the fact that from this 
methodological basis concerning justification it does not follow that 
a given person or theory ought to accept such "rational" or "intelli
gent" constraints. The only rational justifications that can be given 
for the acceptance of rationality as a point of departure turn out to 
be circular. Rationality, in the sense in question, is incapable of 
legislating against adherence to an irrational or stupid position, 
except by begging the question and submitting reasons. 

The insistence of information-processing and behavioral theorists 
upon strict compliance with requirements of justification has 
accordingly been associated with both the need to know what one 
is talking about in relation to the subject-matter of a particular 
approach to problem-solving behavior, and to know what one is 
talking about in talking about not knowing what one is talking 
about, and this in relation to a metatheoretical concern to make our 
theoretical standards of justification explicit. The metatheoretical 
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interest is satisfied, in other words, by the realization that oppo
sition to its self-imposed methodological constraints is self
defeating: The only opposition to a general account of justification 
that can be effective is rational opposition, use of justifiable claims, 
etc., and this can only undermine and defeat the intent of the 
opposition. 

These few comments about justification will be of some use in 
the two sections that follow. 

Problems, problenz-so!J,ing, and the problem-solver 

Problem-solving behavior can be characterized as a quadratic rela
tion between (i) a set of initial conditions mentioned in posing a 
question that requests a value for an unknown, (ii) a context in 
terms of which such a rcq uest is understood, (iii) a problem -solver 
possessing certain problem-solving capabilities, and (iv) a set of stan
dards by means of which the problem-solver can know when a 
solution has been obtained. It is possible to talk about each of these 
elements in a meaningful way only to the extent that each is im
plicitly assumed to be related to the others. 

A problem is first of all .an expression of ignorance. A problem 
therefore expresses a relationship between conditions or informa
tion known initially and some desired state of knowledge. The de
gree of misfit between initial conditions and desired result is a 
measure of ignor:mce. Secondly, a problem is a request to reduce 
this misfit to a minimum. It is by referring to some perhaps vaguely 
determined set of standards that a problem-solver is able to see that 
misfit has been minimized and that a solution has been realized. 

A means-end analysis makes explicit these preconditions of 
problem-solving behavior through a comparison of desired result 
and initial state. Such a comparison defines a certain ignorance and 
indicates a misfit that is to be minimized between what is known 
and what is not known. In this sense it can be said thJt problems 
are an expression of the problem-solver's maladaptation in a given 
context. (Blackwell [ 1973a: 331] views scientific problems as mala
daptJtions.) Problem-solving behJvior is adaptive behavior that eli-
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ruinates the misfit between the initial ignorance of the problem
solver and the value of an unknown which he wishes to obtain. 

A description of the means by which maladaptation or misfit can 
be reduced identifies a problem-solver's abilities. The problem

solver's abilities are likely to include such abilities as memory (Ka
tona [1940], McNemar [1965], De Groot [1966]), expectations, 
flexibility of hypothesis formation, and discrimination and organi
zation skills (Guilford [1958], Taylor [1958], Getzels-Jackson 
[1962], Gagne [1966]), a capacity to recognize when the problem
solver's own perfonnance me ets some standard, some property that 
an acceptable solution will display (Gagne [1966]), and a set of 
context-relative values which set the problem-solver's task (Bar
Hillel [ 1964], Wdzenbaum [I 968], Dreyfus [1972]). Consequently, 
the problem-solver's abilities to solve a particular problem are them
selves a function of the degree to which a problem-solver can inter
relate initial conditions, context, and awareness of the general form 
of the solution. Successful problem-solving behavior is therefore an 
expression of the quadratic relation with which we began. 

From this general paint of view, it is perhaps a mistake to distin
guish between external and internal conditions in problem-solving 
(as, e.g., in Gagne [ 1966]). Consider a computer program as a model 
of problem-solving behavior of a certain kind. The input is org:.miz
ed as a function of selective discrimination processes, hierarchies of 
operations, etc. Since the input is processed in terms of the struc
ture of the program, it is misleading to distinguish between such 
"external conditions" as stimuli and instructions, as opposed to 
sucb. "internal conditions" as recall, search, calculation, and deter
mination of a solution. In the approach to problem-solving behavior 

proposed here, a problem considered as such is the expression of a 
set of initial conditions which directly relate to the problem-solver, 

characterized by a certain organization of data, performable opera
tions, and perceptual capabilities, and a context organized in terms 
of the "program" of the problem-solver. That a problem is most , 
fundamentally a question posed for a problem-solver is thus taken 
to be axiomatic: It makes no sense to talk about problems and 
problem-solving independently of the problem-solver, and thus in-
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dependently of the information and the information-processing ca
pabilities the problem-solver constitutes as a potential answerer of 
questions. Whether we refer to the behavior of living or mechanical 
problem-solvers is unimportant here. 

Problem-solving behavior, involving both memory and sets of ca· 
pabilities, frequently results in a change in competence with respect 
to related problems. It therefore is appropriate and natural to char· 
actcrize problem-solving behavior both as adaptive, in that it seeks a 
reduction in degree of mi sf it between input and desired result, and 
as a pattern of teaming. Gagne, speaking of human subjects, claims: 
"one of the fundamental criteria of problem-solving is that a kind 
of performance which could not be exhibited before the "problem" 
was solved can be exhibited after the "problem" is solved. In other 
words, the observed events in problem-solving comprise a change in 
human performance, and this in turn leads us to infer a change in 

human capability." (Gagne [1966: 130];see also Craig [1953], Dun
can [1959), and Gagne [1965].) (Of course a single successful in
stance of problem-solving does not, as Gagne goes on to observe, 
warrant the inference that there has been a change in problem
solving competence. The performance of a class of representative 
problems of a certain ty.Pe, on the other hand, makes such an 
inference intelligible.) 

Gagne accordingiy describes human problem-solving as "an in
ferred change in human capability that results in the acquisition of 
a generalizable rule which is novel to the individual, which cannot 
have been established by direct recall, and which can manifest itself 
in applicability to the solution of a class of problems�" (Gagne 
[ 1966: 132]) Although it is questionable whether the problem
solver normally learns a "rule" or learns to apply one ( cf. Maier 
[1930], Katona [1940], Brov-:n-Fraser [1963], and Gagne [1966]), it 

is clear that while some problem-solving may lead to increased com
petence and hence is learning, all problem-solving involves learning 
at least in the obvious sense that knowledge of a solution replaces 
ignorance. "[T]hc process of problem-solving ... is irreversible in 
that after the problem is solved one cannot return to the original 
condition of concern over an unanswered question from which the 
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problem-solving begins." (Blackwell [1976]) 
Problem-solving is sometimes thought to proceed in either of two 

ways which Skinner [ 1966: 249] identifies as "rational"- and'�ntu
itive". In rational problem-solving, the problem-solver is able to 
follow rules and to give "reasons" which both govern his behavior 
and describe relations between his behavior, the occasions for his 
behavior, and its characteristic consequences. Intuitive problem
solving, on the other hand, takes less time, is more likely to be 
wrong, and is unacceptable given our tendency to demand explicit, 
systematic accounts of problem-solving. 

Useful though such a distinction may be to discriminate between, 
for example, computer programs which satisfy the sufficiency test 
and are therefore "rational" and those that do not, the distinction 
re-introduces the confusion between rule-governed behavior, which 
is a speculative matter, and rule-governed representations of behav
ior, which are subject to justification. If we .are referring to 
problem-solving behavior, and not to certain model-theoretic prop
erties of rules in our representations of behavior, perhaps it is well 
to say of "rationality" in problem-solving that it is "not located in 
any particular set of concepts or techniques but in the processes of 
problem-solving." (Blackwell [I 973: 66]) If we insist on strict stan
dards of justification, we can characterize problem-solving behavior 
as learning and as adaptive, but we cannot claim that such behavior 

must involve following rules which govern a simulation model of 
the behavior, even if the model is sufficient. 

Problem-solving behavior has been described as expressing a prag
matical relation between a set of contingencies which make a prob
lem specific relative to the context in which the problem is em
bedded, and the perceptual encoding and processing of data that 

constitute a functional representation of the abilities of the individ

ual problem-solver. It is apparent that an adequate approach to 

problem-solving behavior requires such an integrated account. The 
need and usefulness of a unified theory will no doubt become in
creasingly evident as attempts are made to establish other transfor

mation schemata from the language of contextually determined 
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Jrinciples of perceptual encoding to, for example, the language of 
neurological events. 

Problem-solving and perception 

I have claimed that problem-solving behavior cannot, if we ad
here to strict standards of justification, be said to entail following a 
set of rules, even if those rules are themselves required to effect a 
simulation of a certain behavior. I have argued that the claim must 
be based on an inference, that no justification for such an inference 
is available, and that hence the claim is purely speculative and 
should therefore be avoided. A stronger claim, however, can be 
made. It is this: Not only is no justification for such an inference 
available, it is not forthcoming. It is, I would submit, an inference 
for which justification is in principle impossible, and we ought not 
then to waste time searching for it. The argument supports the 
behaviorist's criticism of the information-theorist's belief to have 
disclosed the rules, or an equivalent set of rules, which produce the 
behavior of a living problem-solver. 

Suppose we begin with the general question, Is it possible for the 
information-processing tl1eorist to know what he is talking about 
when he asserts that a rule produces the pattern of behavior it can 
be used to reproduce? If our answer to the question is "yes'', then 
we claim to know what we are talking about in saying that the rules 
necessary t o  generate a solution to a problem mechanically are rules 
actually invoivcd il� a human subject, whose behavior is simulated 
by the machine's. If our answer to the question is "no", then the 
previous answer ought not -to be defensible. Accordingly, if we can 
show that an affirmative reply to the question is indefensible, we 
are justified in giving a negative answer to the question. 

Here is why the informa tion-processor's claim is unjustifiable in 
principle: If the affirmative reply were defensible, it would be possi
ble t o  justify the claim that the rules necessary to generate a solu
tion mechanically are rules actually involved in the human subject. 
What could count as justification for the claim? Whatever evidence we 
obtain concerning the human subject's problem-solving behavior 
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will be acquired either through observations of his behavior (i.e., via 

protocol analysis, etc.) or by other means. If through observations 

of his behavior, we should need to justify the claim that some 

observed part of his total problem-solving behavior is involved as 

the productive basis for that behavior. To justify this claim, we 
should in turn be forced to make other behavioral observations or 
seek for justification elsewhere. In the former case, to avoid begging 
the question through a perpetual regress, a given observation or set 

of observations must be permitted to count as justification. But to. 

allow a given behavioral observation to count as justification of the 

inference in question is also to beg the question, since what must be 

justified is the claim that this can be done. On the other hand, if 
justification is sought other than by recourse to observations of 

behavior, we should need to justify the further claim that non

behavioral considerations may be appealed to in inferring certain 

behaviors to express the productive basis for others. And it is just 

this appeal to a productive basis for problem-solving behavior that is 

in question. Consequently, it is in principle impossible to justify the 

inference to a productive role of rules in problem-solving behavior. 

If this is so, in what terms ought problem-solving behavior to be 

described? The case for mechanical problem-solving is comparative

ly straight-forward. A set of instructions and operations in a compu

ter program is successfully correlated with the machine's capacity 

to reproduce desired problem-solving behavior. For a biological 
problem-solver, it may be possible to correlate neural processes with 
an organism's capacity to reproduce the desired problem-solving 

behavior. If this can be done, a mechanical interpretation is sug

gested for living systems. 

However, unlike automatic systems developed to date, a com

plete inventory of human behavior includes certain inescapable 

facts that are fundamental to the metatheory proposed here. The 

general theory suggested by me, or a theory expressed by any other 

living system, constitutes part of that system's behavior. When the 

theory is understood in a way so as to supply a framework in terms 

of which the behavior of the living system is rendered intelligible, 

we note a variety of self-reference, and it is this self-reflexive proper-
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:y of behavioral theory which cannot be treated by means of the 
nachine modeL It is precisely this fact that led to difficulties in 
ustifying the information-processor's claim discussed above. 

We have, then, a rather peculiar problem: How to describe 
Jroblem-solving behavior, including the theorist's behavioral expres
;ion of his theory of problem-solving, in a manner so that we may 
;till claim to know what we are talking about. In what terms ought 
the theorist to furnish an adequate account of his own behavior? 

To be more specific, theorists of whatever orientation, and 
problem-solving theorists in particular, are inclined to refer to solu
tions to problems as "discoveries", or as "creations" or "inven
tions". A solution to a problem is said by some to be "discovered" 
(Bruner [1961], Polya [1962 -65], Skinner[l966: 235,2 47]),while 
others refer to problem-solving as a creative· process (Guilford 
[ 1958], Taylor [ 1958], Getzels-Jackson [1962], Gruber-Terrell 
Wertheimer [1962], Taylor [1964]). These positions are closely 

paralleled by the realist-logicist and the intuitionist approaches to 
mathematics. The views arc remarkably tenacious, the first having 
been held by Plato and more recently by Frege and Godel, and the 
second by Kant, and currently by L.E.J. Brouwer and A. Hcyting. 
The difference of opinion, whether in research in problem-solving 
or in the foundations of mathematics, has been expressed in conflict
ing answers to the question: Is the solution of mathematical prob
lems or of problems, generally, a matter of human discovery or of 
human crca tivity? Is the solution autonomous of human industry, 
in which case obtaining the solution is a matter of discovery, or is 
the solution dependent upon human faculties, in which case it is a 
creative invention? 

The disclosure of a solution to a problem is thought to constitute 
a "discovery" if there is a sense in which the solution "was already 
there". Thus, Columbus is said to have "discovered" America be

cause America was there before he arrived on its shores; a problem
solver may be said to "discover" the solution to three simultaneous 
equations in three unknowns because the values of the unknowns 
were already given implicitly by the equations, and in that sense 
"were already there". To call the solution to a problem a result of 
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the "creative" faculties of the problem-solver is to make a contrary 
claim, that the solution "was not already there" but rather was 
obtained through the "inventive" resources of the problem-solver. 

Hov
/ 

problem-solving is interpreted is significant: If a theorist 
conceives of problem-solving on the discovery model, he is likely to 
attempt to formulate objective heuristic principles, techniques, and 
informative guidelines which can furnish problem-solvers with strict 
methods or liberal suggestions enabling them to reach solutions. If a 
theorist interprets problem-solving as essentially a creative process, 
on the other hand, he is likely to devote himself to a study of the 
psychology of invention, to attempt to gail! some understanding 
of characteristics common to creative problem-solvers. For the 
theorist predisposed to accept the creative model, if problem
solving were a matter of discovery, of applying relevant existing 
mental rules, it would be likely to be thought too routine to qualify 
as legitimate problem-solving. (Gagne [ 1966: I 29]) For the discov
ery oriented theorist, however, "creative processes" are likely to be 
thought too vague to provide a systematic basis for an understan
ding of problem-solving. One approach leads to a psychology of the 
biological subject, the other to investigations of artificial intelli
gence. The question here is: Can either view be justified? 

The two views come into conflict in connection with the alleged 
status of the solution to a problem before the subject solves the 
problem. If there is some justifiable sense in which the solution 
"was already there", then support can be given for the discovery 
model. If justification can be provided for the view that the solu
tion ccwas not already there", then in this sense it can be said that 
the problem-solver was creative. 

Two things are immediately evident and trivial: For any problem
solver a problem expresses his ignorance of a solution. In this ob
vious sense, the solution "was not already there" for him before he 
solves the problem. Similarly, for other problem-solvers (e.g., the 
problem-solving theorist) a problem with a known solution, but 
raised for a particular problem-solver, has a solution that "was al
ready there" for those who knew the solution beforehand. In these 
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trivial senses, every problem is solved "creatively", and some of the 
)Olutions are "discovered". 

The question is more interesting with regard to the solution of a 
problem not known to have been solved before. Is such a solution a 
"discovery" or an "invention"? If we can reply that the solution 
walifies as one rather than the other, and know what we are talking 
1bout, then some justification can be provided for our claim. 

But in neither case is justification possible. Whether a solution is 
"discovered" or ''invented" is settled by reference to the status of 
the solution before the problem was solved. Did the solution exist, 
implicitly or explicitly, in any sense before the problem was solved, 
by our hypothesis, for the first time? Given that solving a problem 
provides w; with knowledge of its solution, then prior to solving the 
problem no knowledge concerning the solution is possible. It fol
lows, then, that prior to the solution of a problem no knowledge 
regarding the "existence of the solution, implicitly or otherwise" is 
possible. In this sense, and this is the non-trivial sense of alleged 

conflid between the two views in question, any attempt to talk 
about conditions of "discovery" as opposed to "invention" fails to 
be acceptable in relation to our criteria of justification. The conclu
sion is uncompromising: In neither case can the problem-solving 
theorist literally be said to know what he is talking about when he 
claims that problem-solving is a matter of discovery or of invention. 

A group of terms and concepts neutral with respect to this specu

lative and fundamentally unjustifiable controversy is needed in 
terms of which prcbiem-solving behavior can be characterized. Such 
a sd of concepts will be unlikely to constrain problem-solving re
search either to the dimension of psychology of invention or to 

machine probkm-soiving. Since we make no assumptions about 

problems or about their soiutions independently of their relativity 

to the individual problem-solver, and avoid the distinction between 

"internal" and "external" events in problem-solving, how can we 
express the relation between a solution to a problem and the indi
vidual problem-solver, given that the relation is not, as we have 
seen, one of "discovery" or "invention" except in the trivial sense? 

It seems both natural and useful, I believe, to describe the rela-
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tion in the terminology suggested by the language of perception. As 
the Gestaltists have proposed, the perceptual encoding processes of 
the individual problem-solver (although they do not speak this way) 
furnish him with .a basis for solving problems. The same claim is 
now found in information-processing accounts of problem-solving 
behavior and pattern recognition, and is the route already taken by 
studies of neurological encoding processes involved in perception. 
At the very least, and in the most general sense, considering a 
problem, solving the problem, and realizing the solution is satisfac
tory, all reflect different ways in which the problem-solver perceires 
the problem, sees its solution, and sees that the solution can be 
checked. 

A perceptual account of problem-solving behavior is not only 
theoretically unrestrictive but it appears to be confirmed by recent 
studies of problem-solving. Gagne [ 1966], for example, claims that 
"individual difference variables", which identify how one subject is 
a better problem-solver than another, are perceptual factors that 
reflect such problem-solving parameters as number of previously 
learned skills (Gagne says "rules"), recall, fluency in hypo thesis 
formation, and the abilities to discriminate between salient and 
unnecessary information, to retain the solution model, and to gen
eralize that model. 

Speaking of De Groot's contributions to research in problem
solving, Forehand [ 1966: 369 J observes that the "question of how 
expert problem-solvers differ from weak ones has been refined: the 
question is now posed not in terms of differences in general know- . 
ledge of the structure of the problem, but in terms of differences in 
the way in which perception of a complex stimulus array is encoded 
and retained."* 

Through De Groot's work it is now known that human beings do 
not investigate possibilities in a systematic manner, but tend rather 
to oscillate back and forth among what are perceived to be mean
ingful sequences, attending to variations through a process De 
Groot calls "progressive deepening". (Cf. De Groot [ 1946], [ 1965], 

* My emphasis. 
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[ 1966].) This ability, which there is good reason, and none not, to 

term perceptual,constitutes the human problem�solver's present ad

vantage over, for example, computer chess programs. 

Problem-solving has also been described in perceptual terms as 
involving a narrowing of attention to salient possibilities. (Craig 
[1953], Gagne-Brown [1961], Gagne [1965b]) Protocols from sub· 

jects able to solve the famous nine dot problem or Maier's [1930] 

pendulum problem describe their solutions in terms of an awareness 

of constraints their own perception of the problem misleadingly 
introduced. Whether perceptual abilities sometimes narrow atten· 

tion to salient possibilities or at other times broaden attention to 
include an awareness of misleading perceptual constraints, the case 
for perception in problem-solving appears to be strengthening. 

In fact, were it not for its association with unsystematic ap
proaches, a general theory of problem-solving behavior might suit
ably be termed "phenomenology of problem-solving behavior", on

ly that, as Austin observed in a different context, is rather a mouth
ful. (Austin [1970: 182]) 

Summary 
' 

It has been the purpose of this paper to identify some of the 

characteristics of the principal models of problem-solving behavior 

which arc useful in developing a general theory of problem-solving. 

An attempt has been made both to make explicit those disagree
ments between theorists of different persuasions which have served 

as obstacles to an integrated approach, and to show that these 
disagreements have arisen from a number of conceptual confusions: 

The conflict between in forma tion·processors and behavioral ana

lysts has resulted from a common failure to understand theoretical 

sufficiency, and hence these theorists have been at a loss to under

stand one another. Two directions of research in problem-solving, 

mechanicaL algorithmic problem-solving and psychology of inven
tion, have been thought to be divergent, but in fact complement 

one another once it is clear that problem-solving involves neither 
discovery nor invention, but rather is a matter of perceptual enco-
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ding and processing. It has been suggested that the distinction be

tween external and internal events has been unprofitable in research 

in problem-solving, and that problem-solving is most generally 

understood in relational terms. From this perspective, successful 

problem-solving behavior can be described as adaptive, learning be

havior in which organization skills are effectively associated with 

situationally determined perceptual encoding processes of the indi

vidual mechanical or biological problem-solver. 
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