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Abstract

In this paper we discuss the extent to which the very existence of
substructural logics puts the Tarskian conception of logical systems
in jeopardy. In order to do this, we highlight the importance of the
presence of different levels of entailment in a given logic, looking not
only at inferences between collections of formulae but also at inferences
between collections of inferences—and more. We discuss appropriate
refinements or modifications of the usual Tarskian identity criterion
for logical systems, and propose an alternative of our own. After that,
we consider a number of objections to our account and evaluate a
substantially different approach to the same problem.

1 Introduction

Since the Tarskian paradigm became the standard to characterise a logi-
cal system’, there have been different attempts to generalize it appropri-
ately. Multiple-conclusions, non-contractive, non-monotonic, non-reflexive
and even non-transitive accounts of what a consequence relation might be,
are only some of the directions in which these investigations have been
headed. Carolina Blasio was especially interested in a number of them, and
she produced substantial advances in understanding phenomena of these
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sorts. In particular, she proved that certain essentially four-valued struc-
tures called B-matrices are necessary to characterize logics whose conse-
quence relations are both non-reflexive and non-transitive, despite being
standard in all other relevant respects.1

Interestingly, Carolina did not think that unveiling discoveries of this sort
about peculiar consequence relations should be taken as a mere curiosity,
or as an investigation that pertained to (only) algebraic structures without
having any connection to the main issues in logic and philosophical logic,
but as incarnating

a contribution to the discussion about the concept of entailment
and, hence, also the understanding of logic as a discipline [6, p.
256]

In this vein, our aim in this article is to exemplify how we can put certain
substructural logics—especially non-reflexive and non-transitive logics—to
good use, in order to improve our understanding of the concept of entailment
and of logic as a discipline. In this vein, we will be paying special attention
to the logic ST, developed by Cobreros, Egré, Ripley and van Rooij’s and
presented e.g. in [10] and [11].2

Our particular goal is to highlight the extent to which the very existence
of substructural logics necessitates reworking the answer to the question
of how to differentiate between logics. This is so, we argue, because even
though logics are usually associated with consequence relations between col-
lections of formulae, this perspective needs to be supplemented with some
additional considerations revolving around e.g. inferences between infer-
ences, and so on.

In order to achieve this goal, the paper is structured as follows.
In Section 2 we present some thoughts on how the existence of substruc-

tural logics—in a qualified sense—calls for certain subtleties in the identi-
fication of logical systems. In Section 3 we generalize these worries, using
some technical results from [1]. Section 4 discusses a novel identity criterion
that we put forward, with the aim of overcoming the difficulties faced by the
other approaches. A different identity criterion is evaluated, in Section 5,

1Essentially, B-matrices are algebraic structures which generalize regular logical matri-
ces, in that they do not present an algebra with a distinguished set of designated elements,
but rather with two distinguished sets—one of accepted and one of rejected elements. For
a more detailed discussion of these results, see [5] and [6].

2For a more detailed explanation of why ST is usually referred to as Strict-Tolerant
logic, in the context of three-valued logics defined using the strong Kleene algebra, see
footnote 11 below.
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with reasons being presented not to embrace it. In Section 6, we discuss an
argument against the structural/substructural distinction presented in [42],
and provide compelling reasons to reject it. Section 7 discusses the argument
presented in [11] against the idea that a weaker logic in the metainferen-
tial level is necessary different from another one with more metainferential
power. Finally, Section 8 includes some concluding remarks.

2 The Tarskian paradigm, and beyond

What identifies a logical system as such, making it possible to differentiate
it from other logical systems? A first stab at this seemingly simple question
could lead us to identify a logical system with its set of valid formulae. This
answer might be motivated by taking a logic to be defined axiomatically,
thereby putting the emphasis on the set of axioms and the set of statements
derivable from them, with the help of the rules of that system—i.e. the
theorems of the logic in question.

However fine this approximation might sound, it can be noticed that
there are different logics which, nevertheless, share their set of theorems. A
clear example is given by Classical Logic CL and Graham Priest’s Logic of
Paradox LP. That these systems have the same set of theorems is a well-
known fact registered, e.g., in [29]. One may wonder, then, what motivates
the claim that these logics are different. Additionally, one may wonder
whether or not this motivation can be put to good use, in developing a
full-fledged alternative identity criterion for logical systems? The answer
is that the impression asking us to tell apart logics with the same set of
theorems but different set of valid inferences, such as CL and Priest’s logic,
is driven by the idea that they do not validate the same set of inferences.
As a matter of fact, it is a famous feature of Priest’s system that it does not
validate every instance of Modus Ponens3 while Classical Logic is committed
to its unrestricted validity, in each and every one of its instances.

Thus, the second stop in the quest for an identity criterion for logics
suggests us to differentiate logics in virtue of their valid inferences. This
alternative is, in fact, at the heart of the status quo in this debate. It
is common knowledge that, according to the Tarskian lore, to describe a
logic it is essential to understand its underlying consequence relation—as
in [45]. This is no other than a relation between sets of formulae and sin-
gle formulae, which respects the structural features, known as Reflexivity,

3To wit, think of a paradoxical sentence p and a false sentence q: then the inference
from p and p ⊃ q to q is not valid in LP.
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Monotonicity, and Transitivity. Later, Scott, Smiley and Shoesmith thought
it was a good idea to keep the symmetry between premises and conclusions,
thereby allowing the latter to be sets too—e.g., in [41] and [44]—resulting in
multiple-conclusion consequence relations, which we will discuss from now
on. In this vein, it is customary to omit all other details and identify a logic

with its set of valid inferences thus rendered by its underlying consequence
relation.

Our aim in this article is to show that the identification of a logic with
its set of valid inferences has its flaws. To show this, we will appeal to
substructural logics which, we claim, pose some neglected difficulties that
force us to go beyond the Tarskian paradigm. However, in order to discuss
these frameworks, and in particular in order to understand the qualified
sense in which we take logics to be substructural, it would be beneficial to
stop for a moment in order to report on a few preliminary issues.

In what follows, we will be working with a propositional language L
equipped with the connectives ¬,∧,∨, to be interpreted as negation, con-
junction and disjunction, letting FOR(L) be the set of recursively generated
well-formed formulae of L. As usual, we will let Γ,∆, and other Greek capi-
tal letters represent sets of formulae, or sets of inferences, and Roman capital
letters A,B,C represent formulae or inference.4 An inference Γ ⇒ ∆ on L
is an ordered pair 〈Γ,∆〉 where Γ,∆ ⊆ FOR(L), letting SEQ0(L) be the
set of all inferences on L.

Even after observing the obvious, that is, the fact that substructural
logics are logics which are not structural, saying that a logic is structural
could nevertheless mean a number of different things. Traditionally, this
means that the set of valid inferences of the corresponding logic is closed
under the properties of Reflexivity, Monotonicity, and Transitivity. In other
words, that if certain inferences are valid according to a given logic, and such
and such conditions are met, then some other inference is valid according to
said logic.5 In this vein, if a logic L has an underlying consequence relation
⊢L we will say that an inference Γ ⇒ ∆ is valid according to L just in case
it belongs to ⊢, which we may record as ⊢L Γ ⇒ ∆. As such, a logic is said
to be structural if and only if, for all A ∈ FOR(L), and all Γ,∆ ⊆ FOR(L):

1. ⊢L A⇒ A

2. If ⊢L Γ ⇒ ∆, Γ ⊆ Γ′, and ∆ ⊆ ∆′, then ⊢L Γ′ ⇒ ∆′

4Though we hope the context will make things clear enough, we will always clearly state
whether, for example, Roman capital letters A,B,C represent formulae, or inferences.

5For a comprehensive study of substructural logics understood in this way, see [28],
[33], and [19].
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3. If ⊢L Γ, A⇒ ∆ and ⊢L Γ ⇒ A,∆, then ⊢L Γ ⇒ ∆

In relation with logics understood in this way, however, there is an inter-
esting phenomenon that we want to analyze. It concerns to logics that are
structural but, nevertheless, have substructural extensions. For instance,
the logic ST which we discuss in this article is a structural— in particular,
a transitive logic—which has non-transitive extensions.6 This system can be
presented either proof-theoretically, as Gentzen’s calculus LK without the
Cut rule, plus all the inverted rules for the connectives, or semantically in
terms of Strong-Kleene valuations, as we will prefer to do in what follows.

It will be clear from the technicalities presented in Section 3 that, un-
derstood as a logical system over the usual language containing ¬,∧ and
∨, ST has the same valid inferences as CL. However, if the language is
extended so as to include a unary predicate Tr meant to represent truth,
and if additionally its valuations are restricted in a way that said predicate
is transparent—i.e., that for all Strong Kleene valuations (SK-valuations)
and all A ∈ FOR(L), where 〈A〉 is a quotation name for A, we have that
v(Tr(〈A〉) = v(A)7—the extended system is non-transitive and, therefore,
substructural. The same can be said, mutatis mutandis, of the extension
of ST with vague predicates and appropriate tolerance principles, or of its
extension with Prior’s problematic connective tonk, or of its extension with
Read’s paradoxical-like connective bullet—see, respectively, [10], [36], and
[32]. All such extensions are non-transitive, even though the basic system
that they are extending is perfectly structural, according to the traditional
understanding of structurality.

In this respect, there appears to be some ground to the idea that if a logic
was extended in a way that made it substructural, then the claim that said
logic is structural is not as strong as it would be if all of its extensions were
structural. This seems reasonable, more than ever, when the extensions—or
theories based on them, if the notions added are not logical—in question
involve, as in the case of of ST that we just discussed, notions that can
be arguably regarded as logical—such as the truth predicate. When such
notions are around, ST’s semantics do not render a structural but rather a

6This phenomenon, however, is not limited to ST or other convoluted systems, but
actually pertains to many other logics. In this respect, see, e.g., [38].

7From a proof-theoretic point of view, this will amount to the addition of the so-called
truth-rules, that is:

Γ, A ⇒ ∆

Γ, T r(〈A〉) ⇒ ∆

Γ ⇒ A,∆

Γ ⇒ Tr(〈A〉),∆
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substructural logic. To us, this points towards the need to reflect upon the
way in which we read the structural features of standard logical systems.
If the usual way of understanding them does not shed a light on cases like
the one we are considering, then perhaps this calls for a reconsideration of
substructurality.

This line of reasoning can be further developed if, instead of understand-
ing the structural features as closure properties of the set of valid inferences
of a logic, we understand them as as metainferences, that is, as inferences
between inferences themselves. More formally, a metainference Θ ⇒1 B on
L is an ordered pair 〈Θ, B〉, where Θ ⊆ SEQ0(L) and B ∈ SEQ0(L), such
that SEQ1(L) is the set of all metainferences on L. Therefore, affirming
that a logic is structural would amount to said metainferences being valid
according to the logic in question.

At this point, it is important to stop and notice that this modification
requires us to allow that when working with a logic there is more than one
level at which consequence relations might be present. There is, of course,
the level of the inferences between collections of formulae. But there is, ad-
ditionally, a consequence relation holding between collections of inferences
and inferences. That we usually focus on the former as a consequence rela-
tion, and only think of the latter as properties under which the set of valid
inferences are closed does not preclude looking at connections, between col-
lections of inferences and inferences as some kind of inferences themselves.

Be that as it may, this alternative point of view surely demands detail-
ing a method, standard, or procedure to determine the validity of a certain
metainference in the context of a given logic. In what follows, we will detail
our own take on this issue, which does not mean that we discard other ways
of answering this question. Thus, we will assume that a logic can be pre-
sented semantically and doing so requires detailing some kind of valuations
over some sort of algebraic structure (matrices, models, or otherwise). Of-
ten the notion of validity for inferences is defined in a way that valuations
over structures either represent, or do not represent a counterexample to
the validity of the inference in question. In the former case, we will say
that a given valuation v does not satisfy the inference Γ ⇒ ∆ in the logic
L (which we will symbolize as v 2L Γ ⇒ ∆) whereas in the latter we will
say that v satisfies the inference in the logic L (which we will symbolize as
v �L Γ ⇒ ∆). Of course, in this vein the fact that an inference is valid
amounts to its satisfaction by all valuations over all structures (which we
will symbolize as �L Γ ⇒ ∆), while its invalidity amounts to the existence
of some valuation over some structure which does not satisfy it (which we
will symbolize as 2L Γ ⇒ ∆). Whence, given a semantics for L, �L is a
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consequence relation on FOR(L).
In the context of semantics understood in this way, we could consider

what we call a local criterion of metainferential validity.8 According to this
understanding, a metainference is valid if and only if it preserves satisfaction
by valuations for the logic in question.

We are of the opinion that adopting this criterion to rule over metain-
ferential validity allows for a great conceptual advantage. Namely, it helps
provide a unified account of validity which can be applied to all kinds of
inferences—that is, for inferences between formulae, between inferences, and
so on, as we will see in what follows. In fact, when we assess the validity
of regular inferences we ask that, if the premises are satisfied (according to
the standard for premise-formulae to be satisfied in the logic in question),
then at least one of the conclusions is satisfied (according to the standard
for conclusion-formulae to be satisfied in that logic). This is precisely what
the local criterion for metainferential validity asks for, when deciding about
metainferences.

Therefore, if we are bound to accept that logic—as a sub-discipline of
philosophy and mathematics—is concerned with the study and analysis of
validity in general, then embracing something other than the local under-
standing of metainferential validity would mean that validity is read one
way when formulae are involved (in inferences), and another way when in-
ferences are involved (in metainferences). This, we claim, would be a rather
unpleasant option. Much to the contrary, having a unified stance towards
validity, regardless of its relata, appears to be a satisfying option. The local
reading allows for this unification, and this is why we adopt it in the rest of
this article.

Thus, the understanding of the structural features of inferential logical
consequence as metainferences, and the adoption of the local criterion for
metainferential validity allow us to present an alternative definition of struc-
tural logic. Thus, we could say that a given semantics for a logic L induces
a structural consequence relation �L if and only if for all valuations v for L,
all A ∈ FOR(L) and all Γ,∆ ⊆ FOR(L):

1. v �L A⇒ A

2. If v �L Γ ⇒ ∆ and Γ ⊆ Γ′, ∆ ⊆ ∆′, then v �L Γ′ ⇒ ∆′

3. If v �L Γ, A⇒ ∆ and v �L Γ ⇒ A,∆, then v �L Γ ⇒ ∆

8For more about this notion, and the difference between a local and a global notion
of metainferential validity, see [14]. A similar distinction was previously introduced by
Humberstone in [22].
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As regards this new notion of structurality and substructurality, let us
notice that it opens the door to a highly interesting philosophical and logical
phenomenon.9 Namely, the existence of two different logical systems which

have the same set of valid inference, but different valid metainferences. We
argue that this points to an issue that has been inadvertently floating in
the literature and that, to the best of our knowledge, no one has called the
attention to. It pertains to the unfavourable position in which the existence
of substructural logics puts the received view, which identifies logical systems
with sets of valid inferences.

Indeed, if two systems can have the same set of valid inferences, and at
the same time it is reasonable to say that they represent different logics, then
our identity criterion for logical systems ought to focus on something more
than the inferences which are valid according to a logic. In the following sec-
tion we show that there are logics, discussed nowadays in the philosophical
literature, which have these features.

3 Concerns about the Tarskian paradigm

One may wonder whether the worry that there are different logical systems
sharing the same valid inferences is abstract, or if there are examples of this
sort out there in the literature. We think that the answer is affirmative. In
this vein, we take the logic ST to be an exponent of this phenomenon.10 For
the purpose of this discussion, then, let us show how this logic is defined,
how it coincides with CL, why it can be said to be different from it from
a conceptual point of view, and how this philosophical difference can be
cashed out formally.

Definition 1. The Strong Kleene algebra is the structure

K = 〈{1,
1

2
, 0}, {f¬K, f

∧
K, f

∨
K}〉

where the functions f¬
K
, f∧

K
, f∨

K
are as follows

9Before moving on to these issues, let us also stress that it could be possible to find
out which is the proof-theoretic counterpart to local metainferential validity, for example,
in the context of sequent calculi. Until now, we have not developed an account of this
sort, but someone specially interested in looking at logical systems from a proof-theoretic
point of view might be intrigued to look into these issues.

10Yet another example is Rosenblatt’s works of recent appearance [38] and [39] where a
non-contractive version of CL is presented.
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f¬
K

1 0
1

2

1

2

0 1

f∧
K

1 1

2
0

1 1 1

2
0

1

2

1

2

1

2
0

0 0 0 0

f∨
K

1 1

2
0

1 1 1 1
1

2
1 1

2

1

2

0 1 1

2
0

Moreover, the connectives ⊃ and ↔ are definable via the usual definitions.
That is, A ⊃ B =def ¬A ∨B and A↔ B =def (A ⊃ B) ∧ (B ⊃ A).

Definition 2. A Strong Kleene valuation (SK-valuation, hereafter) is a
mapping from FOR(L) to {1, 1

2
, 0} that respects the Strong Kleene truth-

tables above. Similarly, a Boolean valuation is a SK-valuation whose range
is {1, 0}.

Below, we define what is for a valuation to satisfy a given inference in
CL, and what is for a valuation to satisfy a given inference in ST. As
is common practice, we will define the validity of an inference (and, more
generally below, of an inference of an arbitrary inferential level) in a certain
logic as nothing more than satisfaction by all valuations—in our case, all
SK-valuations.

Definition 3. A Boolean valuation v satisfies an inference Γ ⇒ ∆ in CL

(v �CL Γ ⇒ ∆) if and only if it is not the case that v(A) = 1 for all A ∈ Γ
and v(B) = 0 for all B ∈ ∆. Similarly, a SK-valuation v satisfies an inference
Γ ⇒ ∆ in ST (v �ST Γ ⇒ ∆) if and only if it is not the case that v(A) = 1
for all A ∈ Γ and v(B) = 0 for all B ∈ ∆.11

11 Another way to present ST’s validity requires talking about strict and tolerant sat-
isfaction or truth—which explains why this is known as a Strict-Tolerant consequence
relation. A valuation v satisfies tolerantly a formula A if and only if v(A) ∈ {1, 1

2
}, and

satisfies it strictly if and only if v(A) ∈ {1}. Then, a valuation v satisfies an inference
Γ ⇒ ∆ in ST if and only if if v strictly satisfies every B ∈ Γ, then v tolerantly satisfies at
least one A ∈ ∆. Finally, an inference from Γ to ∆ is valid in ST if and only if for every
valuation v, if v satisfies strictly every B ∈ Γ, then v satisfies tolerantly some A ∈ ∆.
Nevertheless, it is worth mentioning that this is not the only way ST’s supporters explain
their position. They prefer to talk about strict and tolerant assertion rather than talking
about strict and tolerant satisfaction, or strict and tolerant truth. As [16] explains, the
reason why they use the idea of strict and tolerant assertion instead of any of the last two
(pair of) notions, is to avoid revenge paradoxes related to the notions of “strictly true”
and “strictly false’ in the context of truth-theories based on ST.

In a similar fashion, the logic TS—short for Tolerant-Strict logic—, that will also play
a key role in this paper, is also usually presented in terms of the notions of strict and
tolerant satisfaction. Specifically, a valuation v satisfies an inference Γ ⇒ ∆ in TS if and
only if if v tolerantly satisfies every B ∈ Γ, then v strictly satisfies at least one A ∈ ∆.
Thus, an inference from Γ to ∆ is valid in TS if and only if for every valuation v, if v
satisfies tolerantly every B ∈ Γ, then v satisfies strictly some A ∈ ∆.
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These definitions allow to prove the much commented result stating that
the set of valid inferences of CL and ST coincide—as shown, e.g., in [20]
and [10].

Fact 4. For all Γ,∆ ⊆ FOR(L):

�ST Γ ⇒ ∆ if and only if �CL Γ ⇒ ∆

With respect to SK-valuations, there are other two logics which can be
straightforwardly presented by appeal to such functions. They are LP and
the so-called strong three-valued logicK3 due to Stephen Cole Kleene in [24].
For the purpose of introducing these logics, let us detail how satisfaction by
a SK-valuation is defined for them.

Definition 5. A SK-valuation v satisfies an inference Γ ⇒ ∆ in LP (v �LP

Γ ⇒ ∆) if and only if it is not the case that v(A) ∈ {1, 1
2
} for all A ∈ Γ and

v(B) = 0 for all B ∈ ∆. Similarly, a SK-valuation v satisfies an inference
Γ ⇒ ∆ in K3 (v �K3

Γ ⇒ ∆) if and only if it is not the case that v(A) = 1
for all A ∈ Γ and v(B) ∈ {0, 1

2
} for all B ∈ ∆.

These differences can be alternatively discussed by saying that what differ-
entiates LP from K3 is the choice of designated value, i.e., the set of values
which are to be preserved from premises to conclusion. Thus, whereas in
LP these are 1 and 1

2
, in K3 it is only 1.

Discussing these systems, moreover, allows us to look at ST in a different
fashion. In fact, we can say that if satisfaction by an SK-valuation in a logic
is defined such that a SK-valuation satisfies an inference Γ ⇒ ∆ in a logic L
if and only if it is not the case that v �L′ Γ and v 2L′′ ∆, then L instantiates
an approach to logical consequence that has been christened by Chemla,
Egré and Spector in [9] as mixed. In this vein, we may rightfully refer to L

as L′/L′′.
Our aim in this article is not to develop a definitive philosophical argu-

ment to establish that CL and ST are different logics. For all we know,
there may not be such a thing out there, which does not involve some sort
question-begging reasoning. Our work here is not intended to convince be-
lievers in the identity of CL and ST that they are mistaken. Instead, we
aim at offering technical developments and precise arguments to sustain in
a formal way the rather loose and informal feeling that some people had so
far, to the extent that CL and ST are not identical.

From a philosophical point of view, one may argue for the difference of
ST and CL using some of the following arguments.
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A first reason for the difference between ST and CL lies in the way these
two logics understand the notion of validity as pertains to inferences. While,
on the one hand, CL can be depicted as a system whose underlying notion
of logical consequence can be understood in terms of truth-preservation, ST
cannot—as acknowledged in many works revolving around ST and other
substructural logics, such as [35] and [9]. Thus, even though there is nothing
intrinsically mistaken in reading logical consequence as something other than
the preservation of truth from premises to conclusion, for us this suggests
that CL and ST should be told apart.

A second reason for the difference between ST and CL is that their
identification would require accepting that transitivity is not essential for
a proper understanding of classical reasoning. However, as claimed in [4],
transitivity seems to be rather central for classical reasoning, in that it allows
us to proceed cumulatively, moving from lemmata to theorems and later to
corollaries—regardless of the topic under discussion. Thus, if transitivity is
is not granted, we cannot guarantee that lemmas are knowledge checkpoints.
Given that this is a feature quite important to reasoning in CL but not in
ST, for us this suggests that these systems should be told apart.

Thirdly, there are some widely shared conceptions about which logical
principles are distinctively valid inCL. Indeed, Explosion, Excluded Middle,
Modus Ponens, and Disjunctive Syllogism are only a few of these, which
every proper presentation of CL should respect. As such, it is reasonable
to expect them to hold in the context of all inference levels. That is, they
should hold within regular inferences between formulae, but also within
metainferences. However, as remarked in [4] and [48], ST invalidates what
might be understood as certain metainferential forms of Explosion, Modus
Ponens, Disjunctive Syllogism, and so on—in a way that it is intimately
related to its invalidation of Transitivity. Once more, for us this points
towards telling CL and ST apart.

Finally, there is the important fact that CL is widely believed to be
prone to trivialization when faced with semantic paradoxes and vagueness,
while ST does not suffer these flaws. Interestingly, advocates of the identity
of these systems may respond to an argument of this kind by saying that
ST is nothing but a different mode of presenting CL. Thus, instead of
using two-valued valuations, ST presents Classical Logic by means of three-
valued Strong Kleene valuations. In this regard, they would argue that the
result of closing an arbitrary piece of content under CL crucially depends
on the presentation of said logic that we are implementing. We disagree
with such a line of counter-argumentation, precisely because we think that
closing arbitrary pieces of content under numerically different logical systems
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and looking at the consequences of each attempt provides a way—albeit a
rather indirect one—to compare the initial logics. In fact, if two logics
render exactly the same consequences, we think it is fair to assume that, for
all intents and purposes, they are the same logic. However, this is not the
case of CL and ST, which for us justifies the need to differentiate them.
That is, we think it is necessary to have a more direct way of identifying
and differentiating them, by providing a formal identity criterion for logical
systems.

Thus, the above referred conceptual difference between CL and ST can
be cashed out in the following formal manner, by pointing out the divergence
between those metainferences that are (locally) valid in ST and those that
are valid in CL.

Fact 6. There are some Θ ⊆ SEQ0(L) and B ∈ SEQ0(L) such that:

2ST Θ ⇒1 B and �CL Θ ⇒1 B

In fact, we think that it is rather appropriate to state that the case
of the previously discussed logics calls for a refinement of the traditional
paradigm regarding the identity criterion for logical systems. A refinement,
that is, which identifies logics not only with their set of valid inferences,

but additionally with their set of valid metainferences. This account—in
fact, the third attempt at providing an identity criterion for logics—could
seem like a reasonable end of the road not only for those adhering to the
traditional view, but also for those advocating for the substructural logics
that forked out of it.

Nevertheless, news are not as good for them. The reason is that it is
possible to devise logical systems which coincide with regard to their valid
inferences and metainferences, despite of having different sets of valid in-
ferences between metainferences—i.e. different valid metametainferences or
metainferences of level 2. To put it intuitively, a metametainference is an
inference between metainferences. Speaking more formally, a metametain-
ference Ξ ⇒2 C on L is an ordered pair 〈Ξ, C〉, where Ξ ⊆ SEQ1(L)
and C ∈ SEQ1(L). We denote, analogously, by SEQ2(L) the set of all
metametainferences on L.12

In order to understand a logic related in this way to CL, we discuss
the system TSST, as presented in [1]. For that purpose, it is important to

12The same criterion of validity applies to metametainferences as to metainference.
Thus, when assessing the validity of metametainferences or metainferences of level 2, this
feature is readily established in the same way in which metainferences of level 1 are ruled
in or out in ST, i.e. in a local way.
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understand how a different substructural logic, the non-reflexive logic TS

discussed, e.g., in [11] and [18] works.

Definition 7. A SK-valuation v satisfies an inference Γ ⇒ ∆ in TS if and
only if it is not the case v(A) ∈ {1, 1

2
} for all A ∈ Γ and v(B) ∈ {1

2
, 0} for

all B ∈ ∆, which we denote by v �TS Γ ⇒ A.13

Moving on to TSST now, it is important to notice that its notion of
validity is targeted at metainferences, only later inducing a derived notion
of validity for inferences, formulae and so on.

Definition 8. A SK-valuation v satisfies a metainference Θ ⇒1 B in TSST

if and only if v 2TS θ for some θ ∈ Θ, or v �ST B, which we symbolize as
v �TSST Θ ⇒1 B.

Using these definitions, the following witness our previous point, i.e.,
that there are logics with the same set of valid metainferences, but different
metametainferences.

Fact 9. For all Θ ⊆ SEQ0(L) and B ∈ SEQ0(L):

�TSST Θ ⇒1 B if and only if �CL Θ ⇒1 B

Fact 10. There are some Ξ ⊆ SEQ2(L) and C ∈ SEQ2(L) such that:

2TSST Ξ ⇒2 C and �CL Ξ ⇒2 C

Facing a case of this sort, someone who thinks that ST and CL are not
the same logic may devise a fairly obvious response. If these systems have
different set of valid metametainferences, then tweak the identity criterion
of a logic to rule that two logics are identical only when they have the same
set of valid inferences, metainferences (of level 1) and metametainfenreces
(or metainferences of level 2). This will, surely, help in telling CL and the
aforementioned logic TSST apart, as well as any other logic that dares to
defy this new criterion.

13We should note that validity for inferences both in ST and TS is not, and cannot be
defined in terms of the usual account of preservation of distinguished values. For what
is worth, preservation is both a transitive and a reflexive relation, and inferential validity
is neither transitive in ST nor reflexive in TS. Notwithstanding this fact, validity in ST

and in TS can be understood in terms of certain relations between distinguished values
“for the premises” and distinguished values “for the conclusions”—as seen in, e.g., [25],
[17], [9], and [35]. We would like to thank an anonymous reviewer for urging us to clarify
these matters.
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Once more, the sad news for someone arguing along these lines is not
only that such an attempt will be fruitless, but that any similar attempt
will be futile. Indeed, for any metainference of a finite level n—i.e. metain-
ferences, metametainferences, metametametainferences, and so on and so
forth—it is possible to present a logic Ln that coincides with CL up to that
inferential level, as shown in [1]. This can be made precise in the following
way. A generalized metainference Ω ⇒n D of level n on L (for 1 ≤ n < ω)
is an ordered pair 〈Ω, D〉, where Ω ⊆ SEQn−1(L) and D ∈ SEQn−1(L).
SEQn(L) is the set of all metainferences of level n on L.

In [1], the authors prove that the systems in their hierarchy coincide with
CL in incrementally many inferential levels. More formally, the hierarchy
is presented through the following technicalities.

Definition 11. The collection ST = {Li | i ∈ N} of logical systems is recur-
sively defined so that L0 = LP, L1 = ST, and for 2 ≤ j, Lj = Lj−1/Lj−1

(where ST = TS and, in general, Lj = Ln/Lm if Lj = Lm/Ln).
14

Definition 12. For 2 ≤ j and Lj ∈ ST, a metainference Γ ⇒j−1 A, where
Γ ⊆ SEQj−2(L) and A ∈ SEQj−2(L), we say a SK-valuation v satisfies
Γ ⇒j−1 A in Lj (v �Lj

Γ ⇒j−1 A) if and only if v 2
Lj−1

γ for some γ ∈ Γ,
or v �Lj−1

A.

With the main result being the following, namely, that every logic Ln+1 of
said hierarchy coincides with CL up to its set of valid metainferences of level
n, but later on it differs from it.

Theorem 13. For all n ≥ 1, for all Γ ⊆ SEQn−1(L), A ∈ SEQn−1(L)

�Ln+1
Γ ⇒n A if and only if �CL Γ ⇒n A

These facts, we claim, can be used to draw a number of conceptual con-
sequences revolving around the question of what identifies a logical system
as such, making it possible to differentiate it from other logics. In the next
section, we touch on these issues in detail.

14Obviously, ST = TS because each one of these logics switches the standards for
premises and conclusions that every valuation should meet in order for the inference to be
sound in that logic. Thus, ST’s standard for premises is a strict one—i.e., {1}—, while its
standard for conclusions is tolerant —i.e., {1, 1

2
}. Conversely, TS’s standard for premises

is a tolerant one—i.e., {1, 1

2
}—, while its standard for conclusions is strict —i.e., {1}.

More concretely, since we explained that ST can be understood as K3/LP, the logic TS

can thereby be understood as the system LP/K3.
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4 A new identity criterion for logics

We are convinced that these results support two related philosophical con-
clusions concerning identity criteria for logical systems.

The first conclusion is negative. We noticed that if an identity criterion
rules two logics identical if and only if they have the same set of valid
metainferences of some arbitrarily large metainferential level n, then it is
possible to present a case of two logics having precisely these same features
despite of being different in some other relevant respect. Therefore, logics
cannot be identified with their set of valid inferences or metainferences of

any arbitrarily large metainferential level.
The second conclusion is positive. Even though logical systems cannot

be thus identified, for any two logical systems there will be in principle either
an inference or a metainference of some level with regard to which they will
disagree. Therefore, there must be some identity criterion out there capable

of cashing our intuitions out.
In this vein, our proposal for such an identity criterion is the following. A

logic is to be identified by an infinite sequence constituted by its set of valid
inferences, its set of valid metainferences, its set of valid metainferences of
level 2, and so on and so forth. Thus, let the set of valid inferences according
to a logic L be denoted by V SEQ0

L
, and the set of valid metainferences of

level n according to L be denoted by V SEQn
L
. Then, a logic L is to be

identified with an infinite sequence of the following form:15

〈V SEQ0
L, V SEQ

1
L, V SEQ

2
L, V SEQ

3
L, . . . , V SEQ

n
L, . . . 〉

Each of these sets can be understood as a consequence relation, albeit
one holding between different relata. While the first one holds between col-
lections of formulae, the second one holds between collections of inferences,
the third one between collections of metainferences, and so the story goes.

Notice, importantly, that there is no natural endpoint for this sequence,
since there always will be a more complex (although finite) inferential level
that could be essential in telling apart one system from another logic that
is extremely similar to it. Whence, instead of taking a logic to be identified
with a single consequence relation, be it its inferential consequence relation
or a metainferential consequence relation of some level, we identify a logic
with a bundle or a sequence of consequence relations.

15We would like to thank Francesco Paoli for suggesting a terminology along these lines,
and for discussion concerning these issues.
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As pointed out by an anonymous reviewer this can be questioned by, e.g.,
taking incompatibility or invalidity to be as primitive a logical concept as
consequence or validity. Thus, a logic should not be defined solely in terms
of what it validates, but also in what it invalidates. In this respect, we would
like to notice that such an objection will only hold some water if invalidity is
not understood as the negation of validity—for, otherwise, deciding what is
valid immediately determines what is not valid. If invalidity is understood
in some other qualified sense, however, this objection might point towards
an interesting issue that would be of great interest, and that we would like
to analyze in future works.16

As we stressed a number of times before, applying this identity criterion
has the effect of rendering CL different from the systems in the hierarchy
and, particularly, from ST. The main advocates of this last logic, however,
claim that the fact that certain extensions of ST invalidate key metainfer-
ences like Transitivity is not enough to argue that this logic is weaker or even
not identical to CL.17. In this respect, the key to their particular under-
standing of logics as classes of consequence relations resides in pairing conse-

16An anonymous reviewer suggest to take into account Brandom’s incompatibility se-
mantics ([8]) into account for this purpose. Although that might be an interesting option
that we would be eager to explore in the future, our clarification is mostly directed at
highlighting the work that, e.g., Cobreros et al [12], Scambler [40], and Rosenblatt [37]
have been doing on antivalidity, as opposed to mere invalidity. Moreover, there are some
pieces of work that discriminate invalidities from the negation of validities. In particular,
we are thinking about [26] and [27]. Nevertheless, those articles deals with the validity
paradox, and not specifically with how a logic should be defined, which is what we are
mostly interested in this work.

17See, for example, [11] However, these authors’ disregard for metainferences is due to
their taking metainferences to be properties under which the set of valid inferences of a
given logic is closed under, whereas we think of them as logical inferences on their own
right. This highlights the logical import of these objects for us, and the secondary role
they have for these authors.

Moving on to the positive reasons to embrace our point of view concerning how to
identify logical systems, we think one advantage thereof is its generality. Indeed, as
pointed out previously, the fact that two logics can have the same set of valid inferences
despite of having different valid metainferences is a general fact, and it is not restricted to
the relationship that CL and ST have. This is witnessed by some recent investigations
due to Melvin Fitting in [15], where it is shown that non-transitive versions of Kleene’s
three-valued logic K3, of LP, and of Belnap-Dunn’s four valued logic Efde can be studied.
In the wake of such investigations, we wonder whether variations of this non-transitive
kind of other logical systems—such as various many-valued logics, but also Intuitionistic
Logic, and the normal modal logics—can be somehow introduced by semantic means.18

Another reason for adopting our identity criterion for logics is that it may lead to some
new insights concerning two central issues associated to Logical Pluralism, that is, the
view that there is more than one correct logic.
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On the one hand, this identity criterion and the technical results which prompted its
consideration have interesting effects on the success of the so-called Collapse Argument—
as discussed, e.g., in [47], [30], [31], and [23]. The aim of such an argument is, in a
nutshell, to show that someone adopting a plurality of logics might find herself being a
Logical Monist, given the normative guidance that one is expected to have from a logic.
In this vein, if a Pluralist believes the premises of an inference which is valid according to
one of the logics she embraces but not to another, there can be no pluralism as to whether
she should believe the conclusion or not. Thus, either she does or she does not, whence
Logical Pluralism collapses into Logical Monism.

However, if in line with our identity criterion two different logics need not differ with
regard to their valid inferences, then a Logical Pluralist embracing two logical systems
with the same set of valid inferences need not be threatened by the current form of the
Collapse Argument. As pointed out in [2], realizing this should suggest the opposing party
that there is a need to refine such an argument, to cope with different logics sharing their
set of valid inferences, but probably differing as regards their valid metainferences of some
inferential level. This can be done, as shown in the previously referred article, more or
less in the following way. Suppose a Pluralist embraces two different logics with the same
inferences of level n but different inferences of level n+1. If she believes the premises of a
metainference of level n+ 1 that is valid according to one of the logics she embraces, but
not to another of such systems, there can be no pluralism as to whether or not to believe
the conclusion of said metainference. Whence, Logical Pluralism collapses into Logical
Monism, at last.

On the other hand, our novel perspective on the identity of logical systems also bears
some consequences for the so-called Intra-theoretical Logical Pluralism. This species of
Pluralism—defended, e.g., in Hjortland’s work [21]—maintains that more than two logics
can be hosted within the same theoretical framework. Hjortland himself identifies such
a framework with a three-sided sequent calculus, showing that LP and Kleene’s strong
three-valued logic K3 can be thus understood. The same point, however, can be made by
appealing to the fact that these systems are induced by a different selection of distinguished
values, over the same truth-tables. Whence, the same semantics would host two different
logics. These variants of intra-theoretical Logical Pluralism are interesting in their own
right, but we want to point out how our technical results above suggest the existence of
yet another incarnation of this idea.

In this respect, the issue of Logic Pluralism is usually the question of which are the
correct logics and, therefore, of which are the correct inferences. The previously discussed
results concerning the hierarchy presented in [1] show, for instance, that whether or not
Explosion is valid, is a question that should be disambiguated. This is precisely because
in the context of the same logic Explosion could be valid at one inferential level, but not
at the other. Thus, for example, the logic ST coincides with CL up to its inferences
and therefore validates Explosion at that level. Nevertheless, it does not coincide with
CL concerning its metainferences, and in fact Explosion is invalid in its metainferential
form.19

We know that this is a generalized phenomenon, one that, as discussed in the paragraphs
above, can be generalized to other systems in the hierarchy, and to other logics besides
Classical Logic. Therefore, it should be concluded that in some sense different logics
can coexist within the same logical system, i.e., the hierarchy discussed presents a case
whereby different logics can be allocated in different metainferential levels of the same
system.
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quence relations which hold between different kind of relata through certain
appropriately constrained translation functions. For this purpose, their ac-
count makes essential use of a generalization of the Tarskian paradigm due
to Blok and Jónsson, by means of which consequence relations are allowed
to be fully abstract, holding between relata of all sorts.20 More concretely,
the following definitions are crucial in establishing their desired points.

Definition 14. An abstract consequence relation over the set A is a relation
⊢⊆ ℘(A) × A obeying the following conditions for all a ∈ A and for all
X,Y ⊆ A:

• Reflexivity: X ⊢ a whenever a ∈ A

• Monotonicity: if X ⊢ a, then X ∪ Y ⊢ a

• Transitivity: if X ⊢ b for all b ∈ Y and Y ⊢ a, then X ⊢ a

It is interesting to note that, by definition, an abstract consequence re-
lation is Tarskian, i.e. its enjoys all the usual structural properties, and
moreover A is required to be a set granting Contraction, Exchange and As-
sociativity by default. Furthermore, abstract consequence relations can be
substitution-invariant just like Tarskian or substructural consequence rela-
tions can be, although the account of invariance for these newly introduced
relations requires a considerable amount of subtleties—which is why we are
not going to discuss it or any related issues in this paper.

Definition 15. Two abstract consequence relations ⊢1,⊢2 over the sets A1,
A2, respectively, are similar if there is a mapping τ : A1 → ℘(A2) and a

5 Assessing an alternative

In this section we review Dicher and Paoli’s attempt to provide an identity criteria for
logics, which relies on an application of the Blok-Jónsson generalization of Tarskian con-
sequence relations. Our argument against their view aims to show that from their per-
spective substructural logics, as well as multiple-conclusion logics, would be non-existent.
Moreover, if they were existent, they would not be associated with the kind of systems
that we usually refer to with these labels. Finally, we further conclude that applying their
perspective renders the structural features like Reflexivity, Monotonicity and Transitivity
ineffable—i.e., that there cannot be a logic where an axiom or rule of any sort represents
any of them.

In [14] and [13], Dicher and Paoli take a different stance on the matter of which is the
appropriate identity criterion for logical systems. In their opinion, a logic ought to be
identified with a certain equivalence class of consequence relations

20For more on this, see [7].
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mapping ρ : A2 → ℘(A1) such that the following conditions hold, for every
X ∪ {a} ⊆ {A1} and for every b ∈ A2:

• S1: X ⊢1 a iff τ [X] ⊢2 τ(a)

• S2: b ⊣⊢ τ(ρ(b))

It should be noted that Blok and Jónsson reserve the stricter denomination
that two abstract consequence relations are equivalent for relations satisfy-
ing substitution-invariance. For the present purposes, since we left aside the
issue of invariance for the time being, these notions will be interchangeable.
Be that as it may, it is important to notice that in light of the previous
definitions it is straightforward to see how two consequence relations hold-
ing of different kind of relata—e.g. formulae and sequents, or formulae
and equations—can be equivalent: we only need to require that there are
appropriate translations functions, complying with the previously referred
constraints.

The outlined account is not only important because it represents a differ-
ent alternative to the criterion we advanced, that we might want to assess,
but also because it implies a distinctive perspective on the alleged coinci-
dence of the valid inferences of CL and ST. Precisely, Dicher and Paoli
discuss whether or not it can be truly said that these two logics have the
same set of valid inferences, to which they answer negatively.21 To establish
their point, they heavily draw from the fact that the logic ST is mainly pre-
sented as a sequent calculus—namely, the calculus they refer to as LK−

INV ,
i.e. a variant of Gentzen’s calculus LK for CL minus the Cut rule plus
elimination rules for all the connectives.

Moreover, these authors claim that when looking at which is the can-
didate for the abstract consequence relation induced by a given sequent
calculus, it is obvious that the target should be a relation between sets of
sequents and sequents. This is, actually, no other than the calculus’ deriv-
ability relation by means of which the sequent Γ ⇒ ∆ follows from the set
of sequents {Γ1 ⇒ ∆1, . . . ,Γn ⇒ ∆n} in the sequent calculus C if and only
if the former is provable in the calculus that results from adding the latter
sequents as axioms to C.

Thus, if ST is mainly a consequence relation relating sequents and CL

is usually associated with a consequence relation holding between formu-
lae, then appropriate translation functions are required in order to deter-
mine whether or not they share the same valid inferences. Interestingly

21For more details, see [14] and [13].
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enough, when the corresponding transformers are at play it is shown that
ST’s induced consequence relation among sequents corresponds to a rela-
tion between formulae that is nothing other than LP. Not CL, as expected.
Therefore, given that ST and CL do not belong to the same class, they can-
not be taken to represent the same logic or to have the same valid inferences,
for that matter.

Now, before turning to an assessment of the advantages and disadvan-
tages of Dicher and Paoli’s implementation of Blok and Jónsson’s abstract
account of logical consequence, let us highlight that, contrary to what we
have claimed, Dicher and Paoli make essential use of the fact that a given

logic embodies one and only one consequence relation. In the case of sequent
calculi, it corresponds to the one that holding between (collections of) se-
quents and sequents. The reader may object, at this point, that sequent
calculi are intuitively built with the intention of establishing facts concern-
ing inferences between collections of formulae, whence there must be a way
of extracting such a thing from a given sequent calculus. Proof-theoretic
folklore seems to indicate that this can be done by looking at the derivable
or provable sequents of the said calculus.

Faced with such a challenge, these authors can only reply that they,
at least implicitly, agree with these ideas. However, the way in which they
propose to accommodate them is intriguingly different than the way in which
one would expect them to be coped with. There is a way of extracting a
consequence relation between formulae from a sequent calculus, but it is
rather indirect. Instead of saying that an inference is valid in the logic
associated with a given sequent calculus if the corresponding sequent is
derivable, they have to answer that it is valid if a certain inference between
sequents is derivable. That is, the inference between (collections of) sequents
that results from translating the target inference between (collections of)
formulae. Similarly, there is no direct way in which a proper consequence
relation between inferences or sequents can be extracted from an axiomatic
or natural deduction calculus, but only indirectly through an appropriate
translation function to a sequent system.

Besides these issues, there is no doubt that Dicher and Paoli’s utilization
of the Blok–Jónsson approach has at least one advantage. It allows to clearly
establish something that we already know from an intuitive point of view,
i.e. that there can be different presentations of the same logic. We knew that
the same logic could be presented with different notations, that it could be
introduced by way of different proof-systems (Hilbert-style axiomatizations,
natural deduction calculi, sequent calculi, etc.), and that it could hold of
different relata (collections of formulae, equations, sequents, etc.) The Blok-
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Jónsson point of view neatly paves the way to provide a formal confirmation
of that idea. Thus, providing a clear formal account of equivalence between
presentations of the same logic is definitely an advantage of it.

However useful this point of view may be, it nevertheless has many flaws,
at least in its current form. Its main shortcoming is obvious from the outset,
but deserves to be called out explicitly. It undergenerates, i.e. it does not
qualify as logics systems which many people take to be logics.

Prime among these are substructural logics, the very kind of systems
that motivated our investigations in the first place. As is easy to ob-
serve, the Blok-Jónsson definition of an abstract consequence relation sat-
isfies the Tarskian axioms. Therefore, none of the equivalence classes in-
duced by such an account is going to be substructural and, if logics are to
be identified with equivalence classes rendered by the abstract definition,
then this means that substructural logics do not exist—and, indeed, cannot
exist—at all. A similar thing happens with multiple-conclusion logics. The
Blok-Jónsson approach is single-conclusion by definition, whence no equiv-
alence class induced by it is going to include a consequence relation that is
multiple-conclusion. If logics are identified with these classes, then multiple-
conclusion logics are rendered nonexistent—and, in fact, their existence is
impossible in this context.

A defendant of the Blok-Jónsson account may argue that a straightfor-
ward modification of its definitions may indeed allow for an abstract charac-
terization of logical systems which, in principle, could let substructural and
multiple-conclusion logics in. Such a fully general modification would only
require of an abstract consequence relation over an arbitrary set A to be just
a relation without asking for any of the Tarskian axioms to be satisfied (ex-
cept for substitution invariance, presumably). In other words, there might
be room for a substructural version of the derivability relation where, e.g.,
repetitions of sequents count, and so on.22 Notice, however, that this gen-
eralization will still give unintuitive results. As a matter of fact, given the
way in which sequent calculi are associated to logical systems via their ex-
ternal consequence relation, this alternative route will classify some systems

22We would like to thank an anonymous reviewer for urging us to consider this option.
If this option is considered, however, we may as well ask why a defendant of the Blok-
Jónsson framework (like Dicher and Paoli) would opt for a generalization of said account
but still claim that the derivability relation—i.e., the internal consequence, the set of
derivable sequents—does not codify validity in the target calculus—because it might be a
substructural consequence relation. From our point of view, the openness to this general-
ization undermines the reasons for rejecting the identification of the provable sequents of
a calculus with the valid inferences of the logic associated with such a calculus.
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as substructural or multiple-conclusion—just not the ones that we usually
take to be either substructural or multiple-conclusion.

In fact, the failure of e.g. Reflexivity for the logic associated to a sequent
calculi will not be reflected by the failure or non-derivability of the structural
rule of Reflexivity, that is

ϕ⇒ ϕ

but of the metainference, which we may call meta-Reflexivity

Γ ⇒ ∆
Γ ⇒ ∆

Similar remarks can be made about substructural logics failing to be e.g.
monotonic, contractive, or transitive. Logics are usually classified as non-
monotonic if their allegedly corresponding sequent calculi are such that not
all instances of the following rules are derivable.

Γ ⇒ ∆
Γ,Σ ⇒ ∆

Γ ⇒ ∆
Γ ⇒ Π,∆

Whereas, according to the utilization of the Blok-Jónsson account due to
Dicher and Paoli, the logics induced by sequent calculi could be legitimately
called non-monotonic only if the following transition was invalid.23

from
Γ1 ⇒ ∆1 . . . Γn ⇒ ∆n

Γ ⇒ ∆ to
Γ1 ⇒ ∆1 . . . Γn ⇒ ∆n Σ ⇒ Π

Γ ⇒ ∆

In turn, logics are counted as non-contractive if their corresponding sequent
calculi are such that these rules are not derivable.

Γ, ϕ, ϕ⇒ ∆

Γ, ϕ⇒ ∆

Γ ⇒ ψ, ψ,∆

Γ ⇒ ψ,∆

But under the current approach inspired by the abstract take on logical
consequence, they could only be rightfully referred to as non-contractive if
they invalidate the following

from
. . . Γn ⇒ ∆n Γn ⇒ ∆n . . .

Γ ⇒ ∆ to
. . . Γn ⇒ ∆n . . .

Γ ⇒ ∆

23We present this version of Monotonicity because we are working in a multi-conclusion
framework. Nevertheless, we are aware that usually it is only Left-Weakening that is
required to classify a logic as monotonic.
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Likewise, while it is usual to say that a logic is non-transitive if the next
rule is not derivable.

Γ, ϕ⇒ ∆ Σ ⇒ ϕ,Π

Γ,Σ ⇒ Π,∆

The present context demands that a properly speaking non-transitive logic
rather invalidates the following

from
Γ1 ⇒ ∆1 . . . Γn ⇒ ∆n

Γ ⇒ ∆ and
Γ ⇒ ∆ Γ1 ⇒ ∆1 . . . Γn ⇒ ∆n

Σ ⇒ Π

to
Γ1 ⇒ ∆1 . . . Γn ⇒ ∆n

Σ ⇒ Π

Analogously, the presence of multiple-conclusion inferences in the logic as-
sociated to a given sequent calculus cannot be reflected by the presence
of sequents whose succedents have greater-than-one cardinality. Instead,
the extension of the Blok-Jónsson framework to a Scott-Shoesmith-Smiley
multiple-conclusion framework should be represented by sequent rules whose
conclusion is not a single sequent, but a set of sequents of the following
form24

Γ1 ⇒ ∆1 . . . Γn ⇒ ∆n

Σ1 ⇒ Π1 . . . Σn ⇒ Πn

where, it might be assumed to keep the symmetry with the ongoing discus-
sion, such a transition should be read as allowing to infer at least one of the
conclusion sequents.25

One further consequence of this alternative account is that it renders the
structural logical properties of Reflexivity, Contraction, Weakening, Transi-
tivity and even those of Exchange and Associativity completely ineffable, i.e.
they cannot be expressed in the object language of a given calculus. How-
ever, unlike other ineffability phenomena (such like those concerning truth
and semantic notions), this is not a feature that we need to accept on pain

24We would like to than an anonymous reviewer for suggesting us to consider this option.
25An anonymous reviewer suggests that Dicher and Paoli might, in the end, not be

as challenged by these objections as we think they are. The reason for this would be
that they could have a cogent understanding (for instance, a bilateralist reading along
the lines of [34]) both of the internal and of the external consequence relations associated
with substructural sequent calculus. To this we reply that we do not doubt that such
an option is available. What we do doubt is that their endorsement of the Blok-Jónsson
framework allows them to place logic at both levels, whereas for them either the internal
or the external consequence relation does not induce a proper consequence relation—
philosophically speaking. On the other hand, since we do not embrace such a framework,
we can so to say “see” proper consequence relations at more than one level, i.e., by looking
at inferences, metainferences, metametainferences, and more.

23



of triviality. What renders these structural properties ineffable is the very
fact that trying to express them with a rule immediately requires having
a calculus whose main consequence relation handles objects of a degree of
complexity higher than intended, whence the rule that allegedly represented
the structural property now represents nothing but an inference of a certain
form between entities of higher complexity.

This can be seen by reflecting on the case of the structural rules, dis-
cussed above. When introducing e.g. the Cut rule in a sequent calculus we
are working—precisely—within a sequent calculus, i.e. a system whose main
consequence relation is not between collections of formulae but between col-
lections of sequents. Thus, the Cut rule only represents a certain rule for
chaining sequents and never a property of inferences. Inferences, in sequent
calculi, only happen at the level of sequent-to-sequent transitions and never
at the level of the sequents themselves. That this phenomenon leads to
said ineffability can be seen from the effects that moving to a calculus not
having the previously referred Cut rule for sequents would have. Conse-
quence, in such a calculus, will only happen at the level of metainference-
to-metainference transitions—whence the target rule would, again, fail to
express the intended structural property.

Finally, as a coda, let us assess a different point of view. If, as we
claim, Dicher and Paoli’s account implies the non-existence of substructural
logic, it is worth saying a few words about Shapiro’s works [42] and [43]
where it is argued that the structural-substructural divide is more blurry
than usually thought. Shapiro’s argument is not diametrically opposed to
Dicher and Paoli’s (i.e., he does not argue that structural logics do not exist,
and that all logics are substructural), but something weaker than that. His
claim is that some logics than are paradigmatically seen as structural, like
LP discussed above, can be presented in a way that makes it look like a
substructural system. We will evaluate in detail Shapiro’s argument in the
next section.

6 A defense of the structural/substructural dis-
tinction

We have argued for the distinction between CL and ST. Basically, we think
that, while the former codifies a structural consequence relation, the latter
does not. What underlies this statement is the belief that the distinction
between structural and substructural systems makes sense. This seems for us
a pretty standard and obvious position. Nevertheless, in [42], Lionel Shapiro
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puts it into question. Specifically, Shapiro claims that such a difference does
not make sense when applied to theories equipped with a transparent notion
of truth. Although we have not talked extensively about theories of truth of
this kind, we will discuss Shapiro’s account, for we think that his point can
be easily replicated with respect to the logics on top of which the theories
of truth are built. Thus, in what follows, we will evaluate, and reply to,
Shapiro’s argument, which blurs the structural/substructural divide. The
existence of such a distinction is a consequence of our identity criterion of
logics, and Shapiro’s argument, thus, puts a threat to our position. His
point can be fairly summarized in the following quote:

I’ll argue that the division of such proposals—i.e., the truth the-
ories presented by Shapiro as solutions to semantic paradoxes—
into those that are fully structural and those that are substruc-
tural is less clear than it has seemed; indeed, I’ll suggest that it
embodies a confusion. In support of this conclusion, I’ll present
a case study where what deserves to count as the same logi-
cal response to the paradoxes can be represented in two differ-
ent ways: (1) using a fully structural consequence relation that
abandons standard rules for the language’s conditional, as well
as (2) using a consequence relation that preserves versions of
these conditional rules by “going substructural.” The question
“Is paradox being blocked by invoking a consequence relation
with non standard structure?” is thus ill-posed. [42, p. 2]

Thus, although he does not present a general proof of the claim that
the distinction between structural and substructural theories of truth is
ill-posed, he presents what he refers to as a case study. This consists of
an analysis of the well-known truth theory LPT, that is, the transparent
theory of truth based on LP. In this regard, he presents Beall’s structural
sequent calculi for LPT, which he refers to as SLPT, and which validate
every classically valid metainference. Afterwards, Shapiro introduces his
own version of a calculus for LPT, which he goes on to call S′

LPT
, allegedly

representing a substructural calculus for LPT. From this, he concludes that
LPT, a standard and well-known presumably structural truth-theory, can
be presented either as a structural or a substructural system.

We think Shapiro’s argument is wrong. The structural/substructural
distinction makes perfect sense. We will not get into the details of the
aforementioned systems, but for what is worth let us underscore that there
is nothing essential in this argument about the theory of truth based on
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LP. The argument, and the discussion, can equally be made as regards
the base logic LP. For our purposes, it is enough to say that, while Beall’s
calculus is pretty standard, Shapiro’s introduces a new way to bunch the
premises of a sequent—with a semicolon instead of a comma, which is the
traditional set-theoretic way to bunch premises. Thus, while every sequent
in Beall’s system—what Shapiro calls ordinary sequents—has a proof in
Shapiro’s calculus, the latter contains new sequents and, more importantly,
new sequents that are derivable. The difference between the two kind of
sequents can be detailed as follows:

While a sequent’s succedent will remain a set of sentences, its an-
tecedent may now be either a set or an ordered pair of nonempty
sets. Both possibilities can be represented using the notation
Σ; Γ ⊢ ∆. When Σ is empty, this stands for Γ ⊢ ∆, and when
Γ is empty, it stands for Σ ⊢ ∆. A sequent whose antecedent
is a set will be called an ordinary sequent. As before, I use the
comma for set union. [42, p. 9]

As a result of the pertinent definitions, Shapiro proves that in S′
LPT

the general versions of the Exchange, Cut, and Contraction rules are all
inadmissible, when applied to the semicolon structure. Nevertheless, the
three of them are admissible when restricted to ordinary sequents. That is
his main reason for claiming that S′

LPT is substructural and that, therefore,
it induces a substructural logic. He then goes on to argue that:

we would be right to wonder whether [the set of provable ordi-
nary sequents of S′

LPT , that is to say, the set of valid inferences
of LPT′] furnishes a novel response to paradox, distinct from
Beall’s own response using fully structural LPT. [42, p. 13]

In a nutshell, Shapiro claims that LPT can be viewed as a substruc-
tural theory of truth because it can be seen as induced by a substructural
sequent calculus. Nevertheless, LPT′ is just S′

LPT ’s set of ordinary valid
sequents. And not only LPT′ matches LPT in all its validities, it is also
fully structural—i.e., S′

LPT is fully structural when restricted to ordinary
sequents, because every sound structural LPT rule is admissible in it, when
limited to its ordinary sequents. Thus, LPT′—i.e., the truth theory itself—
is not substructural. At most, the sequent calculus that fixes it is.

For us the situation is the following. Either (i) the truth-theory LPT′

is just the inferences that correspond to the ordinary sequents that have a
proof in S′

LPT , or (ii) the truth-theory LPT′ corresponds to the whole set of
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inferences—i.e., ordinary and not-ordinary—that have a proof in S′
LPT . If

(i) is true, then LPT′ is just LPT, and therefore it is fully structural. If (ii)
is true, then LPT′ might be properly substructural. But then it furnishes a
novel response to paradox, a very different one that LPT. In none of these
situations it is the case that the same truth-theory have a fully structural
but also a substructural version.

This is not the only threat that our claim that ST, being a substructural
logic, and CL, being fully structural, are in fact two different logics. In the
next section, we will assess another argument of this kind, due to Cobreros,
Egré, Ripley, and van Rooij.

7 An argument against the relevance of metain-

ferences

In their paper [11], Cobreros, Egré, Ripley, and van Rooij present an argu-
ment to supports the idea that ST is just CL, disguised in a three-valued
suit. Their argument constitutes a reaction to the view that, all other things
being equal, a logic L1 is weaker than a logic L2 if L1 has less valid metain-
ferences as L2. To this extent, they present what they take to be some
counterexamples to this idea.

The first of these pertains to modal logics. In this respect, they claim
that S4 is surely weaker than S5, because S5 is an inferential strengthening
of S4. In other words, because axioms need to be added to S4 in order to
obtain S5. This results in new theorems being provable in S5, and in new
inferences being valid because of that. However, these authors point out,
such a strengthening also causes the loss of some valid S4-metainferences.
To wit this, they say, consider the following metainference:

∅ ⇒ ⋄p→ � ⋄ p

∅ ⇒ ⊥

It is easy to observe that S4 is closed under this metainference, for the
inference ∅ ⇒ ⋄p→ �⋄p is not valid in it. However, such a metainference is
not valid in S5, because although the inference ∅ ⇒ ⋄p→ �⋄p is valid in it,
the inference ∅ ⇒ ⊥ is not. With the intention of making a stronger point,
these authors later prove that, given certain minimal background conditions,
every time a logic is inferentially strengthened (i.e., every time axioms are
added to a logic), then some previously valid metainferences are lost in the
process—unless the logic is strengthened all the way up to the universal
consequence relation.
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The second counterexample that these authors mention pertains to the
relation between propositional and first-order logic. In this case, to make
their point they require some assumptions. In particular, they need to as-
sume that both logics share the same language. Thus, quantified formulas
like ∀xPx are treated as atoms in the propositional version of CL, although
they are appropriately considered as quantified formulas in the first-order
version of CL. Given this, they consider the following metainference:

∀xPx⇒ Pa
p⇒ q

Again, it is easy to observe that—given the previous assumptions—this
metainference is invalid in the first-order version of CL, although it is valid
in the propositional version of CL. But, surely, the authors claim, this
is not enough to say that the former is weaker than the latter. Briefly,
Cobreros, Egré, Ripley, and van Rooij think that these two examples are
enough to prove their point that a metainferential weakness is not a sub-
stantial weakness after all.We are committed to the opposite view, as we
think that two logics that coincide in the set of inferential validities, but
have different metainferential validities, are two different logics. Moreover,
we think that, at least, their arguments have a much narrower scope than
the initially intended.

On the one hand, every time these authors refer to the validity or in-
validity of a metainference, they are referring to it being globally valid or
invalid, respectively. Thus, their examples does not affect our position, that
is built in emphasizing the importance of local metainferential validity. Lo-
cally, the first metainference is also S4-invalid, as there are S4-models that
satisfies ∅ ⇒ ⋄p → � ⋄ p, but do not satisfy ∅ ⇒ ⊥. Pretty much the
same happens with the second metainference, which is also locally invalid
in the propositional version of CL, for there are valuations which satisfy
∀xPx ⇒ Pa—given these sentences should be treated as atoms—but do
not satisfy p ⇒ q. Thus, none of the example affect our present discussion.
In other words, they have not shown that an inferential strengthening of a
logic necessary results in the loss of locally valid metainferences. Therefore,
they have not justified their view that a metainferential weakness, in the
local sense, is not a substantial weakness.

On the other hand, there are substantial differences between the afore-
mentioned cases and the case of the ST phenomenon. We claim that ST

and CL behave differently at the metainferential level, and this becomes
clear—even from a global point of view—when we add new vocabulary to
the language, specifically, when we add a transparent truth predicate. By
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this we mean that the effects of such an addition serve to fundamentally
test whether two logics that coincide at the inferential level are really the
same. In this respect, when we add a transparent truth predicate, CL and
ST do not behave in the same way: as we discussed earlier, the former be-
comes trivial whereas the latter does not. However, the cases discussed by
these authors are not of this kind, because the alleged counterexamples are
devised in a way that no new vocabulary is added when changing from, e.g.,
the propositional to the first-order version of CL.

8 Conclusion

In this paper we discussed the extent to which the very existence of substruc-
tural logics questions the limited perspective that the Tarskian paradigm has
about the identity criterion for logics. As a result of this, we showed that
logics cannot be identified with a given set of valid inferences, nor with a
given set of valid metainferences—of any arbitrary inferential level—thereby
suggesting that a logic has to be identified with an infinite sequence of con-
sequence relations, and not a single one. We evaluated some objections
concerning the technicalities that led us to these results, showing that they
cannot be reasonably held. Furthermore, we assessed a different identity cri-
terion for logics coming from a generalization of the Tarskian paradigm due
to Blok and Jónnson, discarding it on the basis of the fact that it precludes
the existence of substructural and multiple-conclusion logics, together with
the fact that it renders structural properties ineffable.
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