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Abstract

This paper makes an observation about the “amount of structure”
that different classical and relativistic spacetimes posit. The observation
substantiates a suggestion made by Earman (1989) and yields a cautionary
remark concerning the scope and applicability of structural parsimony
principles.

1 Introduction

There is a story that is often told about the progression of classical spacetime
theories.! We began long ago with Aristotelian spacetime. Aristotelian space-
time singles out a preferred worldline as the center of the universe. Then we
moved to Newtonian spacetime and did away with this structure. Newtonian
spacetime does not single out a preferred worldline, but it does single out a pre-
ferred inertial frame as the rest frame. Finally, we moved to Galilean spacetime
and again did away with structure. Galilean spacetime does not even single out
a preferred inertial frame.

This story provides a sense in which each of these classical spacetimes has
“less structure” than its predecessors. It is natural to ask whether this pro-
gression towards less structure continues in the transition between classical and
relativistic spacetimes. The purpose of this paper is to answer this question by
investigating the structural relationships that hold between Galilean, Newto-
nian, and Minkowski spacetime. There is a precise sense in which Newtonian
spacetime has more structure than both Galilean spacetime and Minkowski
spacetime. But in this same sense, Galilean and Minkowski spacetime have in-
comparable amounts of structure; neither spacetime has less structure than the
other. The progression towards a less structured spacetime therefore does not
continue into the relativistic setting.

This discussion of spacetime structure will yield two modest philosophical
payoffs. First, it will substantiate a remark made by Earman (1989). Earman
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has suggested, somewhat paradoxically, that Newtonian spacetime is a more nat-
ural stepping-stone to relativistic spacetimes than Galilean spacetime is. This
discussion will provide one way of making Earman’s suggestion perfectly pre-
cise. Second, this discussion will also yield a cautionary remark concerning the
scope and applicability of the following methodological principle.

Structural parsimony: All other things equal, we should prefer theories that
posit less structure.

The structural parsimony principle has been explicitly endorsed by North (2009).
This paper will provide an example of two physical theories that posit incom-
parable amounts of structure. In such cases, a structural parsimony principle is
not applicable.

2 Structure preliminaries

We begin by explicating the idea of the “amount of structure” that a mathe-
matical object has. We would like a clear and principled way to say when some
mathematical object X has more or less structure than another mathemati-
cal object Y. One particularly natural way to compare amounts of structure
appeals to the automorphisms, or symmetries, of a mathematical object.

An automorphism of a mathematical object X is an invertible function from
X to itself that preserves all of the structure of X. The automorphisms of an
object bear a close relationship to the structure of the object. This relationship
suggests the following kind of criterion for comparing amounts of structure.

SYM: A mathematical object X has more structure than a mathematical ob-
ject Y if the automorphism group Aut(X) is “smaller than” the automor-
phism group Aut(Y).

The basic idea behind SYM is clear. If a mathematical object has more auto-
morphisms, then it intuitively has less structure that these automorphisms are
required to preserve. Conversely, if a mathematical object has fewer automor-
phisms, then it must be that the object has more structure that the automor-
phisms are required to preserve. The amount of structure that a mathematical
object has is, in some sense, inversely proportional to the size of the object’s
automorphism group.?

The criterion SYM is intuitive, but it is imprecise. One way to make SYM
precise is as follows.

SYM*: A mathematical object X has more structure than a mathematical
object Y if Aut(X) C Aut(Y).

2 A criterion like SYM is used by North (2009) to compare the structure of Hamiltonian and
Lagrangian mechanics and by Earman (1989) to compare various classical spacetime theories.
SYM is mentioned explicitly by Halvorson (2011), Swanson and Halvorson (2012), and Barrett
(2014).



The condition Aut(X) € Aut(Y) is one way to make precise the idea that
Aut(X) is “smaller than” Aut(Y). SYM* makes intuitive verdicts in many
simple cases of structural comparison. For example, one can verify that in
general SYM* makes the following verdicts:

e A set X has less structure than a group (X, ).
e A set X has less structure than a topological space (X, 7).
e A vector space V has less structure than an inner product space (V, g).

The criterion SYM™* is one particularly natural way to explicate the idea that
an object X has “more structure” than another object Y. In what follows, we
will use SYM* to compare the structure of Galilean, Newtonian, and Minkowski
spacetime.?> Earman has implicitly used SYM* to compare the structure of
various classical spacetimes (Earman, 1989, Ch. 2). And indeed, SYM* makes
the intuitive verdicts in all of these cases. Galilean spacetime has less structure
than Newtonian spacetime, which in turn has less structure than Aristotelian
spacetime. This paper simply extends Earman’s discussion into the relativistic
setting.

3 Spacetime preliminaries

Before applying SYM* to these spacetimes we need some preliminaries.* We
first present the standard mathematical descriptions of Galilean, Newtonian,
and Minkowski spacetime, and then discuss their automorphisms.

3.1 Spacetimes

Spacetime theories begin by specifying a smooth, connected, four-dimensional
manifold M. Each point p € M represents the location of an “event” in space-
time. Galilean, Newtonian, and Minkowski spacetime all have the underlying
manifold M = R*. They then endow R* with different geometric structures.

Galilean spacetime is the tuple (R*, ¢,;, 2%, V). The smooth tensor fields
tar and A and the derivative operator V are defined as follows,

tab = (daxl)(dbxl)

= () (52) + (55) (5s) + (55) (52)

V is the coordinate derivative operator on R?,

3SYM* has some shortcomings. In particular, it is overly sensitive to the set that underlies a
mathematical object. There is a sense in which a topological space (X, 7) has more structure
than a set Y even when the sets X and Y are distinct. It is not the case, however, that
Aut(X,7) C Aut(Y) (since functions from X to itself are different from functions from Y to
itself), so SYM* is incapable of capturing this sense. But this will not be problematic for our
purposes; all of the spacetimes that we consider have the same underlying set R?.

4The reader is encouraged to consult Malament (2012) for details.



where d,z' is the differential of the standard coordinate function z* : R* — R
and (%)a is the standard i*" coordinate vector field on R*. The coordinate
derivative operator V on R* is defined to be the unique derivative operator that
satisfies Va(%)b = 0 for each s = 1,...,4.5 Importantly, we note that V is
flat, in the sense that its curvature field R%,; = 0 everywhere on R%.

One interprets these geometric structures on Galilean spacetime as follows
(Malament, 2012, Ch. 4.1). The field t,, is a “temporal metric.” It assigns
a temporal length to vectors, and defines a preferred partitioning of Galilean
spacetime into “simultaneity slices.” The field A is a “spatial metric.” Given
a vector 2, one can use h® to (indirectly) assign a spatial length to it. Finally,
the derivative operator V endows R* with a “standard of constancy.” It specifies
which trajectories through Galilean spacetime are geodesics.

Newtonian spacetime is obtained by adding a preferred notion of “rest”
to Galilean spacetime. Specifically, it is the tuple (R?*, ¢4, h?, V, \%), where t 4,
h® and V are defined exactly as in Galilean spacetime, and

X = (‘9>
Oxt
The structures tq,, h®, and V are interpreted as above. The field \® singles out
a preferred rest frame. It allows one to classify trajectories through Newtonian
spacetime as “at rest” or “not at rest.” A geodesic v : I — R* with tangent
field £° is at rest if £* = c¢A® for some constant ¢ € R.

It only remains to define Minkowski spacetime. Minkowski spacetime is
the pair (R*,74), with the Minkowski metric 7,; defined by

Nap = (dxt)(dpxt) — (dex?)(dpx?) — (dx®)(dpx®) — (dgx?)(dpz*).5

The metric 1y, endows Minkowski spacetime with “lightcone structure.” It
allows one to classify a vector £ at p € R* as timelike (if 7,,¢%¢? > 0) or
lightlike (if 7,,£7¢® = 0) or spacelike (if 7,,6%¢" < 0). Timelike vectors at
a point p € R?* lie on the interior of the lightcone, lightlike vectors lie on the
boundary of the lightcone, and spacelike vectors lie outside the lightcone.

3.2 Spacetime automorphisms

In order to use the criterion SYM* to compare the structure of Galilean, New-
tonian, and Minkowski spacetime, we need to say what the automorphisms of
these three spacetimes are.

An automorphism of Galilean spacetime is a diffeomorphism f : R* —
R* that satisfies the following three conditions.

5For proof that the coordinate derivative operator is unique see (Malament, 2012, Proposi-
tion 1.7.11). One can easily verify that Galilean spacetime, so defined, is a classical spacetime
in the sense of (Malament, 2012, p. 249).

SNote that Vo7pe = 0, where V is the derivative operator defined above. So the coordinate
derivative operator V on R? is the unique derivative operator compatible with the Minkowski
metric.



(1) f*(tab) = tabu
(i) f*(h®) = ho,

(iii) a smooth curve v : I — R* is a geodesic with respect to V if and only if
fory:I—=R*is a geodesic with respect to V.

The first two conditions require that f preserves the temporal metric ¢4, and the
spatial metric h®". Since a derivative operator is completely characterized by its
class of geodesics, the third condition requires that f preserves the derivative
operator V.” An automorphism of Newtonian spacetime is an automor-
phism of Galilean spacetime f : R* — R* that in addition satisfies f*(\®) = \®.
This additional condition requires that automorphisms of Newtonian spacetime
preserve the standard of rest A®. Lastly, an automorphism of Minkowski
spacetime is a diffeomorphism f : R* — R* that preserves the Minkowski
metric 74, in the sense that f*(nas) = Nab-

There is a particularly natural way to specify automorphisms of a spacetime.
One lays down an appropriate smooth vector field £* on the spacetime and then
defines an automorphism by “flowing” along the field £*. More precisely, the
method is as follows. A smooth vector field £* on a manifold M determines a
one-parameter group of diffeomorphisms I'; : U — T';[U], where U C M is some
open set. The maps I'; are called flow maps. Intuitively, the flow map I'; takes
a point p € M and moves it ¢ units of parameter distance along the vector field
¢

The flow maps associated with £ are diffeomorphisms, but we also need to
say when they preserve the various geometric structures that the manifold M
might have. The following two facts do exactly that. The first fact states the
conditions under which flow maps preserve various tensor fields on M (Mala-
ment, 2012, Proposition 1.6.6).

Fact 1. Let £ and )\gll_'_'_'g: be smooth fields on M. Then the following conditions
are equivalent.

(1) LNy 7y =0 (everywhere on M ).

(2) For all local one-parameter groups of diffeomorphisms {Ty : U — T4[U]}ter
generated by £ and all t € I, (T'y)*(Ny!57) = Ayl

The basic idea behind Fact 1 is the following. The Lie derivative LeAp! )"
measures how much the tensor field Aj' /" changes along the vector field £°.
So it should be that the smooth tensor field Aj! 7' is “constant” along £ (in
the sense that LAyl )" = 0) if and only if “flowing” along the vector field £*
does not change )\Zf.'.'.'éﬁ This is exactly what Fact 1 guarantees.

7See (Malament, 2012, Proposition 1.7.8) for proof that a derivative operator is completely
characterized by its class of geodesics. Weatherall (2014) also defines automorphisms of a
classical spacetime in this way.



The second fact states the conditions under which flow maps preserve deriva-
tive operators on M. A proof of Fact 2 is contained in an appendix.®

Fact 2. Let £% be a smooth vector field on M and let V be a derivative operator
on M with associated curvature field R*,.,. Then the following conditions are
equivalent.

(1) VoVp&™ =R™,, &7

(2) For all local one-parameter groups of diffeomorphisms {T'y : U — T4[U]}ter
generated by £* and all t € I, a smooth curve v : R — M is a geodesic
with respect to V if and only if Ty oy : R — M is a geodesic with respect
to V.

Fact 2 is useful because is typically easier to check whether (1) holds than
whether (2) holds. Facts 1 and 2 allow one to say which vector fields on R*
generate automorphisms of Galilean, Newtonian, or Minkowski spacetime.

4 Spacetime structure

We now have the tools to compare the structure of these three spacetimes. The
four simple propositions in this section demonstrate that Galilean, Newtonian,
and Minkowski spacetime stand in the following relationships, where the symbol
“<” means “has less structure than (according to SYM*).”

Galilean spacetime Minkowski spacetime

#
™ 1

Newtonian spacetime

In what follows, we denote the automorphism group of Galilean spacetime by
Aut(Galilean), and similarly for the automorphism groups of Newtonian and
Minkowski spacetime.

The first two propositions demonstrate that according to SYM*, Galilean
spacetime and Minkowski spacetime have incomparable amounts of structure.

Proposition 1. It is not the case that Aut(Galilean) C Aut( Minkowsks).

Proof. We exhibit an automorphism of Galilean spacetime that is not an auto-
morphism of Minkowski spacetime. Let p € R* and consider the smooth field

o= =o' 0) ()

8Neither Malament (2012) nor Geroch (1972) contain a proof. One can consult Hall (2004)
for another statement of Fact 2 or Poor (1981) for a proof using more advanced tools from
the theory of vector bundles.




Let T'; : R* — R?* be a flow map associated with £€*. The map I'; is an auto-
morphism of Galilean spacetime, but not of Minkowski spacetime. The proof is
a simple computation. We first compute that

£§tab = gnvntab + tnbvaéhn + tanvbgn

0 \n 0 \n
= tnb(daIl)(@) + tan(dbxl)(@)
=0.

The first equality follows from (Malament, 2012, Proposition 1.7.4) and the
second and third follow from the definitions of ¢,5, V, and £*. Fact 1 then implies
that (I4)*(tas) = tap. In a similar manner one proves that (I'y)*(h®) = h?.
Lastly, one computes that V,V3£® = 0. Since V is flat (i.e. R%,.; = 0), Fact 2
implies that I'; preserves V. So I'; is an automorphism of Galilean spacetime.
But one computes in the same manner as above that L¢n., # 0. Fact 1 then
implies that I'; is not an automorphism of Minkowski spacetime. O

The vector field €% defined above is sometimes referred to as a “Galilean
velocity boost.” It can be pictured as follows.?
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Proposition 1 shows that Galilean velocity boosts are not automorphisms of
Minkowski spacetime. A Galilean velocity boost “breaks” the lightcone struc-
ture of Minkowski spacetime. And so according to SYM*, it is not the case that
Galilean spacetime has more structure than Minkowski spacetime.

Proposition 2 demonstrates the converse. According to SYM*, it is not the
case that Minkowski spacetime has more structure than Galilean spacetime.
Velocity boosts in Minkowski spacetime — sometimes called “Lorentz boosts”
— are not automorphisms of Galilean spacetime. They “break” the preferred
simultaneity slice structure of Galilean spacetime.

Proposition 2. It is not the case that Aut(Minkowski) C Aut( Galilean).

9Geroch (1978) sometimes refers to Galilean velocity boosts as “beveling the deck”. The
thought is that one can picture Galilean spacetime as a deck of cards, where each card repre-
sents a simultaneity slice. A Galilean velocity boost “bevels” this deck.



Proof. We exhibit an automorphism of Minkowski spacetime that is not an
automorphism of Galilean spacetime. Let p € R* and consider the smooth field

0

K= (2% = 2%(p)) <£1>a + (2" = 2'(p) (axz)a-

Let T; : R* — R* be a flow map associated with x*. The map T’y is an auto-
morphism of Minkowski spacetime, but not of Galilean spacetime. The proof
is again a simple computation. One first computes that L.n., = 0, so Fact 1
implies that I'; is an automorphism of Minkowski spacetime. But one can verify
that L.tep # 0, so 'y is not an automorphism of Galilean spacetime. O

The vector field k* can be pictured as follows.

Proposition 2 shows that Lorentz velocity boosts like k* are not automorphisms
of Galilean spacetime. They preserve the lightcone structure of Minkowski
spacetime, but they do not preserve the preferred simultaneity slice structure
of Galilean spacetime. So according to SYM*, it is not the case that Minkowski
spacetime has more structure than Galilean spacetime.

Propositions 1 and 2 provide a precise sense in which Minkowski spacetime
and Galilean spacetime have incomparable amounts of structure. Each space-
time has some structure that the other lacks. Minkowski spacetime has lightcone
structure that Galilean spacetime lacks. And conversely, Galilean spacetime has
preferred simultaneity slice structure that Minkowski spacetime lacks.

The final two propositions show that the structure of Newtonian spacetime
18 comparable with the structure of Minkowski and Galilean spacetime. In fact,
Newtonian spacetime has more structure than both. We begin with the simpler
of the two. According to SYM*, Newtonian spacetime has more structure than
Galilean spacetime.

Proposition 3. Aut(Newtonian) C Aut(Galilean).

Proof. Tt follows by definition that Aut(Newtonian) C Aut(Galilean). Now
consider the smooth field £% and the map I'; from the proof of Proposition 1.



We already know that I'; is an automorphism of Galilean spacetime. But one
can easily compute that L¢A* # 0, so I'; is not an automorphism of Newtonian
spacetime. ]

Proposition 3 demonstrates that according to SYM*, Newtonian spacetime
has more structure than Galilean spacetime. This is perfectly intuitive. After
all, Newtonian spacetime is obtained by “adding structure” to Galilean space-
time in the form the vector field \%.

Proposition 4 may not be quite so obvious. According to SYM*, New-
tonian spacetime also has more structure than Minkowski spacetime. The
tuples (R*, ¢4, h%, V,A%) and (R* 74,) might not appear to bear the same
structural relationship to one another as do the tuples (R*, .5, h%, V, \%) and
(R*, tap, het, V). But this is misleading. There is a precise sense in which New-
tonian spacetime has more structure than Minkowski spacetime. The structure
of Newtonian spacetime allows one to explicitly define the lightcone structure
of Minkowski spacetime.!?

Proposition 4. Aut(Newtonian) C Aut( Minkowsksi).

Proof. We first show that Aut(Newtonian) C Aut(Minkowski). One can easily
see that
77ab — )\a>\b o hab.

Automorphisms of Newtonian spacetime preserve A* and h®’, so they also pre-
serve 14, and are automorphisms of Minkowski spacetime. Now suppose for
contradiction that Aut(Minkowski) C Aut(Newtonian). Proposition 3 then im-
plies that Aut(Minkowski) C Aut(Galilean), contradicting Proposition 2. O

5 Conclusion

This discussion takes a step towards explicating some of the relationships that
hold between different spacetime theories. We have seen a precise sense in which
Newtonian spacetime has more structure than both Galilean spacetime and
Minkowski spacetime. But in this same precise sense, Minkowski spacetime and
Galilean spacetime have incomparable amounts of structure. Neither spacetime
has more structure than the other; each has some structure that the other lacks.

The discussion yields two philosophical payoffs. First, it substantiates a
somewhat paradoxical suggestion made by Earman (Earman, 1989, p. 34). Ear-
man has suggested that Newtonian spacetime is a more natural stepping-stone
to Minkowski spacetime, and to relativistic spacetimes in general, than Galilean
spacetime is. One can make Earman’s suggestion perfectly precise by consider-
ing the comparative structure of these spacetimes. If one begins with Newtonian
spacetime, one can arrive at Minkowski spacetime simply by judiciously defin-
ing new fields and excising the right structure. But the same cannot be said of

10FEarman (1989) suggests the idea behind the following proof.



Galilean spacetime. No matter what structure one excises from Galilean space-
time, one will not end up with Minkowski spacetime. Galilean spacetime does
not allow one to define the lightcone structure of Minkowski spacetime.

Second, the discussion yields a remark concerning the scope and applicability
of the following methodological principle.

Structural parsimony: All other things equal, we should prefer theories that
posit less structure.

North (2009) endorses this kind of principle and uses it to argue that we should
prefer the Hamiltonian formulation of classical mechanics over the Lagrangian
formulation.'! She explains the principle as follows.

This is a principle informed by Ockham’s razor; though it is not just
that, other things being equal, it is best to go with the ontologically
minimal theory. It is not that, other things being equal, we should
go with the fewest entities, but that we should go with the least
structure. (North, 2009, p. 64)

The structural parsimony principle still stands in need of clarification. In
order to apply it, one would first need to make precise exactly what the “other
things” are and what it would mean for them to be “equal”. And furthermore, it
is not immediately clear what it might mean to “prefer” one theory over another,
nor why a theory’s structural parsimony might license this preference.'?

Before clarifying the structural parsimony principle, however, one can make
a cautionary remark about its scope and applicability. There are situations
where structural parsimony does not help one to adjudicate between theories.
Our discussion has provided a precise sense in which Galilean spacetime and
Minkowski spacetime have incomparable amounts of structure. It is not the case
that Galilean spacetime has less structure than Minkowski spacetime, nor is it
the case that Minkowski spacetime has less structure than Galilean spacetime.
In cases of incomparable structure, structural parsimony principles simply are
not applicable. Physical theories do not always progress in the direction of less
structure.”
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Appendix
This appendix contains a proof of Fact 2, which we restate here for convenience.

Fact 2. Let £* be a smooth vector field on M and let V be a derivative operator
on M with associated curvature field R, ;. Then the following conditions are
equivalent.

(1) VaVps™ = R™, £

(2) For all local one-parameter groups of diffeomorphisms {T's : U — T4[U]}ter
generated by £€* and all t € I, a smooth curve v : R — M is a geodesic
(with respect to V) if and only if Tyoy : R — M is a geodesic (with respect
to V).

We will prove this fact using four lemmas. Lemmas 2—4 establish a chain of
equivalences that immediately yield the desired result. Lemma 1 will be useful
in the proofs of Lemmas 2-4. For ease of exposition we will assume that the
vector field £ is complete so that the flow maps I'y : M — M are defined on all
of M.
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It will be useful to first set up some notation. Let M be a manifold, and let
Apt aT( ) be a smooth field on M that is also smooth in t. We define a smooth

by...bs
field 4 FAGYS() on M. The field 4 Gl ( , takes the value

M=o )

. 1 ai...a,r aj...ar
}E}%t()‘bf be (t)|p Ay b, (0)’p)

at a point p € M (Geroch, 1972, §21).
Let £% be a smooth field on M with {T'; : M — M};cg an associated one-
parameter group of diffeomorphisms. Let A\j' ;" be a smooth field on M. In the

following lemma, for ease of notation, we W111 wrlte Al (t) = (L) (A7)

Lemma 1. Let £ be a smooth field on M with {T'y : M — M };cr an associated
one-parameter group of diffeomorphisms. Let AZ:::&T be a smooth field on M.

Then y J
F(woge)| -v. (G| )

Proof. The proof is essentially the same regardless of the index structure of
g, so we work Withi representative case Af. Let p € M with (U, ¢) a
neighborhood of p. Let V,, be the coordinate derivative operator on (U, p)
(Malament, 2012, Prop. 1.7.11). There is a smooth symmetric field Cf, on M

such that

VnAj(t) = Vadp (t) + A () Cr — A (1) Crn (1)
(Malament, 2012, Prop. 1.7.3). Differentiating both sides of (1) with respect to
t yields

a a d a
dt (v )\ |t 0~ dt (v )\ |t 0 (dt)\m(t)|t=0)

o +d
(@)

(2)

j
Now writing Af(t) = >2i_; D20, A(t)(aw) (dyu?), we can compute the first
term on the right-side of equation (2) using the definition of the coordinate
derivative operator V,,.

i=1 j=1 k=1 t=0

n n n d 8’3‘\]

:Z Z (t( ai}?)’tO)(a ) (dyu? )(d u”)
i=1 j=1 k=1
n n n 9 dii

“ X (G (0] ) ) () e
i=1 j=1 k=1

= V(X))



The first equality follows from the definition of the coordinate derlvatlve oper-
ator V,, (Malament, 2012, p. 65), the second from the linearity of 4 <> the third
from the fact that the coordinates in (U, ¢) do not depend on ¢, and the fourth
again from the definition of the coordinate derivative operator.

Plugging this into equation (2) we have that

d

dt(v X))o = LTG0, + s (A ()] o)
Cﬁnn(jt O)],o)
= T (G 0] o) + O (500 o)
~ O (SO, o)
=V (50,

The first equality is simply equation (2), the second follows from the above
computation, and the third follows from (Malament, 2012, Prop. 1.7.3) and the
definition of Cf.. O

Lemma 2. Let £ be a smooth field on M and V a derivative operator on M
with associated curvature field R%, ;. Then V commutes with L¢ (in their action
on any tensor field) iff V, V™ = R™,, ™.

Proof. (Malament, 2012, p. 70). O

Lemma 3. Let £* be a smooth field on M and V a derivative operator on M.
Then the following conditions are equivalent:

(1) L¢ and V commute (in their action on any tensor field).

(2) For every (local) 1-parameter group of flows {T'y : U — T:[U]}ter gener-

ated by €% and allt € I, (Ft)*(vnAg;_-;;g;) = Vn((Ft) ()\le g*))

Proof. We first show that (2) implies (1). Let £&*, M and V be as in the state-
ment of the proposition, and let )\le."'_‘g; be an arbitrary smooth tensor field on
M. We compute that

Le(VnAp) 7p0)), = lim - ((Ft)*(VnAZfJIJiJ)p = (Vo b)|>
. ]- * ai...ar aj...ar
— iy 1 (V@ O8E), - (V80
d a1...a,~
= (Va0

A CICITET >|t_0)|p

p
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1 1 *(\A1...0p ay...a,
- v"(%ﬂ% {((Ft) ) — (A )))

= ValLeXy 50,

ln

The first and sixth equalities follow from the definition of the Lie derivative, the
second equality from the assumption that (2) holds, the third and fifth from the

definition of %, and the fourth from Lemma 1. Since A;! "' was arbitrary, this

means that £, and V commute.

We now show that (1) implies (2). This direction requires a bit more work.
Assume that £¢ and V,, commute. The proof is essentially the same regardless
of the index structure of )‘le.'.'.'lj:v so we work with a representative case Aj. Let

Va, 1%, and 8" be vectors at a point p € U and define f : I — R by
J(t) = (C-0)" (ValT0)" OD)),, van8"

Note that f(0) = (VaAf)|, vau’B™. We show that f/(f) = 0 for every t € I.
This will imply that f is constant, and therefore that for every t € I,

F) = (Vad),van’ 8" = (0-)" (Vu(T1)*(AD)) | van”B".

Since v,, p°, 8", and p are arbitrary, this will imply that (I'))*(V,Ag) =
Vo (T)*(Ag), as desired.
So we compute.

(0 = B (P (Tl 0) v

s—0 8

- (T (Va0 ), v’

= tiny (i) (Tl ), (a57)
—([y)” (V7L(Ft+5)* ()‘g)) I» (Vaﬂbﬂn)
(T (ValTews D), (van?B7)

~ (T (T ), ) )

=ty (i) (Tl O4)), (57)

s—0 8§

~ (T (T O), (o5 )

#lim (00" (9 (Tes)" O)), (')

s—0 8

(T (Tu(T ), (a5

14



The first equality follows from the definition of the derivative, the second follows
by adding and subtracting the same real number, and the third follows from the
linearity of limits.

We now compute the terms labelled (A) and (B) above.

() =l 2 (-1 (V) O), (')
~ (P07 (T (T O), (')

— iy (00" 0 (0 (T 05)), (o 57)
~ (T (T ), (o))

~ fim (<rs>*(vn<rt+s>*@z>)

|F7¢(p)
=TT O ) (o) G’

= L (VAT ), (T B7)

= Le(VaT) D), - (Do) (s BY)

The first equality follows from the definition of (A) above, the second from
properties of flow maps, the third from the definition of the pullback and the
linearity of the limit, the fourth from the definition of the Lie derivative, and
the fifth from properties of the Lie derivative.

And likewise, we compute that

|F—1,(P)

It

(B) = lim | ((r_t>*(vn<rt+s> (), (v 57)
~ (T (T 0), ) )
=l (Va0 = Va9, ) (o) a8
Sl_%s n\lt4+s o) ir_, () n{lt 2 )ie_ ) —t)x(Valt
- (i(VH<Ft+s>*<A?>>|s:o) (L) (vap8")
T_¢(p)
= W(%(FHS)*(A?)!S:O)‘F_t(m JUSHNCHIED
=, (i (@ 05 - @0D)) - (o)
k |F—t(P)
= V(LT OD), (T

Ir_y(»)

The first equality follows from the definition of (B), the second from the defini-
tion of the pullback and the linearity of the limit, the third from the definition
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of %, the fourth from Lemma 1, the fifth again from the definition of %, and
the sixth from the definition of the Lie derivative.
Finally putting all of these computations together we have that

70 = (&) + (B)
= —Le(Tall)" (), - (-0 (att"")
£ Ta(LeT) OD)), - (Coa). (vapB")

‘F,t(p)

=0.
The third equality follows from the assumption that V,, and £; commute. [

Lemma 4. Let f : M — M be a diffeomorphism and V a derivative operator
on M. Then the following are equivalent.

(1) ~ is a geodesic iff f o~ is a geodesic (with respect to V).

(2) For all tensor fields ;' 3", f*(Va Xyl 7)) = Va £ (N5 00)-
Proof. We first remark that (2) holds if and only if

(VX 5r) = Va b (NG 5T) (3)

for every smooth field A\j'~3". For if (2) holds, then in particular it must be
that f* (Vi fu(Nyl57)) = V£ (£(A5)57))- And this is equivalent to equation
(3) since f* o f, is the identity map. The converse implication is established in
precisely the same manner.

We now show that (2) implies (1). Assume that (2) holds and let v be a
geodesic with tangent field £*. We know that £"V,,£% = 0, and therefore that
f+(E"V,€%) = 0. By the preceding remark concerning the equivalence of (2)
and equation (3), this implies that f.(§")V, f«(§*) = 0, so f o+ is a geodesic.
If f o~ is a geodesic, a parallel argument shows that v is a geodesic.

Now assume that (1) holds. Define a new derivative operator V/ on M by

VL) = PV ).
We will show that V/ = V. This will complete the proof again by the remark
concerning the equivalence of (2) and equation (3). It will suffice to show that V

and V' admit exactly the same class of geodesics (Malament, 2012, Prop. 1.7.8).
Let v be a geodesic with respect to V with tangent field £¢. We see that

§"VE" =TV €)= fu (€M) Vn fu(6) = 0.

The second equality follows by the definition of the pullback, and the last equal-
ity follows since f o~ is a geodesic by (1). Let 4’ be a geodesic with respect to
V'’ with tangent field £¢. We see that

0=¢"V, 8 =M (" Vnfu(€7) = fu(§7)Vn fiu(€).

So f o' is a geodesic with respect to V, so 4’ is too by (1). Therefore V and
V'’ admit the same class of geodesics. O

Lemmas 2, 3 and 4 immediately imply Fact 2.
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