
Can nonhuman animals and artificial intelligence (AI) entities be attributed 
moral agency? The general assumption in the philosophical literature is 
that moral agency applies exclusively to humans since they alone possess 
free will or capacities required for deliberate reflection. Consequently, only 
humans have been taken to be eligible for ascriptions of moral responsibility 
in terms of, for instance, blame or praise, moral criticism, or attributions of 
vice and virtue. Animals and machines may cause harm, but they cannot be 
appropriately ascribed moral responsibility for their behavior.

This thesis challenges the conventional paradigm by proposing an 
alternative approach where moral agency is conceived as the competence to 
participate in moral responsibility practices. By shifting focus from intra-
individual to contextual and socially situated features, this practice-focused 
approach appears to make the attribution of moral agency to nonhuman 
animals and AI entities more plausible than commonly assumed.

Moreover, considering the current and potential future prevalence of 
nonhuman animals and AI entities in everyday settings and social contexts, a 
potential extension of moral agency to such entities could very well transform 
our social, moral, and legal practices. Hence, this thesis proposes that the 
attribution or withholding of moral agency to different entities should be 
carefully evaluated, considering the potential normative implications.
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1 Introduction 

The general topic of this thesis is the moral agency of nonhuman beings, such as 
nonhuman animals and machines and software that use artificial intelligence. The 
overarching questions asked are: Can moral agency be ascribed to nonhuman 
entities? If so, in what sense, or to what extent, can moral agency be ascribed to 
them? Should it be so ascribed? What criteria and boundaries are valid for affirming 
or denying the moral agency of nonhuman beings? I engage with these questions 
via four research papers (I-IV) and this introduction of six chapters. 

Traditionally, philosophers have approached such questions (also when asked 
about humans) by applying intuitive assumptions of moral agency as requiring 
certain given intraindividual capacities related to, for example, freedom or 
deliberate reflection. However, this thesis develops an alternative approach that 
primarily understands moral agency as a socially situated and contextually 
contingent competence or skill. This alternative conception is developed and 
applied to possible cases of nonstandard moral agents, where nonhuman moral 
agents, like animals and artificial intelligence entities, constitute the central but not 
only examples.  

My treatment of these questions links to general longstanding themes in 
contemporary philosophical discourse about moral agency and responsibility, 
debates regarding the fringes and boundaries of human moral agency, as well as 
specific more recent discussions concerning the possibility of nonhuman moral 
agency.  

Recent years have seen an increasing interest in issues relating to the boundaries 
of moral agency. Philosophers and others are asking questions about the possibility 
of moral agency outside the scope of typical adult humans, the often-assumed 
paradigm of a moral agent. Many of these authors are discussing where to draw 
the line between members of our own species. Can, for instance, young children, or 
people with alleged “disorders of agency” (Pickard & Ward, 2013, p. 1134) be 
morally, as opposed to merely causally, responsible for their actions (Shoemaker, 
2015; Pickard, 2011, 2014, 2015, 2017; Pickard & Ward, 2013, Kennett, 2002, 
2009; El-Alti, 2023, Burroughs, 2020)? 
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Others, myself included, are (also) interested in the possibility of moral agency 
beyond the classificatory space of Homo sapiens. Can nonhuman animals, like 
dogs or apes, act morally rightly or wrongly, well, or badly (de Waal, 2006; Bekoff 
& Pierce, 2009; Rowlands, 2012; Vincent et al., 2018)? If so, can they be praise- or 
blameworthy for their conduct? And can artificial intelligence entities, like 
autonomous robots or advanced computers, behave in morally right or wrong 
ways, and ever be properly considered praise- or blameworthy for their behavior 
(Himma, 2009; Johnson, 2006; Floridi & Sanders, 2004; Sullins, 2011; Parthemore 
& Whitby, 2013)?  

1.1 Background 
It is, perhaps, not difficult to see why questions about the boundaries of moral 
agency are receiving increasingly scholarly attention. For one, the general 
philosophical discussion about moral agency and responsibility has recently 
become less and less concerned with questions about free will and conscious 
deliberation, and more so with the nature of those of our everyday interactions 
and practices that assume moral agency and responsibility. Hence, the (quite 
idealized) picture of moral agents as free, independent, and rational has found 
competition in ideas that emphasize the social and emotional significance of our 
practices of attributing or withholding moral responsibility. Attempts at describing 
the nature, shape, and function of said emotions and practices have, in turn, made 
apparent the need for nuanced, flexible, and sensitive conceptions of moral agency.  

At the same time, empirical psychological data indicate that the cognitive 
processes underlying our behaviors, evaluations, and decisions are often not 
transparent to us, and diverge from the reasons we ourselves provide (in the form 
of, for instance, explanations, excuses, or justifications). For example, when people 
are asked to provide reasons for their choices and evaluations, they regularly seem 
to lack awareness of the stimuli that influenced their responses, and instead point 
to other (ad hoc) reasons (Nisbett & Wilson 1977; Haidt, 2001; Wilson, 2002; 
Doris, 2002; Bargh & Ferguson, 2000; Bargh & Chartrand 1999; Bargh et al, 2012; 
Kahneman, 2011). 

Psychological states and processes are thus to great extent non-conscious and 
determined by circumstantial and social factors, all of which implies that even 
moral attention and motivation, and subsequently, our moral judgments and 
decisions, are influenced by factors that are typically unknown to us and often 
independent of conscious guidance (Bargh & Ferguson, 2000; Wilson, 2002; 
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Kahneman, 2011; Doris, 2002). For instance, experiments have shown that 
people’s tendency to help strangers in distress is largely dependent on (morally 
irrelevant) situational factors, such as having found or not found a coin (Isen & 
Levin, 1972; Darley & Batson, 1973).  

Furthermore, research has also revealed the extent to which evaluations, 
behavior, and decisions are influenced by implicit biases (Uhlmann & Cohen 2005; 
Greenwald & Krieger, 2006; Nosek et al. 2007). Taken together, these results chal-
lenge the relevance and validity of traditional philosophical conceptions of moral 
agency which assume free will or control, robust character traits or values, and 
rational or conscious deliberation. They instead, lend support to accounts that 
favor moral agency as, at least in part, dependent on, and driven by, habitual and 
non-conscious processes as well as circumstantial and social factors. Many recent 
accounts, therefore, favor conceptions of moral agency that are better suited to 
account for the nuances and intricacies of real-life interactions where moral agency 
is assumed (Strawson, 1962/1982; Wolf, 1987/2013; McKenna, 2012; Wallace, 
1994; Watson, 1987/2004; Shoemaker, 2015; Sie, 2014; Arpaly, 2002; Doris, 2015; 
Vargas, 2013; McGeer, 2019; Macnamara, 2015a). 

Above and beyond these developments, the recent expansion of the interest in 
nonhuman moral agency specifically seems to have been inspired by additional 
factors. For instance, new findings in comparative cognition have challenged 
traditional assumptions about the behavior and minds of nonhuman animals 
(Allen & Bekoff, 1997; Shettleworth, 2012; Beran et al., 2014; Andrews, 2020a; 
Andrews & Monsó, 2021) as wholly distinct from, and lesser-than, human. This 
“cognitive turn” (Jamieson & Bekoff, 1992, p. 110) in animal science has, at the 
same time, been accompanied by the emergence of multidisciplinary research fields 
within the humanities, social and educational sciences, such as human-animal 
studies (or anthrozoology) (Shapiro & DeMello, 2010; DeMello, 2021), and critical 
animal studies (Best et al., 2007; Best, 2009).  

This animal turn1 in the humanities and social sciences marks a significant 
change of focus (and, according to some, even a change in method and theory 
(Pedersen, 2014) in the academic study of other animals. Instead of merely seeing 
and describing nonhuman animals as entirely alien or other objects to study or 
observe, the starting point is that they are possible subjects.  

In parallel, discussions on the moral and political standing of animals have in-
creasingly started to apply concepts such as justice, personhood, and citizenship 

 
1  Simmons and Armstrong (2007) accredit the phrase animal turn to Sarah Franklin who used it at 

the 2003 Cultural Studies Association of Australasia conference. Also see Pedersen (2014). 
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(Nussbaum, 2005; Varner, 2012; Kymlicka & Donaldson, 2014; Sunstein, 2005; 
Aaltola, 2008; see also Cochrane et al., 2018), in contrast to the heavy emphasis of 
earlier discussions on sentience, protection and basic interests or rights (Singer, 
1975; Regan, 1983/2004). In addition, the last decade has seen an increased 
scholarly interest in and recognition of nonhuman animals as co-inhabitants, 
participants, partners, co-workers, or even citizens (Donaldson & Kymlicka, 2011; 
Blattner et al., 2019; Meijer, 2019) of human societies and political and social 
institutions. Together, these developments reflect a trend where scholars are 
moving away from viewing nonhuman animals as mere passive recipients or 
objects of care and concern towards viewing them as potential social, political, and 
even moral agents.  

At the same time, the development and potential of increasingly advanced and 
autonomous machines and programs has raised a number of philosophical, ethical, 
and legal issues. Before the twenty-first century, most philosophical interest in the 
possibility of artificial intelligence, consciousness, and morality was raised in 
science fiction literature and drama. Prominent examples can be found in Isaac 
Asimov’s short story “Runaround” which introduced the “Three Laws of 
Robotics” (1942), and Philip K. Dick’s “Do Androids Dream of Electric Sheep?” 
(1968), which, among other things, raised epistemic and ethical issues regarding 
the possibility of consciousness in artificial humans (or androids). The comparative 
lack of academic philosophical interest can probably be attributed to the 
technological limitations of earlier AI systems (see Franklin, 2014).  

However, the last two decades have seen a dramatic increase in the 
development and use of AI. AI systems are now being deployed in a wide range 
of contexts, such as education, healthcare, transportation, surveillance, finance, 
and the military (see Coeckelbergh, 2020a; Stone et al., 2016). Some examples of 
recent AI-based applications that have spurred public, as well as philosophical, 
interest, and controversy are Open AI’s chatbot ChatGPT and their image 
generator DALL-E (Floridi, 2023; Rudolph et al., 2023). 

These developments have been accompanied by the emergence of a broad field 
of research into the philosophy and ethics of artificial intelligence and robotics.2 
The questions of this field can be divided into two main types: one regarding the 
behavior and responsibility of humans in designing, using, and treating AI systems3 
and the other concerning the behavior, nature, and (moral) responsibility of 

 
2  This is called the ethics of artificial intelligence (Müller, 2021). 
3  This is where robot ethics or roboethics, which concerns the design, use, and treatment of robots, 

belongs (Veruggio, 2006; Müller, 2021). 
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machines that use AI (Bostrom & Yudkowsky, 2018; Coeckelbergh, 2020a).4 Much 
of the focus within this latter branch is still concerned with questions about how 
to design and implement AI systems to ensure that they behave in accordance with 
certain human moral standards. Is it, for instance, possible to build and program 
autonomous vehicles, such as self-driving cars, that can not only move safely in 
traffic but also make decisions based on pre-programmed or learned moral rules 
or principles? A related, but further, question, and one that I address in this thesis, 
is whether machines (including robots) that use AI can themselves be considered 
moral agents.  

Artificial intelligence entities and nonhuman animals both represent categories 
of nonhuman others. That is, they are types of beings or entities who fall outside 
the notion of the typical adult human, the presumed paradigm of a moral agent. 
As such, AI and animals are nonhuman nonstandard cases of possible moral 
agents. Yet, they each bring their own set of questions to a head. Advanced and 
autonomous machines and programs are artificial and man-made, and many times 
capable of written or spoken communication. However, while AI may be 
described as, and considered, intelligent, as well as possible to be engaged with 
linguistically, there is widespread skepticism about the existence and possibility of 
conscious machines (Purves et al., 2015; Dehaene et al., 2017; Johnson & Verdicchio, 
2018; Birhane & van Dijk, 2020).  

Nonhuman animals, on the other hand, are natural organisms and generally 
considered to possess phenomenal mental states5 such as conscious sensations and 
feelings.6 However, generally speaking, other animals are usually not attributed 
high (human) levels of intelligence (Nakajima et al., 2002), such as rationality or 
(self)reflection and (certain forms of) self-awareness (Korsgaard, 1996; Tulving, 
2005) and are presumed incapable of language, and sometimes also beliefs 
(Davidson, 1982, 1984) and concepts (Davidson, 1982, 1984; Laurence & 
Margolis, 2012). In this way, AI and nonhuman animals present differential sets of 
similarities and differences in relation to the (perceived) features of typical adult 
humans.  

The assumptions and perceived characteristics associated with each of these 
groups therefore prompt different intuitions and produce slightly different areas 

 
4  This is sometimes referred to as machine ethics (Anderson & Anderson, 2011; Moor, 2006; Allen 

et al., 2006). 
5  At least in the case of vertebrates and certain invertebrates (Low et al., 2012). 
6  A contemporary exception is found in Carruthers (2019), who denies that other animals possess 

phenomenal consciousness. 
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2  This is called the ethics of artificial intelligence (Müller, 2021). 
3  This is where robot ethics or roboethics, which concerns the design, use, and treatment of robots, 

belongs (Veruggio, 2006; Müller, 2021). 
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machines that use AI (Bostrom & Yudkowsky, 2018; Coeckelbergh, 2020a).4 Much 
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4  This is sometimes referred to as machine ethics (Anderson & Anderson, 2011; Moor, 2006; Allen 

et al., 2006). 
5  At least in the case of vertebrates and certain invertebrates (Low et al., 2012). 
6  A contemporary exception is found in Carruthers (2019), who denies that other animals possess 

phenomenal consciousness. 
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of inquiry about the nature, requirements, and possibility of moral agency. In this 
way, considerations of moral agency in animals and machines can also serve to 
make explicit assumptions about human nature and human uniqueness, as well as 
about (moral) agency and responsibility in general (Loughnan & Haslam, 2007).  

At the same time, there is some reason to question these assumed differences 
between animals and machines, both concerning their presumed grounds and their 
related implications. For one, the artificial-natural distinction is, in and by itself, 
far from clear. Moreover, it is not obvious what relevance any such distinction 
would have for questions relating to moral agency, such as questions concerning 
phenomenal consciousness, intentionality, conscious deliberation, and free will. 
While machines are man-made, one can imagine advanced AI capable of adjusting 
to environmental changes in flexible ways similar to the biological and behavioral 
adaptation and learning of natural organisms. In addition, if machines were manu-
factured from biological materials like those of sentient organisms, there appears 
to be room to question the assumption that they cannot be sentient due to their 
mere physical constitution. Similarly, artificial selection represents an ancient albeit 
directed process in which humans exploit (animal) breeding to develop living and 
sentient beings with certain characteristics. Likewise, more recent biotechnology, 
such as artificial insemination, IVF, and cloning, have made it possible to create 
both human and nonhuman animals without relying on certain aspects of natural 
reproduction. Future biotechnological developments may make it possible to create 
organisms in ways that even more radically circumvent naturally available 
reproductive means. The assumed distinction between the natural and the artificial 
may be further blurred in light of increasing integration of natural organisms and 
non-organic technology, as in the case of prostheses, implants, or artificial organs, 
aimed at restoring or enhancing physical or mental capabilities.  

The question of to what extent we have reason to cling to distinctions between 
the natural and the artificial, and related more advanced ones will be discussed 
further on in this thesis. For now, however, I will proceed from the assumptions 
in these debates regarding the difference between artificial and organic agents, 
regardless of who exactly fits either category. 

One issue commonly discussed in relation to the possibility of artificial moral 
agents is whether an artificial entity can have the type of freedom or control 
traditionally assumed to be required for moral agency, seeing that it has been 
designed and programmed to behave in certain ways. If the answer to this question 
is no, the obvious follow-up seems to be to ask what this might mean for the 
possibility of human moral agency. Is there, for instance, any relevant difference 
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between the ways machines are determined by design and programming, and the 
various genetic and environmental conditions that determine the choices and 
behaviors of human beings?  

Another common worry is that, despite the seeming linguistic evidence of 
mental states such as beliefs and attitudes in some artificial entities, these displays 
cannot be considered relevant for moral agency, as they are mere simulations and 
not the real deal. However, as discussed in Paper I, this type of epistemic skepti-
cism seems to raise similar issues in the case of humans. 

Considerations about nonhuman animal moral agency make explicit other fun-
damental intuitions and assumptions. Is it, for instance, sufficient that an animal 
acts or behaves in accordance with what is right or good for them to be considered 
a moral agent? Or does moral agency require more than a benevolent disposition, such 
as, say, conscious and rational deliberation? If so, what are the implications of such 
requirements for typical adult humans? To what extent is, for example, the 
behavior and choices of humans typically taken to indicate moral agency and re-
sponsibility really grounded in conscious reflection, rather than habitual, affective, 
or non-conscious processes? 

Artificial intelligence entities and nonhuman animals thus present us with 
distinct sets of similarities and differences to (typical adult) humans. As such, 
considering these cases has the potential to make apparent different assumptions 
and issues regarding moral agency in general. Considering the possibility of 
nonhuman moral agency is therefore akin to, and can complement, discussions 
about the possibility of moral agency in nonstandard or marginal human cases, such 
as very young children or adults with allegedly moral agency-undermining conditions 
or disabilities (Shoemaker, 2015; Pickard, 2011, 2014, 2015, 2017; Pickard & Ward, 
2013, Kennett, 2002, 2009; El-Alti, 2023, Burroughs, 2020)? 

Considerations of moral agency in nonhuman entities are thus philosophically 
significant because they require us to spell out, and critically reflect on, the grounds 
of moral agency in general, thereby expanding and enrichening the general philos-
ophy of moral agency and responsibility. In other words, we are forced to face the 
question: What does it take for any entity to be a moral agent? Critical assessment 
may force us to reconsider the validity and relevance of commonly assumed 
requirements of moral agency. We may, for instance, find that some requirements 
exclude some people whom we, in fact, usually include in our moral responsibility 
practices. Or, worse, we may find that some of our commonly assumed 
requirements are, on reflection, too strict to include any human. But the inquiry 
into nonhuman moral agency is also of importance for more practical reasons. The 
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practices and behaviors of an ever-increasing human population have had (and still 
has) a massive impact on the living conditions of nonhuman animals. We share 
our homes and lives with dogs, cats, horses, and other domestic animals, and have 
done so, in some way or another, for thousands of years (Jensen, 2017). Some 
consider animals used for work as partners or colleagues (Dashper, 2016; Charles 
et al., 2022), and many people view their companion animals as friends and even 
family members (Fox, 2006; Charles & Davies, 2008).  

In addition, human settlements, like cities and other urban areas are co-
inhabited by so-called liminal animals, like brown rats, foxes, squirrels, rabbits, rac-
coons, rabbits, hares, jackdaws, pigeons, and magpies. These animals are neither 
fully wild nor fully domesticated7 but exist in a marginal space, rely on 
anthropogenic food sources, such as human waste, take shelter in human-made 
structures, and are more or less used to the presence of humans (Donaldson & 
Kymlicka, 2011, 2016; Kalof & Whitley, 2021; Brouwer, 2018). 

Nonhuman animals, such as mice, rats, zebrafish, rabbits, guinea pigs, chickens, 
dogs, cats, reptiles, amphibians, monkeys, and other primates, among others, are 
also kept and used by humans for scientific purposes (Hickman et al., 2017; 
ALURES, 2020). The number of animals used in experiments worldwide has been 
estimated to be close to a staggering 200 million individuals just for the year 2015 
(Taylor & Alvarez, 2019).  

Not to forget, hunting and farming have caused wild mammal biomass to de-
crease by 85% through direct killing and habitat loss. At the same time, livestock, 
that is, animals bred, confined, and slaughtered for human consumption, have 
come to outweigh wild mammals and birds by a factor of ten. Mammals used as 
livestock, such as cattle, pigs, sheep, and goats, now make up 94% of global 
mammal biomass (excluding humans), and poultry make up 71% of the world’s 
bird biomass. In fact, humans and our livestock together outweigh the biomass of 
all land-dwelling vertebrates combined (Ritchie et al., 2022; Ritchie, 2019; Bar-On 
et al., 2018).8 

At the same time, there is an accelerating development of increasingly 
intelligent, autonomous, self-learning, and socially capable and integrated 
machines and programs. People interact with, and are increasingly exposed to, AI 
on a regular basis through, for instance, applications using speech recognition (like 
personal assistants and customer service) (Xu et al., 2020), social media bots 

 
7  Although domestic animals can be liminal, such as feral or stray cats, dogs, and rabbits. 
8  These human-induced effects are also part of and cause of what is sometimes referred to as the 

Anthropocene, the “human-dominated geological epoch” (Lewis & Maslin, 2015, p. 171).   
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posting, for example, political content (Stieglitz et al., 2017), non-playable 
characters (NPCs) in video games (Mehta et al., 2022n), recommendation and 
targeting systems on streaming services, online stores or social media (Milano et 
al., 2020), digital or robotic teachers or teaching assistants (Kim et al., 2020), 
companions and robotic pets (Skjuve et al., 2021; Petersen et al., 2017; Aarskog et 
al., 2019), and medical assistants and caregivers (Morley et al., 2020). 

What is more, people seem to readily anthropomorphize artificial entities that 
appear and behave in humanlike and empathetic ways (Pelau et al., 2021; Waytz et 
al., 2014). We treat robots in ways indicating the implicit attribution of mental 
states to them, even when verbally denying that they have such states (Thellman 
et al., 2020). And some people even view and treat robots and AI systems as 
coworkers (Sauppé & Mutlu, 2015) or appreciated colleagues (c.f. Nyholm & 
Smids, 2020), friends (Newman, 2014; see also Elder, 2017; Skjuve et al., 2021), 
romantic companions or sex partners (Döring et al., 2020). While some such 
attribution may be unintentional from the perspective of designers and 
programmers, many AI applications are designed to exploit human cognitive and 
affective biases and target vulnerabilities (Nadler & McGuigan, 2018)9 

Considering the current, as well as potential future, prevalence of nonhuman 
animals and AI in human social contexts and settings, a potential expansion of 
who are and who are not included as presumed moral agents could very well 
transform the basic building blocks of our social, moral, and legal practices. Moral 
agents are usually considered eligible for certain kinds of responses and treatments, 
such as blame and praise, ascriptions of moral responsibility, and other social 
sanctions, all of which would otherwise be inappropriate. The inclusion or 
exclusion of artificial entities and nonhuman animals as moral agents may 
therefore present further and potentially far-reaching practical implications. In 
addition, in light of a possible link between moral agency and moral patiency, these 
questions may also reveal further and quite pressing normative issues. For instance, 
I suggest that, due to our moral psychological inclinations, we have normative 
reasons for ascribing to moral patients a particular type of moral agency (Chapter 
5). 

 
9  This is not because designers and programmers necessarily wish to mislead or deceive users. 

Instead, the reliance on cues that elicit humanness mediate interaction and trust, and subsequently 
serve to improve function and efficiency of many AI applications (see, for example, Hancock et 
al., 2011). 
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1.2 The Rest of this Thesis 
Each of the papers (I-IV) deals with one or several of the themes mentioned in 
the preceding section. Paper I focuses on charting and analyzing the various ques-
tions discussed in relation to artificial moral agency, such as whether free will and 
consciousness are necessary requirements. The conclusion of this paper is that 
much of the debate has been stuck in theoretical disagreements of little to no 
practical significance, which highlights the need for an alternative approach. Paper 
II picks up on this suggestion, by investigating the possibility of nonhuman animal 
moral agency using such an alternative approach. If moral agency is defined in 
terms of participation in certain social practices, I argue, the prospect of 
nonhuman animal moral agency appears to be more likely than usually thought.  

Paper III employs a communicative understanding of moral responsibility 
practices, specifying participation in such practices in terms of engagement in a 
certain type of moral exchange or conversation. Given a functional analysis of 
these communicative practices, moral agency is then claimed to be applicable to 
typically exempted humans and nonhuman entities in virtue of them qualifying as 
a particular kind of participant. Paper IV draws on finding from Paper III and 
argues that there are independent normative reasons for avoiding the exemption 
of moral patients from moral agency. We should, as a default, try to view all moral 
patients as (potential) sources or makers of moral claims and demands. Each of 
these papers are summarized and elaborated on further below. 

In addition to this preface, and the four papers just summarized, the thesis 
consists of four chapters, devoted to describing and analyzing central topical 
themes of the thesis. The over-arching aim of these chapters is to provide a 
philosophical background to the papers and to better explain their philosophical 
contributions. Chapter 2 clarifies some central philosophical concepts used in 
discussions about moral agency and responsibility and outlines some influential 
contemporary accounts or positions about moral agency and responsibility of 
importance to the claims and arguments developed in this thesis. Chapter 3 
continues by specifying the underlying strategy and possible virtues of the favored 
method and account of this thesis: the practice-focused approach to moral agency. 
The chapter proceeds by discussing some prominent examples that fit the 
description of this approach, as well as contributions made to this approach in this 
thesis.  

Chapter 4 discusses and analyzes the various debates on nonstandard human 
and nonhuman cases of moral agency, points out potential gaps and limitations in 
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these discussions, and highlights possible remedies suggested in this thesis. 
Chapter 5 addresses the relationship between moral agency and moral patiency by 
assessing their traditionally assumed differences and proposing a revision in light 
of the normative implications of Paper IV. The thesis is then concluded by an 
overview of its main findings and conclusions (Chapter 6) and extended 
summaries of the Papers I-IV (Chapter 7).
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summaries of the Papers I-IV (Chapter 7).



 

 

2 Moral Agency and Moral 
Responsibility 

A standard way of defining moral agency is to say that someone is a moral agent 
to the extent that they can be ascribed the moral qualities of their actions, so that 
they are not only performing, say, a wrongful act but thereby also, in virtue of this, 
a wrongdoer. This links closely to a notion of moral responsibility according to 
which all moral agents are, in virtue of this agency, potentially blame- or praise-
worthy for their acts (in view of the acts’ moral qualities) or they are fit to be 
ascribed forward-looking responsibilities, in terms of duties (Talbert, 2022). 

However, none of this really answers what it takes to be a moral agent or, in 
effect, to be morally responsible. Neither does it explain how these concepts are 
linked to each other, given specific ascriptions of agency and responsibility, or 
what more exact actions and moral reactions might be appropriate or justified 
given that someone is or is not a moral agent or morally responsible. Thus, to 
approach the question about moral agency in nonhuman entities and nonstandard 
human cases, we need more detailed and specific theorizing. 

I believe that a fruitful way of approaching this challenge is to attend to the 
social contexts and practices to which these concepts apply, and in which they are 
used, for instance by ascribing aspects of moral agency to some entities while with-
holding them from others. This practice-focused approach, as I will call it, to the 
question of moral agency can be summed up thus: to be a moral agent is to 
participate in moral responsibility practices. This approach forms a fundamental 
part of the methodology of this thesis and is developed and defended in Chapter 
3. What is included in moral responsibility practices is discussed at length in Papers 
II and III.  

For now, however, I will use the loose characterization made above as starting 
point for introducing the challenges involved in making sense of the concepts and 
issues mentioned at the outset of this section. From my standpoint of a commit-
ment to the practice-focused approach, a good place to start elucidating these 
concepts and issues is to consider some everyday scenarios involving examples of 
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paradigm moral agents, as well as beings typically exempted from moral agency in 
our moral practices. 

Let us start with two, seemingly similar, scenarios, which both involve two 
human beings but seem to evoke very different intuitions (and correlated action 
tendencies) regarding moral agency. In the first scenario, a baby reaches toward 
someone’s face and pokes them in the eye, making it sore and red. In the second 
scenario, a (typical) adult human reaches toward a person’s face and pokes them 
in the eye, causing the same outcome. When considering the first scenario, we may 
indeed say that the baby caused the eye to become sore and red. In other words, the 
baby can be properly considered causally responsible for the afflicted person’s pain 
and discomfort. This is because the baby is clearly the salient cause of the eye 
getting sore. We might even say that the baby poked the person’s eye intentionally. 
They might, for example, have formed a (rather skillful, however unfortunate) 
habit of aiming for, and successfully poking, people in their eyes. 

Still, it would seem misplaced, and even cruel, to judge the baby as responsible 
in a moral sense – by implying that their behavior discloses a bad character, by 
trying to morally reason with them, or blaming them. However annoying, trouble-
some, or inconvenient the actions of a baby may be, babies do not seem to be 
eligible for ascriptions or reactions of moral responsibility. Following Shoemaker’s 
(2011, 2015) tripartite theory of moral responsibility, one could thus say that babies 
are ineligible for any of the three types of responsibility assessments in terms of 
attributability, answerability and accountability.10 Babies are not eligible for moral 
assessments about how the moral features of the behavior, character trait, or its 
consequences could be attributed in the right way to the baby’s value system or 
moral character (Scanlon 1998; A.M. Smith 2005; Hieronymi, 2008). Neither do 
babies appear to be eligible for answerability demands, which would involve, that 
is, asking or urging the baby to provide reasons for their behavior and assessing 
the baby’s evaluative judgments (Shoemaker, 2011, 2015). Nor do babies appear 
to be open to being held responsible for their actions, for example, by demanding 
certain conduct from them and blaming them if they fail to comply (Watson 
1996/2004; Shoemaker, 2015). Neither causal nor intentional agency thus seem 
sufficient for moral agency and responsibility. 

While babies do not seem to inhabit the position, role, or status required for 
the appropriate application of concepts and practices involving moral 
responsibility, things appear very much in a different light when considering the 

 
10  See also the pluralist suggestions of Watson (1996/2004), Macnamara (2011), and Mason 

(2019). 
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eye-poking (typical) adult. Here, we seem inclined to apply a further range of 
concepts and practices, above and beyond descriptions and explanations 
pertaining to causality, intentionality, or to management aimed at reducing similar 
things in the future. We might, for example, say that they were wrong, bad, or mean 
to poke the person in the eye. We might also demand to know why they poked the 
person in the eye, ask that they apologize for their behavior, and maybe even 
require them to accompany the person to the ER or compensate them for their 
inconvenience (if necessary). 

So, while both scenarios involve human behavior with the same outcome, and 
while both are classifiable as unfortunate or harmful, they clearly generate very 
distinct intuitions in us regarding what response to the agent is appropriate. When 
an adult pokes someone in the eye, this triggers a readiness in others to view and 
interact with them in particular ways that are markedly different from when the 
same act is performed by a baby. This inclination seems to reflect an assumption 
that typical adult humans, but not babies, are eligible for assessments and 
responses of moral responsibility. This eligibility involves, at a first approximation, 
the attribution of moral agency. 

When we ascribe moral responsibility or hold someone morally responsible, 
we thus seem to track and respond to features beyond particular behaviors or 
outcomes. We seem to track features that underly or constitute eligibility for 
ascriptions of moral responsibility. Such eligibility requires that the entity in 
question has more than a mere causal relationship to their actions and the 
consequences of these. They also need to be a moral agent. As such, moral agency 
is commonly assumed to be a prerequisite for ascriptions of moral responsibility 
for particular acts or outcomes. 

According to a widely endorsed view, moral responsibility requires that the 
being in question stands in the right relation to their actions (or the outcome of 
their actions) (Talbert, 2022). This means that whatever features implicated as 
necessary by such conditions, underlie what it takes to be a moral agent. To 
understand the shape of debates regarding moral agency, its nature, and its 
presence or lack of presence in specific instances, it is therefore essential to grasp 
the basic conditions of moral responsibility. As the practice-focused approach to 
moral agency works by analyzing the conditions of participation in actual social 
practices of ascribing or withholding moral responsibility, this general structure of 
the relationship between the notions of moral agency and responsibility is further 
underlined. The next section provides a brief outline of two generally embraced 
basic conditions of moral responsibility. 
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2.1 Moral Responsibility: Basic Conditions, 
Positions and Debates 
A common view among philosophers is that an agent needs to meet both an 
epistemic and a control condition to be morally responsible for something (see Rudy-
Hiller, 2022a). These conditions can be traced back to Aristotle’s excusing 
conditions of “force” and “ignorance” (Aristotle, ca 350 B. C. E./2002, 1109b30-
1111b1; see also Fischer and Ravizza, 1998, Ch. 1; Nelkin & Rickless, 2017). The 
idea is that an agent needs to be free from undue force, coercion, compulsion, or 
other constraints, such that their choices and actions are up to them, and that they 
need to have certain knowledge or mental states, such as beliefs, about their action 
and its outcome, to be morally responsible for it. 

It may be worth pointing out that distinguishing between a control and an 
epistemic condition does not necessarily mean that they are “entirely distinct, since 
how an agent controls her conduct will be in part a function of her epistemic 
resources” (McKenna, 2012, Ch. 1, p. 13). For example, if the adult eye-poker 
would lack, say, awareness of the position of their limbs (due to an injury), it seems 
reasonable to question whether they acted freely when they unknowingly poked 
someone in the eye.11 

Nevertheless, the control and epistemic conditions serve as helpful starting 
points for thinking about, and analyzing, what different accounts say about the 
requirements and scope of moral agency. If control and knowledge are necessary 
for being morally responsible for an action or outcome, general moral agency 
requires whatever features that underly or enable such control and knowledge.  

2.1.1 The Control Condition 
The control condition of moral responsibility can be put in terms of having control 
over one’s choices and behavior. A traditional understanding of what it means to 
have such control is that one has free will in the sense that one could have done otherwise. 
In other words, free will requires alternate possibilities that are available to the 
agent in the sense that the agent is able to effectively choose to act in different 
ways. Another central sense or interpretation of the control condition is sourcehood. 
This notion does not concern what one can do or could have done, but rather how 
one’s actions were actually brought about. According to this notion, an agent has 

 
11  See McKenna (2012, Ch. 1, p. 13) for a helpful discussion. 
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control over their conduct if they are the ultimate causal source of their own 
actions (O’Connor & Franklin, 2022).  

The assumption that free will or sourcehood (in the described senses) is 
necessary for moral agency has historically led much of the philosophical debate 
to focus on whether free will or sourcehood is compatible with living in a causally 
deterministic universe. Causal determinism means that any disposition, behavior, 
choice, or action that exists or occurs, however genuine, free, deliberate, or 
intentional it may seem, can be explained as caused by some prior event together 
with the laws of nature and the total past state of the universe. The question, 
therefore, is whether anyone can have control over their choices and behavior, in 
either of the described senses, if every event, including things like human 
disposition, deliberation and action, is causally necessitated in this way? 

Free will incompatibilists have, in various ways, asserted that determinism is 
incompatible with free will. For instance, according to the consequence argument, if 
determinism is true, then no one seems to have power to alter the facts of the 
future (Ginet 1966, 1990; van Inwagen, 1975, 1983; Wiggins, 1973; Lamb, 1977; 
see also Vihvelin, 2022). Therefore, no person has freedom in the sense of being 
able to act differently than they in fact do. In a similar sense, the truth of 
determinism may appear to be at odds with control in terms of sourcehood. This 
is because, if determinism is true, then every fact about the past together with the 
laws of nature constitute sufficient conditions for every truth about the future 
(McKenna & Coates, 2021). Therefore, no person appears to be the ultimate causal 
source of their behavior. 

If control requires the ability to do otherwise than one did (that is, free will) or 
to be the ultimate source of one’s behavior, then control seems incompatible with 
existing in a causally deterministic world. This would mean that no entity, including 
typical adult humans, let alone babies, can have the kind of control required for 
moral responsibility. Consequently, on this line of reasoning, there would be no 
moral agents.12 Hence, the consequence argument supports skepticism about free 
will and moral responsibility. 

A classic rejection of such free will and responsibility skepticism is found in 
libertarian accounts of free will. Libertarians are incompatibilists. That is, like the 
free will skeptics, they maintain that causal determinism, if true, is incompatible 
with free will. However, they deny the truth of causal determinism, and believe 
that agents (sometimes) have free will. Libertarian accounts of free will internally 

 
12  Note, however, that this argument can still allow for independent justifications for holding 

people morally responsible. 
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disagree on two main questions: (i) the type of indeterminism required for free will 
and (ii) where in the process leading to an action indeterminism has to be located 
to result in free actions (Clarke et al., 2021). 

According to non-causal libertarians, either free actions are not caused by any-
thing, or such actions are non-deterministically caused. Free actions are “simple” 
or “basic” actions, such as “a mental event that does not consist of one mental 
event causing others”. Such free actions also have an intrinsic actish “phenomenal 
quality” (Ginet, 1997, p. 89) or are intrinsically intentional (Ginet, 1989, 1990, 
1997; Bergson, 1889/1910; McCann, 1998; see also Pereboom, 2014a).  

Event-causal libertarianism instead holds that free actions are non-
deterministically caused by precedent events. These are typically taken to be agent-
involving events, such as beliefs, preferences, desires, or evaluative judgments. In 
addition, the production of action needs to involve “some type of indeterminacy” 
(Pereboom, 2014b, p. 30; see also Ekstrom, 2000, 2003; Mele, 1995, 1996, 2006; 
Kane, 1996).  

Finally, according to agent-causal libertarians, agents nondeterministically 
cause free actions. This is since an agent, according to this type of libertarian 
theories, is itself a non-caused substance. As such, the actions caused by agents are 
distinct from other events in the world. When a marble rolls down a hill, it does 
so because of natural forces, its own structure, etc. But actions performed by 
agents cannot be explained by reference to prior states or any other state of events. 
This is because agents are uncaused causes of free decisions, with the power to 
start new causal chains (Kant, 1781/1787/1987; Berkeley, 1710/1998; Reid, 
1788/1969; Chisholm, 1966; Griffith, 2010; see also Pereboom, 2014a). 

A third position on the problem of causal determinism, besides skepticism and 
libertarianism, is compatibilism. According to compatibilism, free will, and 
consequently moral responsibility, is not incompatible with the truth of 
determinism (as held by both free will skeptics and libertarians). Thomas Hobbes 
expresses a classical strand of compatibilism when stating that a person acts freely 
as long as there is “no stop, in doing what he has the will, desire, or inclination to 
doe [sic]” (1651/1997, p.108). According to this account, freedom is the ability to 
act as one wants or desires, in the absence of any external impediments. Because 
determinism does not seem to entail that we never act the way we want or desire, 
or that we are always restricted or impeded, it is compatible with free will. This 
would mean that any agent who has a will or desires, and who can act in accordance 
with those, has free will. 
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However, this one-way (McKenna & Coates, 2021) interpretation of 
compatibilist free will has been criticized. Agents seem to be able to meet the stated 
conditions of willed actions and absence of external impediments, and still not 
appear to be truly free or morally responsible. For instance, people suffering from 
obsessive-compulsive disorder (OCD) or delusions can be said to act as they want 
and without finding any “stop” to do so.  But if an agent pokes someone in the 
eye because they suffer from an obsessive compulsion to do so, or because they 
have the delusional belief that the person’s eye is a light switch, their action does 
not seem to be free in any proper sense. This is, according to one line of 
incompatibilist critique, because freedom, and thus responsibility, requires that one 
could have acted otherwise than one did. Because the eye-poker suffering from 
OCD or a false fixed belief was unable to act in any other way than they did, they 
are not free, and hence not morally responsible for their action or its outcome. 

An alternative compatibilist account, aimed at satisfying the notion of freedom 
as the ability to do otherwise, and that aims to remedy the mentioned issue posed 
by internal impediments, is found in the classical compatibilist conditional analysis. 
According to this strategy, an agent’s ability to do otherwise is analyzed in 
conditional terms. An agent’s ability to act differently than what they did is 
therefore determined by considering how they would have acted given a 
counterfactual will, desire, decision, etc. The compatibilist conditional analysis thus 
specifies the ability to do otherwise at the time of action as consisting in the 
following type of counterfactual truth: if the agent had wanted, decided, willed, or 
chosen, to do some action Y instead of X at that time, then they would have done 
Y and not X (Moore, 1912; Ayer 1954/2013).  

But also this classical compatibilist notion of free will has been criticized from 
a control perspective. Assuming the truth of determinism, an agent is determined 
to have the wills, desires, or wants they have at the time of the action. As such, it 
does not matter to assert that they would have done differently given different 
wants. Because if determinism is true, all agents are determined to have the desires 
or wants they have, and so cannot act in any other way than they actually do. For 
example, the causal history of the OCD suffering eye-poker has led them to have 
a severe mental and behavioral disorder. They have an uncontrollable urge or need, 
to poke people in the eye. Hence, at the time of action, the eye-poker could not 
have had any other will, desire, or choice than they did. Despite acting in the 
absence of any external impediments or forces to do so, they could not have 
refrained from poking the person in the eye. As such, the conditional analysis fails 
to show that free will is compatible with determinism (van Inwagen 1983). 
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with those, has free will. 
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However, this one-way (McKenna & Coates, 2021) interpretation of 
compatibilist free will has been criticized. Agents seem to be able to meet the stated 
conditions of willed actions and absence of external impediments, and still not 
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as the ability to do otherwise, and that aims to remedy the mentioned issue posed 
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conditional terms. An agent’s ability to act differently than what they did is 
therefore determined by considering how they would have acted given a 
counterfactual will, desire, decision, etc. The compatibilist conditional analysis thus 
specifies the ability to do otherwise at the time of action as consisting in the 
following type of counterfactual truth: if the agent had wanted, decided, willed, or 
chosen, to do some action Y instead of X at that time, then they would have done 
Y and not X (Moore, 1912; Ayer 1954/2013).  
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a control perspective. Assuming the truth of determinism, an agent is determined 
to have the wills, desires, or wants they have at the time of the action. As such, it 
does not matter to assert that they would have done differently given different 
wants. Because if determinism is true, all agents are determined to have the desires 
or wants they have, and so cannot act in any other way than they actually do. For 
example, the causal history of the OCD suffering eye-poker has led them to have 
a severe mental and behavioral disorder. They have an uncontrollable urge or need, 
to poke people in the eye. Hence, at the time of action, the eye-poker could not 
have had any other will, desire, or choice than they did. Despite acting in the 
absence of any external impediments or forces to do so, they could not have 
refrained from poking the person in the eye. As such, the conditional analysis fails 
to show that free will is compatible with determinism (van Inwagen 1983). 
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The philosophical discussion about whether free will (and moral responsibility) 
is (in)compatible with determinism continues to this day. The contemporary 
(in)compatibilist debate is, among other things, concerned with various forms of 
so-called manipulation cases and responses to such cases (Kane, 1996; Taylor, 
1963; Pereboom, 2001; Mele, 1995; Mickelson, 2015, 2016). For the purposes of 
this thesis, however, I will now continue this introductory overview with relevant 
discussions in which the traditional questions about free will and determinism are 
(allegedly) not at issue.  

2.1.2 The Epistemic Condition 
As mentioned earlier, the second commonly assumed condition for moral 
responsibility is the epistemic, or knowledge, condition (Talbert, 2022). This 
condition is concerned with whether the agent had (or has) the cognitive state(s) 
required to be held morally responsible for a particular act. Were they sufficiently 
and properly aware of their choices or actions, the consequences and moral 
significance of those choices or actions, et cetera (Rudy-Hiller, 2022a)? For 
instance, did the baby and the adult know that they were about to poke someone 
in the eye? Were they aware that poking someone in the eye causes pain? And did 
they know that causing pain is, generally, morally bad or wrong?  

The epistemic condition can be taken to imply that moral agency requires 
having features or capacities enabling awareness of one’s action (what one is doing), 
the moral significance of one’s action (in terms of its valence or its right- or wrong-
, or good- or bad-making features), the consequences of one’s actions, and, 
according to some, awareness of alternative courses of action. These are all 
examples of contents of awareness. But the epistemic condition can also be 
interpretated as requiring certain kinds of awareness. These can, for instance, be 
knowledge, reasonable or justified belief, beliefs simpliciter, et cetera. Another 
central issue regarding type of awareness is whether such awareness needs to be 
occurrent or merely dispositional. In other words, does one need to have subjectively 
phenomenally manifest states at the time of the action, or is it sufficient that one 
has implicit beliefs, such as dormant, unconscious, or tacit beliefs (Haji 1997; Peels 
2011; Timpe 2011; Husak 2011; Nelkin & Rickless 2017; see Levy, 2014, Ch. 2)?13 

While the control and epistemic conditions are typically assumed to be distinct, 
there are those who deny this. For example, some argue that the epistemic 

 
13  See Ramsey (2022) for a discussion about suggested distinctions between explicit and implicit 

mental representation.  
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condition is part of the control condition (Mele, 2010; Nelkin & Rickless, 2017), 
and some even claim that there is not any distinct epistemic condition to begin 
with (Björnsson, 2017; see also Rudy-Hiller, 2022b, note 1). In the last couple of 
decades however, there has been increasing attention to questions and challenges 
regarding moral responsibility allegedly raised specifically by the epistemic 
condition. Some of these challenges are even considered to constitute distinctive 
skeptical threats to the possibility of moral responsibility (Rudy-Hiller, 2022a). 

Although it seems intuitive that moral responsibility requires awareness of 
certain kinds and with certain contents, the epistemic condition has been claimed 
to lead to a regress that may undermine ascriptions of moral responsibility in 
general. Consider the following example: an agent, such as our eye-poking adult, 
falsely believes that the victim is a mannequin. Since the agent is not aware that 
the person is, in fact, a living breathing human, they fail to satisfy the epistemic 
condition both with regards to awareness of action, and, in effect, also awareness 
of consequence and moral significance. Therefore, the eye-poker’s ignorance 
seems to excuse them from blame. 

However, it is widely assumed that ignorance can itself be blameworthy. Blame-
worthy ignorance is sometimes called culpable ignorance (H. M. Smith 1983). If the 
eye-poker is culpable for their ignorance of the fact that the victim is a human 
being, they may still be blameworthy for unwittingly causing the victim harm. But 
for the eye-poker’s ignorance to be blameworthy they need to be blameworthy for 
the belief that the person was a mannequin or for lacking the correct belief (that 
the mannequin is in fact a person). What does it take to be blameworthy for beliefs 
or for lacking the correct ones? According to volitionists (Robichaud, 2014), 
ignorance is blameworthy if it is brought about by an action/omission which the 
agent had direct control over and which is generally wrong (Alston 1988; 
Zimmerman 2002; Rosen 2004; Levy, 2011). Such benighting acts (H. M. Smith, 
1983) are thus acts or omissions which the agent brings about and the consequence 
of which is ignorance about the wrongness, badness, or the wrong- or bad-making 
features or facts, of one’s behavior.  

The eye-poker may, for instance, have performed benighting acts by failing to 
put on their glasses that morning, not asking a bystander to confirm the nature of 
the mannequin, and so on. But for the eye-poker to be blameworthy for any 
benighting act, they need to have performed them with the requisite awareness. If 
they lacked such awareness, however, they can only be blameworthy if it can be 
found that they performed another benighting act producing this lack of aware-
ness. Establishing blameworthiness for acts or omissions for which the agent lacks 
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decades however, there has been increasing attention to questions and challenges 
regarding moral responsibility allegedly raised specifically by the epistemic 
condition. Some of these challenges are even considered to constitute distinctive 
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awareness, thus appears to run into a problem of regress. The only way to 
terminate the regress would seem to be to find a point in time where the eye-poker 
performed a so-called akratic act. That is, an act or omission performed in full 
awareness of its consequences and moral significance (its wrongness). This would 
mean that only akratic actions, or actions that result from an akratic act, can be 
blameworthy. This would, however, mean that most everyday ascriptions of 
blameworthiness may be unwarranted (Zimmerman, 1997; Levy, 2011; Rosen, 
2004). 

This revisionist upshot has, however, been challenged in various ways. For in-
stance, some claim that clear-eyed akrasia (that is, having occurrent awareness of 
wrongdoing) is not necessary for blameworthiness. Non-occurent beliefs, such as 
dispositional or unconscious beliefs, are sufficient. Another way to stop the regress 
is to argue that agents can be blameworthy for their ignorance if their benighting 
acts are caused by epistemic vices, such as “overconfidence, arrogance, 
dismissiveness, laziness, dogmatism, incuriosity, self-indulgence, contempt, and so 
on” (W. J. FitzPatrick, 2008, p. 609).  

Quality of will-theories of moral responsibility oppose the regress by linking 
blameworthiness to substandard care or regard. On this view, agents can be 
blameworthy for an action despite lacking awareness about the wrongness of the 
action because the action may still express lack of concern or regard for those 
affected (Fields 1994; Arpaly 2002, 2015; Harman 2011; Talbert 2013, 2017; Mason 
2015; Björnsson 2017; Weatherson 2019, Ch. 5). 

The most radical response to the regress argument is found in capacitarianism 
(Rudy-Hiller, 2017). According to proponents of this family of views, an agent can 
be blameworthy also for fully unwitting actions that are wrong. That is, 
blameworthiness does not even require factual knowledge. It is sufficient that the 
agent should and could have known better (W. J. FitzPatrick 2008; Sher 2009; 
Clarke, 2017; Rudy-Hiller 2017; Amaya & Doris 2015; Murray & Vargas, 2020). 

In this thesis, the conditions of moral responsibility play central roles in all the 
papers. In Paper I, all aspects of both conditions are discussed at length. In Papers 
II and III the epistemic condition is in particular focus, while the control condition 
(primarily in terms of some sense of sourcehood) is discussed more indirectly, 
through the general discussion about what it means for someone to participate in 
a moral responsibility practice. In Paper IV the role of the conditions is less direct, 
but still present as the moral patiency of a being is there argued to morally warrant 
a particular perceptual stance in virtue of its epistemic value. Throughout, the 
arguments that are advanced assume the possibility of, or to some extent advances 
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specific variants of, a compatibilist moral responsibility approach that side-steps 
the traditional debates centering around determinism. 

2.2 The Moral Responsibility Compatibilist 
Approach 
A recent development in the moral agency and responsibility debate is to question 
the assumption that control in a sense that underlies the determinism-related 
debate is necessary for responsibility. Philosophers are increasingly asking 
questions about moral responsibility whose relevance do not bear on the truth of 
determinism. As we will see, many contemporary accounts ground moral agency 
and responsibility in features and practices beyond our control. Others, instead 
suggest less substantial or demanding conceptions of control or sourcehood, 
which are assumed to be compatible with determinism. These, moral responsibility 
compatibilist accounts of the conditions of moral responsibility make up the bulk of 
contemporary debates on moral agency and responsibility. 

This section presents some influential moral responsibility compatibilist 
accounts. As we will see, various accounts assume, imply or actively defend 
different positions on what it means to be fit for ascriptions of moral 
responsibility. Some accounts incorporate both the control and epistemic 
condition (in some variation), while others only incorporate one, yet others 
neither.  

2.2.1 Hierarchical Views 
A moral responsibility compatibilist account that has been highly influential in 
contemporary discussions is Harry G. Frankfurt’s (1971) hierarchical mesh theory. 
To fully appreciate Frankfurt’s proposal, it is helpful to first take a look at his 
challenge to what he calls the Principle of Alternate Possibilities (PAP), which 
expresses a free will variant of the control condition (Frankfurt, 1969). Frankfurt 
uses a series of thought experiments to show that people can be morally 
responsible for their behavior despite not having been able to act differently. This 
is so, he argues, because there may be circumstances that render it impossible for 
a person to act differently, without those circumstances necessarily causing the 
person to act the way they did. Consider, for example, the following case:  

Suppose someone – Black, let us say – wants Jones4 to perform a certain 
action. Black is prepared to go to considerable lengths to get his way, but he 



 40 •  NONHUMAN MORAL AGENCY 

 

awareness, thus appears to run into a problem of regress. The only way to 
terminate the regress would seem to be to find a point in time where the eye-poker 
performed a so-called akratic act. That is, an act or omission performed in full 
awareness of its consequences and moral significance (its wrongness). This would 
mean that only akratic actions, or actions that result from an akratic act, can be 
blameworthy. This would, however, mean that most everyday ascriptions of 
blameworthiness may be unwarranted (Zimmerman, 1997; Levy, 2011; Rosen, 
2004). 

This revisionist upshot has, however, been challenged in various ways. For in-
stance, some claim that clear-eyed akrasia (that is, having occurrent awareness of 
wrongdoing) is not necessary for blameworthiness. Non-occurent beliefs, such as 
dispositional or unconscious beliefs, are sufficient. Another way to stop the regress 
is to argue that agents can be blameworthy for their ignorance if their benighting 
acts are caused by epistemic vices, such as “overconfidence, arrogance, 
dismissiveness, laziness, dogmatism, incuriosity, self-indulgence, contempt, and so 
on” (W. J. FitzPatrick, 2008, p. 609).  

Quality of will-theories of moral responsibility oppose the regress by linking 
blameworthiness to substandard care or regard. On this view, agents can be 
blameworthy for an action despite lacking awareness about the wrongness of the 
action because the action may still express lack of concern or regard for those 
affected (Fields 1994; Arpaly 2002, 2015; Harman 2011; Talbert 2013, 2017; Mason 
2015; Björnsson 2017; Weatherson 2019, Ch. 5). 

The most radical response to the regress argument is found in capacitarianism 
(Rudy-Hiller, 2017). According to proponents of this family of views, an agent can 
be blameworthy also for fully unwitting actions that are wrong. That is, 
blameworthiness does not even require factual knowledge. It is sufficient that the 
agent should and could have known better (W. J. FitzPatrick 2008; Sher 2009; 
Clarke, 2017; Rudy-Hiller 2017; Amaya & Doris 2015; Murray & Vargas, 2020). 

In this thesis, the conditions of moral responsibility play central roles in all the 
papers. In Paper I, all aspects of both conditions are discussed at length. In Papers 
II and III the epistemic condition is in particular focus, while the control condition 
(primarily in terms of some sense of sourcehood) is discussed more indirectly, 
through the general discussion about what it means for someone to participate in 
a moral responsibility practice. In Paper IV the role of the conditions is less direct, 
but still present as the moral patiency of a being is there argued to morally warrant 
a particular perceptual stance in virtue of its epistemic value. Throughout, the 
arguments that are advanced assume the possibility of, or to some extent advances 

   MORAL AGENCY AND MORAL RESPONSIBILITY  • 41 

 

specific variants of, a compatibilist moral responsibility approach that side-steps 
the traditional debates centering around determinism. 

2.2 The Moral Responsibility Compatibilist 
Approach 
A recent development in the moral agency and responsibility debate is to question 
the assumption that control in a sense that underlies the determinism-related 
debate is necessary for responsibility. Philosophers are increasingly asking 
questions about moral responsibility whose relevance do not bear on the truth of 
determinism. As we will see, many contemporary accounts ground moral agency 
and responsibility in features and practices beyond our control. Others, instead 
suggest less substantial or demanding conceptions of control or sourcehood, 
which are assumed to be compatible with determinism. These, moral responsibility 
compatibilist accounts of the conditions of moral responsibility make up the bulk of 
contemporary debates on moral agency and responsibility. 

This section presents some influential moral responsibility compatibilist 
accounts. As we will see, various accounts assume, imply or actively defend 
different positions on what it means to be fit for ascriptions of moral 
responsibility. Some accounts incorporate both the control and epistemic 
condition (in some variation), while others only incorporate one, yet others 
neither.  

2.2.1 Hierarchical Views 
A moral responsibility compatibilist account that has been highly influential in 
contemporary discussions is Harry G. Frankfurt’s (1971) hierarchical mesh theory. 
To fully appreciate Frankfurt’s proposal, it is helpful to first take a look at his 
challenge to what he calls the Principle of Alternate Possibilities (PAP), which 
expresses a free will variant of the control condition (Frankfurt, 1969). Frankfurt 
uses a series of thought experiments to show that people can be morally 
responsible for their behavior despite not having been able to act differently. This 
is so, he argues, because there may be circumstances that render it impossible for 
a person to act differently, without those circumstances necessarily causing the 
person to act the way they did. Consider, for example, the following case:  
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prefers to avoid showing his hand unnecessarily. So he waits until Jones4 is 
about to make up his mind what to do, and he does nothing unless it is clear 
to him (Black is an excellent judge of such things) that Jones4 is going to 
decide to do something other than what he wants him to do. If it does 
become clear that Jones4 is going to decide to do something else, Black takes 
effective steps to ensure that Jones4 decides to do, and that he does do, what 
he wants him to do.8 Whatever Jones4's initial preferences and inclinations, 
then, Black will have his way. (…) [But, n]ow suppose that Black never has 
to show his hand because Jones4, for reasons of his own, decides to perform 
and does perform the very action Black wants him to perform. (Frankfurt, 
1969, p. 835-6) 

According to Frankfurt, cases like this show that agents can be morally responsible 
for their actions despite not having control in the sense of being able to act 
differently. Although Jones was not able to act in any other way than he did, his 
action was not caused by this fact.  Jones acted the way he did for reasons unrelated 
to Black’s readiness to manipulate him. He acted on reasons that were his own.  

Following this rejection of PAP, Frankfurt proposes an identification model of 
sourcehood, according to which an agent can be said to be morally responsible for 
their actions if they themselves determine their actions. Identification accounts of 
sourcehood, draw a distinction between attitudes (like desires or motivations) that 
are internal to the agent and those that are external. Since agents can be properly 
identified with some of their attitudes, any actions that result from such internal 
desires and motivations are self-determined (also see Watson, 1975).14  

Frankfurt’s particular account explains moral responsibility using the expres-
sion of free will but using it in terms of the ability to act from a will that one endorses 
or identifies with (and thus unrelated to determinism). Frankfurt identifies an 
agent’s will with one or more of their first-order desires, that is, desires about 
actions, such as eating chocolate, reading a book, or going for a jog. A will is, 
however, different from any desire in that it is an effective desire. That is, a will 
“moves (or will or would move) a person all the way to action” (1971, p. 8). 

 
14  Identification accounts of sourcehood have been proposed to be of roughly two kinds with 

regard to the nature of the identification relation between the agent and their attitude: authority 
accounts and authenticity accounts (Lippert-Rasmussen, 2003). Authority accounts identify an 
agent with “psychological elements that represent the person as the author” (2003, p. 368) of 
their own life.  Authenticity accounts identify agents with attitudes that disclose their true self, 
such as “the person’s deepest and most genuine commitments and desires” (2003, p. 368). 
Some, like Shoemaker (2015) combine these two accounts. In addition, the attitudes in question 
have been specified in terms of, for example, judgments or perceptions of the good (Watson 
1975; Stump, 1988; Ekstrom 1993; Mitchell-Yellin 2015), loves or cares (Shoemaker 2003; 
Jaworska 2007; Sripada 2016), and higher order desires (Frankfurt, 1971) (see also O’Connor & 
Franklin, 2022). 
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Second-order desires are desires about desires and can take the form of either 
wanting to have a certain desire or of wanting a desire to be one’s will. Frankfurt 
calls second-order desires of the latter kind second-order volitions. A person acts 
from a free will when their effective first-order desires align with their second-
order volitions, and then they are morally responsible for this act and its 
consequences. 

Frankfurt therefore claims that second-order volitions are “essential to being a 
person” (1971, p. 10) rather than a “wanton”. Wantons, such as some animals as 
well as humans like young children and certain adults, have second-order desires, 
but lack second-order volitions. They may deliberate about how to attain the things 
they want, but they are never concerned with whether their desires as such are 
desirable. Consequently, a wanton does not reflect on what they should or should 
not desire, nor do they care which desire wins out in the end. As such, a wanton 
is not morally responsible. A person, on the other hand, through second-order 
volitions, identifies with some of their first-order desires rather than others, and 
cares about how they play out, and is therefore morally responsible.  

To act freely, and subsequently be morally responsible for some action, 
Frankfurt holds, requires that one is moved by a will that one wants. Freedom of 
the will is therefore distinct from merely being free from external impediments or 
forces. A typical adult human can form second-order volitions and act from a free 
or unfree will. In contrast, babies cannot form second-order desires, and so they 
cannot be identified with any of their first-order desires. As such, the adult human 
eye-poker, assuming they were willing in the appropriate sense, but not the baby, 
is morally responsible for poking the person in the eye.  

According to Frankfurt, some persons have an easier time exercising freedom 
of will than others. For instance, some “are naturally moved by kindness when 
they want to be kind, and by nastiness when they want to be nasty, without any 
explicit forethought and without any need for energetic self-control.” (1971, p. 17). 
By contrast, others regularly struggle with exercising freedom of will. For instance, 
a person who suffers from OCD or addiction, and does not want this to be the 
case, is, in a sense, moved by forces other than their own. Having one’s second-
order volitions frustrated in this way renders the agent “a passive bystander” (1971, 
p. 17) to the will, and therefore not morally responsible. However, a willing addict, 
that is, a person who wants to have the first-order desires constitutive of addiction, 
and who acts on those desires, is morally responsible. Although their inclination 
to use the substance is over-determined by the first-order desire to take the drug, 
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prefers to avoid showing his hand unnecessarily. So he waits until Jones4 is 
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Frankfurt’s particular account explains moral responsibility using the expres-
sion of free will but using it in terms of the ability to act from a will that one endorses 
or identifies with (and thus unrelated to determinism). Frankfurt identifies an 
agent’s will with one or more of their first-order desires, that is, desires about 
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14  Identification accounts of sourcehood have been proposed to be of roughly two kinds with 

regard to the nature of the identification relation between the agent and their attitude: authority 
accounts and authenticity accounts (Lippert-Rasmussen, 2003). Authority accounts identify an 
agent with “psychological elements that represent the person as the author” (2003, p. 368) of 
their own life.  Authenticity accounts identify agents with attitudes that disclose their true self, 
such as “the person’s deepest and most genuine commitments and desires” (2003, p. 368). 
Some, like Shoemaker (2015) combine these two accounts. In addition, the attitudes in question 
have been specified in terms of, for example, judgments or perceptions of the good (Watson 
1975; Stump, 1988; Ekstrom 1993; Mitchell-Yellin 2015), loves or cares (Shoemaker 2003; 
Jaworska 2007; Sripada 2016), and higher order desires (Frankfurt, 1971) (see also O’Connor & 
Franklin, 2022). 
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Second-order desires are desires about desires and can take the form of either 
wanting to have a certain desire or of wanting a desire to be one’s will. Frankfurt 
calls second-order desires of the latter kind second-order volitions. A person acts 
from a free will when their effective first-order desires align with their second-
order volitions, and then they are morally responsible for this act and its 
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case, is, in a sense, moved by forces other than their own. Having one’s second-
order volitions frustrated in this way renders the agent “a passive bystander” (1971, 
p. 17) to the will, and therefore not morally responsible. However, a willing addict, 
that is, a person who wants to have the first-order desires constitutive of addiction, 
and who acts on those desires, is morally responsible. Although their inclination 
to use the substance is over-determined by the first-order desire to take the drug, 
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the fact that they also want to be moved by this desire, renders the will to take 
drugs their own. 

Frankfurt’s hierarchical mesh theory has been argued to face several problems. 
One prominent line of criticism regards the “mesh problem”. The way the mesh 
between an agent’s second- and first-order desires comes about seems, contrary to 
Frankfurt’s “willing addict” example, to be important. For example, the willing 
addict’s second-order volition may very well have been caused by the drug itself. 
Weakened self-control is, after all, a hallmark of substance-addiction (see, for 
example, Heilig et al., 2021). In addition, an agent could have been manipulated 
(by hypnosis or advanced alien technology) to have the preferences they have.  

A second challenge is found in the hierarchical problem. If it is the case that a 
person can be identified with the first-order will or wills that they endorse (via a 
second-order volition), the same appears to be true when considering conflicting 
second-order desires in relation to third-order ones which may align with the first-
order desire. This problem of how to determine an agent’s will seems to reappear 
at forever ascending levels (see, for example, Watson, 1975). Something more must 
be added to Frankfurt’s account to render his weakened variant of the free will 
condition sufficient. Despite these problems, Frankfurt’s arguments have inspired 
many compatibilist accounts where freedom or control are defined in other ways 
than in terms of alternate possibilities or where freedom does not constitute a 
requirement at all. 

2.2.2 Consequentialist Views 
An early type of moral responsibility compatibilist account of the latter kind can 
be found in consequentialist (or instrumentalist) accounts of moral responsibility. 
The main idea here is the claim that concepts and practices of moral agency and 
responsibility can be explained and by their potentially beneficial consequences. 
Despite the truth of determinism, reactions such as praise and blame, can influence 
people to behave better. When we call someone out on poking people in the eye, 
we are justified in doing so given that the perceived perpetrator will be less likely 
to do so in the future. Treating each other as moral agents is therefore an important 
means of encouraging or fostering favorable dispositions, choices, and actions, or 
of deterring people from harmful ones (Hobbes, 1654/1999). This means that 
moral agency simply requires whatever capacities or features necessary for being 
influenced or shaped in this particular way (Schlick, 1939/1966).   
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A well-known example of this forward-looking approach is found in Smart’s 
(1961) moral influence account. Smart argued that when we blame someone for 
their behavior we are, apart from assessing it negatively also ascribing responsibility 
for the behavior. Such ascriptions merely consist in deeming the agent to be 
influenceable in the sense that they would have acted differently had they been 
given a motive to do so. Because of this, moral sanctions should be chosen with 
the aim of providing the target with incentives to refrain from harmful or wrongful 
behaviors.15  

While Smart’s account does provide a justification of our concepts and 
practices of holding responsible despite the truth of determinism, it has also been 
criticized on several grounds. A central criticism is that Smart’s focus on beneficial 
outcomes disregards the conditions of moral responsibility as revealed in our prac-
tices of holding responsible. Efficacy or beneficial outcomes, the critics claim, play 
no central part in the reasons internal to our blaming responses. As such, the 
consequentialist account fails to accommodate features central to the 
phenomenology involved in ascriptions of moral agency and responsibility.  

When we assess the eligibility and particular blameworthiness of other people, 
we are not doing so in a similar way to how, say, animal trainers assess the traina-
bility of animals. When we, for instance, hold someone responsible for poking us 
in the eye, our judgment and our blaming reaction are not motivated by 
considerations about mere behavioral modification. Hence, Smart’s original view 
does not properly distinguish between the psychology involved in, and conditions 
inherent to, ascriptions of moral responsibility and those involved in dressage or 
manipulation.  

A related worry is that Smart’s account fails to capture the centrality of desert 
to how many people view our moral responsibility practices. When we engage in 
discourses about the moral responsibility for some wrongful action, this is tied to 
a notion of assessing blameworthiness for this action, or to what extent its agent 
deserves to be blamed for it. But this aspect is completely ignored by a 
consequentialist account. Assuming that the concept of desert is essential, some 
claim that consequentialist account are not theories of moral responsibility in the 
first place (c.f. Vargas, 2022, p. 9). What is more, if the propriety of moral 
responsibility ascriptions and reactions depend on their potential to generate good 
behavior, we might very well have to disregard things like lack of control or 
ignorance when considering moral agency and responsibility. Smart’s and other 

 
15  See also Nowell-Smith (1948).  



 44 •  NONHUMAN MORAL AGENCY 

 

the fact that they also want to be moved by this desire, renders the will to take 
drugs their own. 

Frankfurt’s hierarchical mesh theory has been argued to face several problems. 
One prominent line of criticism regards the “mesh problem”. The way the mesh 
between an agent’s second- and first-order desires comes about seems, contrary to 
Frankfurt’s “willing addict” example, to be important. For example, the willing 
addict’s second-order volition may very well have been caused by the drug itself. 
Weakened self-control is, after all, a hallmark of substance-addiction (see, for 
example, Heilig et al., 2021). In addition, an agent could have been manipulated 
(by hypnosis or advanced alien technology) to have the preferences they have.  

A second challenge is found in the hierarchical problem. If it is the case that a 
person can be identified with the first-order will or wills that they endorse (via a 
second-order volition), the same appears to be true when considering conflicting 
second-order desires in relation to third-order ones which may align with the first-
order desire. This problem of how to determine an agent’s will seems to reappear 
at forever ascending levels (see, for example, Watson, 1975). Something more must 
be added to Frankfurt’s account to render his weakened variant of the free will 
condition sufficient. Despite these problems, Frankfurt’s arguments have inspired 
many compatibilist accounts where freedom or control are defined in other ways 
than in terms of alternate possibilities or where freedom does not constitute a 
requirement at all. 

2.2.2 Consequentialist Views 
An early type of moral responsibility compatibilist account of the latter kind can 
be found in consequentialist (or instrumentalist) accounts of moral responsibility. 
The main idea here is the claim that concepts and practices of moral agency and 
responsibility can be explained and by their potentially beneficial consequences. 
Despite the truth of determinism, reactions such as praise and blame, can influence 
people to behave better. When we call someone out on poking people in the eye, 
we are justified in doing so given that the perceived perpetrator will be less likely 
to do so in the future. Treating each other as moral agents is therefore an important 
means of encouraging or fostering favorable dispositions, choices, and actions, or 
of deterring people from harmful ones (Hobbes, 1654/1999). This means that 
moral agency simply requires whatever capacities or features necessary for being 
influenced or shaped in this particular way (Schlick, 1939/1966).   

   MORAL AGENCY AND MORAL RESPONSIBILITY  • 45 

 

A well-known example of this forward-looking approach is found in Smart’s 
(1961) moral influence account. Smart argued that when we blame someone for 
their behavior we are, apart from assessing it negatively also ascribing responsibility 
for the behavior. Such ascriptions merely consist in deeming the agent to be 
influenceable in the sense that they would have acted differently had they been 
given a motive to do so. Because of this, moral sanctions should be chosen with 
the aim of providing the target with incentives to refrain from harmful or wrongful 
behaviors.15  

While Smart’s account does provide a justification of our concepts and 
practices of holding responsible despite the truth of determinism, it has also been 
criticized on several grounds. A central criticism is that Smart’s focus on beneficial 
outcomes disregards the conditions of moral responsibility as revealed in our prac-
tices of holding responsible. Efficacy or beneficial outcomes, the critics claim, play 
no central part in the reasons internal to our blaming responses. As such, the 
consequentialist account fails to accommodate features central to the 
phenomenology involved in ascriptions of moral agency and responsibility.  

When we assess the eligibility and particular blameworthiness of other people, 
we are not doing so in a similar way to how, say, animal trainers assess the traina-
bility of animals. When we, for instance, hold someone responsible for poking us 
in the eye, our judgment and our blaming reaction are not motivated by 
considerations about mere behavioral modification. Hence, Smart’s original view 
does not properly distinguish between the psychology involved in, and conditions 
inherent to, ascriptions of moral responsibility and those involved in dressage or 
manipulation.  

A related worry is that Smart’s account fails to capture the centrality of desert 
to how many people view our moral responsibility practices. When we engage in 
discourses about the moral responsibility for some wrongful action, this is tied to 
a notion of assessing blameworthiness for this action, or to what extent its agent 
deserves to be blamed for it. But this aspect is completely ignored by a 
consequentialist account. Assuming that the concept of desert is essential, some 
claim that consequentialist account are not theories of moral responsibility in the 
first place (c.f. Vargas, 2022, p. 9). What is more, if the propriety of moral 
responsibility ascriptions and reactions depend on their potential to generate good 
behavior, we might very well have to disregard things like lack of control or 
ignorance when considering moral agency and responsibility. Smart’s and other 

 
15  See also Nowell-Smith (1948).  
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consequentialist accounts might therefore imply that we have reason to hold 
innocent people, as well as intuitively exempted beings, responsible. This could, 
for instance, mean that it may be appropriate and justified to blame, and maybe 
even punish, babies insofar as doing so would, say, repel onlookers from 
wrongdoing.16 

2.2.3 Reason-Based Views 
Another influential moral responsibility compatibilist account can be found in a 
modification of Frankfurt’s hierarchical mesh theory. According to proponents of 
the Real Self View,17 the problem presented to us by compulsive agents, such as the 
willing addict, can be remedied by adjusting Frankfurt’s original account. 
According to Watson (1975), the right type of relation an agent must have with 
her bodily movements to be morally responsible is the following: she has to be 
able not only to act on her volitions, but also to base her volitions on her values. 
As such, merely acting because we want something, even when second order 
endorsement of such wanting is present, is not sufficient. According to the Real 
Self View, then, the wanting addict is not morally responsible for her addiction. 
However, this is not because she lacks free will, but, rather, because her will is not 
based in her “evaluational system” (Watson, 1975, p. 220).  

However, many object against Watson’s suggested solution, and argue that the 
same problem that applies to the hierarchical mesh view also applies to the real-
self view. That is, “all the problems that we have in accounting for the distinction 
between a good source and a bad source of our motivational make-up can be 
repeated with regard to the distinction between a good and a bad source of our 
valuational system” (Sie, 2005, p. 43). If we cannot account for the responsibility-
undermining sources of motivation that explain and justify why the wanting addict 
is not responsible, while non-addicts generally are, this may be because we have 
indeterministic commitments. 

A well-known type of example in the moral agency and responsibility literature 
assumed to illustrate this issue is the evil agent whose evil actions are due to an 
evaluational system caused by being brought up under unfortunate circumstances 
(see Chapter 4 for a more thorough discussion of this case). This has lead skeptics 
about sourcehood to claim that the requirements disclosed by our indeterministic 

 
16  See Vargas (2022) for an overview of the various objections raised against consequentialist 

theories of moral agency. 
17  Wolf (1990, Ch. 2) uses this label for this kind of view. 
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intuitions can be described in terms of “the necessity of alternative possibilities at 
the level of our intentions” (Sie, 2005, p. 44), the Principle of Alternate Intentions, or 
PAI for short. According to PAI, then, moral responsibility requires the ability to 
intend otherwise than one in fact did. What is missing in the willing addict case, 
according to the skeptics, is the psychological freedom to intend something other 
than the action one did intend.  

An alternative compatibilist account that denies PAI is found in so-called 
practical compatibilism views of moral agency and responsibility (see Sie, 2005). This 
type of view recognizes the shortcomings of the Real Self View but deny that PAI 
undermines moral responsibility. 

Wolf (1990), for instance, claims that agents are morally responsible for their 
actions if they are able “to do the right thing for the right reasons" (1990, p. 79). 
Being able to intend otherwise is, first and foremost, a practical question. People 
may not create themselves or act or intend in ways that show that they are free 
from the laws and circumstances of the world. However, Wolf argues, 
responsibility only requires freedom within the world, and that, she holds, is 
provided to us by reason. Because determinism does not seem to interfere with 
our ability to act in accordance with reason, PAI does not seem incompatible with 
determinism. Wolf thus commits herself to a view where physiological, but not 
psychological, determinism is true. According to Wolf there is nothing in the ways 
we see, react, and respond to each other that suggests that we lack the ability to 
intend to do otherwise. And for this reason, she argues, we do not have any strong 
reasons to doubt whether our moral responsibility practices are justified. 

An additional variant of practical compatibilism is represented by Wallace’s 
reason-based account (1994). In contrast to Wolf, Wallace refutes PAI. He argues 
that moral agency requires reflective self-control, that is, the ability to grasp and 
respond to moral reasons. An agent in possession of reflective self-control, and 
who fails to respond to a moral reason, is guilty of making a culpable choice. And 
we are justified in holding one another morally responsible to the extent that our 
actions express culpable choices.  

The only way that conditions or circumstances can undermine moral 
responsibility, according to Wallace, is if they undermine or disable the very 
abilities underlying moral agency. Excuses excuse because they show that no moral 
wrong was made, and exemptions exempt because they show that the abilities 
required for moral agency were temporarily, or permanently, disabled. In this way, 
both Wolf’s and Wallace’s accounts defend moral responsibility compatibilism by 
reference to our ordinary moral responsibility practices and the attitudes and 
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assumptions displayed in these practices. They argue that an overall assumption in 
these practices is that most (typical adult) people possess abilities that enable them 
to know what to do and to act in accordance with this knowledge. This 
assumption, in turn, does not seem to be incompatible with determinism. Hence, 
the justifiability of our practices does not depend on the truth of determinism. 

Another, influential, reason-based proposal is the reason responsiveness view de-
fended by Fischer and Ravizza (1998). They claim that (even causally determined) 
agents can be morally responsible for their behavior in virtue of being responsive to 
reasons. According to this view, agents are morally responsible if they can be said 
to act from (their own) reasons. Moral agency, then, does require a capacity for 
control, albeit not in the traditional free will sense of having access to alternative 
possibilities. 

The reason responsiveness view is based on a distinction between regulative 
control and guidance control. While the first involves “the power freely to do some 
act A, and the power freely to do something else instead” (Fischer & Ravizza, 
1998, p. 31), the second type of control involves the capacity to act in response to 
reasons. Only control in this latter sense, guidance control, is required for moral 
responsibility on the reason responsiveness view. For an agent to have guidance 
control, they need to have a psychological reason-responsiveness mechanism that 
enables them to be receptive, and reactive, to rational considerations. What this 
means is that if an agent were to find themselves under different sufficient reasons, 
they would have acted differently. For this to hold, the reason responsiveness 
mechanism that moves them to act is, first, their own, and second, suitably respon-
sive to reasons. 

The mechanism is the agent’s own in virtue of two features. First, they meet an 
epistemic condition of sorts, entailing that the agent “takes responsibility”. This, in 
turn, involves having “a set of dispositional beliefs” (Fischer & Ravizza, 1998, p. 
218) formed in a certain way (without force or manipulation). To take responsibil-
ity an agent needs to understand (dispositionally) that they are the source of their 
behavior, and that their actions affect the world around them.  

Furthermore, the agent needs to recognize that their actions may be assessed 
by the moral community and consequently that it is fair, at least in certain circum-
stances, that they be subjected to responsibility assessments and ascriptions by 
others. Hence, when the agent is blamed or praised for their conduct, they 
acknowledge this by adopting a (corresponding) internal attitude, such as guilt, 
shame, or, if they disagree, indignation or self-pity.  In addition to having this 
“cluster of beliefs” (Fischer & Ravizza, 1998, p. 217), the agent needs to have come 
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to adopt them in the appropriate way, that is, through moral education (or 
reflection later in life), without force or manipulation. 

An agent’s reason responsiveness mechanism is suitably responsive if it is 
moderately reason responsive, meaning that it is, first, “regularly” receptive to 
(moral reasons) and second, “at least weakly reactive to reasons” (Fischer & 
Ravizza, 1998, p. 244). For the mechanism to be regularly receptive to reasons, the 
agent must recognize reasons in such a way that their behavior would form an 
“understandable pattern” (1998, p. 71) from the perspective of a third-party observer 
(who has knowledge about the agent’s beliefs and values). In addition, the agent’s 
mechanism must (hypothetically) react to at least one sufficient reason to do 
otherwise (hypothetically) (see also Brink & Nelkin, 2013; Nelkin, 2011). 

Following the reason responsiveness notion, the eye-poking adult would be 
morally responsible for their action insofar as they have their own mechanism that 
is suitably responsive to reasons. Most (typical) adults seem to meet the conditions 
for both ownership and suitable reason responsiveness. Therefore, typical adults 
are moral agents, and eligible for ascriptions and reactions of moral responsibility, 
according to the reason responsiveness view. Babies, on the other hand, do not 
seem to be able to take responsibility in the way outlined. It is also unclear whether 
babies can be said to be moderately reasons responsive. Therefore, babies cannot 
be considered morally responsible for poking people in the eyes, albeit small chil-
dren may still be open to attempts at morally educating them (Fischer & Ravizza, 
1998, p. 241; see also Chapter 4, sec. 4.1.6). 

A prominent line of criticism against the reason responsiveness view is that it 
does not solve the problem posed by the Source Incompatibilist Argument (see, for 
example, Mele, 2019; Pereboom, 2001). According to this argument, free will 
requires that an agent is the ultimate source of one’s behavior. However, 
determinism is incompatible with being an ultimate source of one’s action. This 
fact remains, according to the source incompatibilist, equally for agents that are 
subject to, or free from, manipulation. Regardless of how one’s reason 
responsiveness mechanism has developed, it will take the form it takes due to 
causes that are outside our control. Hence, there is no relevant difference between 
determinism and cases involving manipulation. 

Recent years has seen numerous elaborations and variations of all of the 
responsibility compatibilist accounts described. For instance, contemporary moral 
influence accounts pair the reason responsiveness view with forward-looking 
elements of a consequentialist nature (Vargas, 2013; McGeer & Pettit, 2015; 
Jefferson, 2019). I will return to these modern, so-called, instrumentalist accounts in 
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assumptions displayed in these practices. They argue that an overall assumption in 
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to adopt them in the appropriate way, that is, through moral education (or 
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Chapter 6, as I believe they offer an interesting alternative to, and have important 
implications for, the question of moral agency in non-paradigmatic entities. First, 
however, there is one last stop to make on the list of prominent moral 
responsibility compatibilist accounts.  

2.3 Strawson and the Social Conception of 
Moral Responsibility 
While different from each other, many contemporary moral responsibility compat-
ibilist accounts, including some of those already mentioned, share the assumption 
that moral agency and moral responsibility are, in some sense, fundamentally social 
or inter-relational (Wolf, 1981; Watson, 1987/2004; Fischer & Ravizza, 1998; 
Russel, 2002; Wallace, 1994; Sie, 2005; McKenna, 2012; Shoemaker, 2017; 
Macnamara, 2015a; Mason, 2019; Vargas, 2013, McGeer, 2019; Hieronymi, 2020, 
see also McKenna & Coates, 2021).  

The sociality premise has its root in P. F. Strawson’s seminal paper “Freedom 
and Resentment” (1962/1982). According to Strawson, neither free will 
incompatibilists nor forward-looking compatibilists have got it right. This is 
because both camps have assumed a false understanding of moral responsibility. 
Hence, in order to consider and assess the force of any, be they pessimist or optimist, 
arguments about moral responsibility, Strawson suggests that we need to start 
from a proper understanding of this concept. Strawson’s approach grounds our 
concepts and assumptions about moral agency and moral responsibility in a certain 
set of emotional reactions and attitudes, argued to be fundamental to human social 
life. 

When we hold others morally responsible for some action, for instance, by 
blaming or praising them, we are responding emotionally “to the quality of others’ 
wills towards us” (1962/1982, p. 70). As such, our moral responsibility practices 
are essentially emotional reactions reflecting a basic expectation of good will or 
concern for ourselves and others. Reactive attitudes, such as resentment, 
indignation, or guilt, are thus part of an inescapable human disposition to react to 
what we take to be expressions of substandard regard, such as attitudes of 
“contempt, indifference, or malevolence” (Strawson, 1962/1982, p. 63). As such, 
these reactions are fundamental to normal human relationships. 

According to Strawson’s account, then, how we hold each other responsible 
depends on perceptions about the attitudes of others toward us, rather than on 
assumptions about libertarian free will or how to influence behavior. In this way, 
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quality of will is assumed to be a basic condition of moral responsibility.18 Moral 
agents are therefore beings to whom it is appropriate to take the participant attitude 
(or stance (Holton, 1994), or standpoint (Watson, 2014). From this perspective we 
see others as co-participants in normal human social life. As such, they are viewed 
as appropriate objects for the basic demand for due regard and thus candidates for 
reactive attitudes.  

Hence, the compatibilist upshot seems to be that, not only are we unable to 
abandon our moral responsibility practices, but we do not appear to have any 
reasons pertaining to deterministic based skepticism to do so even if we could. 
This is because quality of will judgments appear to be fully compatible with 
determinism (Sie, 2005, Ch. 2; Wallace, 1994).19 

In addition, Strawson believed that the various excusing pleas used in our moral 
responsibility practices provide additional support for the mentioned compatibilist 
claim. Some circumstances or factors, for instance like accidents or unforeseeable 
consequences, may show that the perceived perpetrator did not, in fact, harbor ill 
will or lack of concern. In such cases, we will typically suspend our reactive 
attitudes toward the action but retain the participant stance toward the agent.  

An agent who, by mere accident (say by stumbling on a pebble) pokes us in the 
eye is not expressing any ill will and their action is therefore not an apt target for 
reactive attitudes of a blaming kind. The action, albeit harmful, did therefore not 
reflect a failure to meet the general interpersonal demand for regard or concern 
for the morally significant interests of others. It is not, then, lack of control by 
itself that explains why the agent is not blameworthy. Rather, lack of control is 
relevant to the extent that it separates the agent’s will from the action or outcome. 
In other words, by showing why the action does or does not disclose any ill will.  
For instance, the adult eye-poker may be excused if they stumbled and accidentally 
poked the person in the eye (lack of control explains away ill will). They may also 
be excused if they, due to having very poor eyesight, thought that the victim was 
but a life-less mannequin, incapable of feeling pain (incorrect belief explains away 
ill will).  

However, Strawson’s account does not excuse on the basis of moral ignorance. 
That is, the adult eye-poker would not be excused if they, for instance, were 
unaware of the wrongness of causing other people pain. This is because such 
indifference or ignorance can, in fact, be seen as expressing substandard care or 

 
18  Note that some practice-focused accounts assume that quality of will replaces the traditional 

condition of control, knowledge, or both, while others treat it as an additional condition. 
19  See Szigeti (2012) for an argument against Strawson’s “inescapability” (2012, p. 92) argument(s). 
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regard for others. The verdict of the potentially excusing factors in all these cases 
thus assume quality of will as the basic condition of our responsibility assessments 
(more on this in the following chapter, 3.2.2).  

For some beings, however, we suspend the reactive attitudes not due to 
situational excusing conditions but for reasons pertaining to features of the very 
nature of the agents themselves.  Strawson points to, among others, the following 
type of pleas: “‘He's only a child’, ‘He's a hopeless schizophrenic’, ‘His mind has 
been systematically perverted’, ‘That's purely compulsive behaviour on his part’” 
(Strawson, 1962/1982, p. 65). Following Wallace’s (1994) suggested distinction, 
these exempting pleas are distinct from mere excuses as they concern deficits or 
limitations in the psychological make-up of the exempted agent rather than 
excusing circumstances. 

Small children and adults who are temporarily (say, because of drugs) or 
permanently (due to agency-undermining conditions or disabilities) 
psychologically abnormal are some examples of beings to whom we typically do not 
take the participant stance. Other examples include nonhuman animals and 
machines. Such human and nonhuman individuals are temporarily or permanently 
exempted from the practices surrounding our demand for due regard (Watson, 
1987/2004). 

According to Strawson, the reason for exemptions is, that it would simply not 
make sense to direct the usual demand for regard or concern towards certain 
agents. Such beings are not possible to engage with in ordinary human 
relationships, and therefore not eligible for the (whole range of) emotional 
responses characterizing normal social life. Instead, we often do, and should, 
approach such agents from an objective stance. From this perspective we view their 
behavior in purely causal terms.  

A baby may, as mentioned, of course cause harm. However, their behavior can 
never be considered an appropriate object of resentment or indignation because 
they cannot be engaged with and related to in the normal way. Exempted agents 
may still be subjected to social policy, training, and management, but never 
responses that reflect expectations or express the demand for good will or due 
regard. To be fitting for this demand requires more than, say, awareness of conse-
quences or morally relevant facts. For someone to be an apt target of reactive 
attitudes they also appear to need to possess some further competence or skillset 
enabling them to engage in moral responsibility practices. 

In addition to the mentioned examples of exempted agents, the objective 
stance is available to us also for reasons beyond those of suitability for reactive 
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attitudes. Strawson argued that “we have this resource and can sometimes use it: as 
a refuge, say, from the strains of involvement; or as an aid to policy; or simply out 
of intellectual curiosity” (1962/1982, p. 67). However, such examples should be 
seen as limited exceptions, akin to excusing conditions. We cannot be motivated 
nor forced to take the objective stance toward typical adult humans as our normal 
stance by “a general theoretical conviction” such as the truth of determinism 
(1962/1982, p. 68) nor because of reasons of convenience or “the efficacy of these 
practices in regulating behavior” (1962/1982, p. 61).  

This is because moral reactions simply do not spring from assessments about 
freedom or desirable outcomes. Instead, they express concerns and demands 
about the attitudes of other people toward us and others. Hence, while a small 
child may poke us in the eye, their action does not express substandard regard (in 
the way relevant for reactive attitudes). In this way, our withholding blame or 
praise in light of certain deficits or abnormalities is claimed to be explained by the 
quality of will analysis, rather than by appeal to things like control, and in turn 
support that analysis. In this way, excusing and exempting reasons cannot be 
extrapolated into a thesis that reflects the thesis of determinism (Wallace, 1994, 
sec. 5.4). A general objective stance is unavailable to us because seeing and treating 
others as apt objects of reactive attitudes is an innate human disposition, central 
to normal social life, and thus unavoidable.20 

Strawson’s moral responsibility compatibilist argument has, however, been 
criticized. For instance, some claim that the truth of determinism can imply that 
even typical adult humans are deficient or abnormal in ways that might call into 
question their openness to reactive attitudes. For example, Russel argues that an 
implication of Strawson’s rationalistic argument is that [“i]f the thesis of 
determinism is true … then we are, indeed, all morally incapacitated.” (1992, p. 
296) and subsequently have to extend the objective stance to everyone. Others 
question Strawson’s claim that we are psychologically unable to refrain from our 
responsibility practices, or his claim that abandoning them would necessarily mean 
abandoning normal social relationships (Nelkin, 2011, Ch. 2; G. Strawson, 2010, 
Ch. 5; Watson 1987/2004, pp. 255–258; Sommers, 2007). 

 
20  Russel (1992), Wallace (1994) and McKenna (2005), among others, claim that Strawson’s 

account implies additional arguments beside his naturalistic one. Also see Waller (2006), 
Pereboom (2014a, Ch. 8), and Hieronymi (2020) for suggestions of the compatibilist arguments 
provided by Strawson. See J. Campbell (2017) for an overview and analysis of the possible 
compatibilist arguments in Strawson’s account. 
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20  Russel (1992), Wallace (1994) and McKenna (2005), among others, claim that Strawson’s 

account implies additional arguments beside his naturalistic one. Also see Waller (2006), 
Pereboom (2014a, Ch. 8), and Hieronymi (2020) for suggestions of the compatibilist arguments 
provided by Strawson. See J. Campbell (2017) for an overview and analysis of the possible 
compatibilist arguments in Strawson’s account. 
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Another important objection to Strawson’s account is its lack of independent 
responsibility facts. As the account stands, the propriety of holding responsible 
does not depend on a particular view of moral responsibility, on which x is morally 
responsible under conditions y and z. Instead, according to Strawson, someone is 
morally responsible in virtue of being subjected to reactive attitudes. However, the 
practices of holding responsible, as described by Strawson, do not seem to provide 
any practice-independent responsibility facts as reactive attitudes do not involve 
or express propositions (Watson 1987/2004, p. 222). 21 

Despite these criticisms, Strawson’s theory remains an important influence on 
much of the moral responsibility compatibilist work that has followed (McKenna, 
2005). One apparent upshot of his social conception of moral responsibility is that 
the truth of determinism, and its implication for free will, are beside the point 
(Strawson, 1962/1982). We are innately disposed to react in certain ways to 
behavior exceeding or falling short of our expectation for due regard. Our 
propensity toward the reactive attitudes is an inescapable part of our human nature 
and can therefore not be replaced by a general objective stance.  

In addition, our practices of moral responsibility track and respond to stand-
ards internal to these practices. As such, they do not depend on any external facts, 
such as theoretical convictions regarding the truth of determinism.22 Strawson 
writes that his aim has been “to represent skeptical arguments and rational 
counter-arguments as equally idle—not senseless, but idle—since what we have 
here are original, natural, inescapable commitments which we neither choose nor 
could give up” (Strawson, 1985, p. 28).  

 
21  Note that the assumed nature of the relationship between holding and being morally 

responsible, as well as the question of which is metaphysically more basic, are answered 
differently by contemporary Strawsonian accounts. For instance, some take it that being 
responsible is more fundamental (Brink & Nelkin, 2013). According to others, however, a 
thorough Strawsonian account of moral responsibility gives that being responsible is a function 
of holding responsible rather than the other way around (Shoemaker, 2017). A third position is 
defended by McKenna, among others, who claims that “neither being nor holding morally 
responsible can be regarded as metaphysically more basic than the other, and that each is 
significantly implicated in a direct metaphysical explanation of the other.” (2012, p. 81). See De 
Mesel (2022) for an overview of positions in this debate as well as a suggested solution. 

22  McKenna calls these two arguments the “Psychological Impossibility Argument” (2005, p. 166) 
and the “Internal Justification Argument” (2005, p. 167). Pereboom (2001) and Watson (2014) 
make similar distinctions between a psychological and a normative argument. See Szigeti for a 
critical examination of what he suggests are “at least four inescapability arguments” (2012, p. 
94) in Strawson’s account. See Sars for a suggestion that Strawson’s argument reveals both an 
“Incapacity Argument” (2022, p. 78) and an “Inconceivability Argument” (2022, p. 82), and 
that the latter, along with its alleged implications, have been largely overlooked by both 
adherents and critics of Strawson.  
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Looking at, and starting from, moral responsibility practices thus serves to 
provide support for moral responsibility compatibilism (McKenna, 2005). In 
addition, Strawson’s naturalistic strategy points toward a possible, 
underappreciated, direction for questions about nonhuman and nonstandard 
moral agency. Namely, that “the only way we’ll be able to determine the capacities 
required for morally responsible agency is by examining our practices, including 
our susceptibility to the moral emotions and the ways we tend to respond to 
wrongdoing” (Tognazzini, 2015, p. 20).23 This brings us to the methodology and 
basic premise of this thesis, namely, the practice-focused approach to moral 
agency. This approach is further specified and developed in the next chapter. So 
too are my reasons for preferring it to a capacity-focused approach as well as my 
worries about, and contributions to, this type of approach.

 
23  It is worth noting that Strawson does not seem to explicitly make this point himself. 
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21  Note that the assumed nature of the relationship between holding and being morally 

responsible, as well as the question of which is metaphysically more basic, are answered 
differently by contemporary Strawsonian accounts. For instance, some take it that being 
responsible is more fundamental (Brink & Nelkin, 2013). According to others, however, a 
thorough Strawsonian account of moral responsibility gives that being responsible is a function 
of holding responsible rather than the other way around (Shoemaker, 2017). A third position is 
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Mesel (2022) for an overview of positions in this debate as well as a suggested solution. 

22  McKenna calls these two arguments the “Psychological Impossibility Argument” (2005, p. 166) 
and the “Internal Justification Argument” (2005, p. 167). Pereboom (2001) and Watson (2014) 
make similar distinctions between a psychological and a normative argument. See Szigeti for a 
critical examination of what he suggests are “at least four inescapability arguments” (2012, p. 
94) in Strawson’s account. See Sars for a suggestion that Strawson’s argument reveals both an 
“Incapacity Argument” (2022, p. 78) and an “Inconceivability Argument” (2022, p. 82), and 
that the latter, along with its alleged implications, have been largely overlooked by both 
adherents and critics of Strawson.  
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3 Why the Practice-Focused 
Approach 

In this chapter I explain what the practice-focused approach is about, motivate 
why I use this approach, clarify how I use it, and account for what I take the 
implications of this approach to be. The chapter begins with motivating and 
specifying the practice-focused approach. This is then followed by an account of 
prominent views which incorporate central features of Strawson’s original 
conception (introduced in the preceding chapter), and which, to various degrees, 
can be characterized as practice-focused. This is followed by a discussion about 
the possible virtues of the practice-focused approach in general, as well as for 
investigating moral agency in nonstandard cases in particular. The chapter is 
concluded with a suggestion for two desiderata for a practice-focused account of 
moral agency and how these desiderata have informed each of the four papers. 

3.1 Centering the Practice 
This thesis has been developed within a theoretical framework of Strawson’s 
account of moral responsibility in general, and what I call the practice-focused 
approach to moral agency in particular. This approach is set out in Paper II and 
further developed in Papers III and IV. Its main idea is that the nature and 
requirements of moral agency are determined by the nature and requirements of 
participating in moral responsibility practices.  

3.1.1 The Capacity-Focused Approach 
My path into the practice-focused approach is very much due to the flaws and 
weaknesses I have observed in the traditionally dominant idea of the philosophy 
of moral agency, what I here call the capacity-focused approach. This idea, simply 
put, assumes that the moral agency of a being is determined by its possession of 
certain theoretically pre-defined intraindividual capacities. 

My move towards the practice-focused approach was, in part, originally moti-
vated by the challenges in assuming the capacity-focused approach identified in 
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Paper I. The main thesis of that paper is that the artificial moral agency (AMA) 
debate has been overly focused on apparent disagreements regarding theoretical 
issues relating to determinism and free will, as well as questions relating to the 
importance of (phenomenal) consciousness, and other (advanced) cognitive 
capacities assumed to be essential for moral agency.  

However, disagreements about these theoretical issues seem to be of little use 
for solving the practical concerns and issues related to the possibility of artificial 
moral agency. A possible solution to this standstill would therefore be to ask how 
we should approach these questions to begin with. Instead of the widely assumed 
“theory-first” approach prevalent in the capacity-focused debate, we suggest that 
one asks to what extent, and how, machines should be included in contexts and 
practices where moral agency is normally assumed. 

The full step towards a practice- rather than capacity-focused approach resulted 
when I turned my gaze toward discussions about moral agency in nonhuman ani-
mals. In Paper II, I claim that like the artificial moral agency debate, discussions 
about animal moral agency often involve disagreements about the relevance and 
validity of certain (standard) intraindividual features or properties, such as meta-
cognitive capacities, like reflection, evaluation, and self-consciousness.  

For instance, skeptics regarding animal moral agency, like Korsgaard (2006; 
2010), Ayala (2010), Musschenga (2015), and Kitcher (2011), typically defend their 
negative verdict on the assumption that metacognitive capacities enable or 
constitute requisite knowledge and control for moral agency, while lacking such 
capacities provides reasons for exempting someone from moral agency. 

Interestingly, however, a surprising number of proponents of animal moral 
agency likewise maintain that nonhuman animals may only be ascribed less robust 
types of moral agency due to their lack of certain internally construed features, or 
properties such as capacities for conscious reflection or deliberate moral reasoning 
(Rowlands, 2012; Shapiro, 2006; Sapontzis, 1980, 1987; de Waal, 2006). Hence, 
although animals can show seemingly virtuous behaviors, dispositions, or 
expressive emotions, like compassion, selflessness, or altruism, none of these are 
generally deemed sufficient for the ascription of moral responsibility/moral 
agency, even according to the more permissive views of animal moral agency (see 
Chapter 4, sec. 4.2.2). 

The capacity-focused approach prevalent in the animal moral agency 
discussion thus similarly assumes a theory- or concept-first way of thinking about 
moral agency. It starts from the assumption that certain predefined 
(intraindividual) features or properties, such as rational deliberation, are necessary 
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for moral agency, and then goes on to consider the possibility of such features in 
other animals. This theoretical strategy has also been called the rationalistic strategy 
to moral responsibility (Russel, 2002), and assumes the following method: 

(1) a coherent and intelligible concept of responsibility and an account of its 
conditions of applicability; (2) that we show that this concept does indeed 
have some application (to human beings); and (3) that we tackle this problem 
in this order—from the concept to its application. (Russel, 2002, p. 172).24  

3.1.2 The Naturalistic Strategy 
An alternative approach is found in the naturalistic strategy, fundamental to 
Strawson’s conception (Strawson, 1962/1982, 1985 Ch. 1; Russel, 1992; Wallace, 
1994; McKenna, 2005) as well as David Hume’s (1739-40/1978, 1757/1875, 
1777/1975) theory of moral responsibility (Russel, 2002). A central premise of this 
strategy is that a good theory about moral responsibility and agency needs to 
account for, and recognize, the everyday reality of the actual use and application 
of these concepts (see Hieronymi, 2020; J. Campbell, 2017; Russel, 1992, 2002). 
To do this, Strawson urges us: 

to try to keep before our minds something it is easy to forget when we are 
engaged in philosophy, especially in our cool, contemporary style, viz. what 
it is actually like to be involved in ordinary inter-personal relationships” 
(Strawson, 1962/1982, p. 64).  

Similarly, on a naturalistic reading of Hume, Russel (2002) believes that we must: 

eschew rationalistic, a priori investigations into the nature and conditions of 
responsibility in favour of a more empirical approach. More specifically, we 
must carefully examine and describe the attitudes, sentiments, and practices 
associated with responsibility as we find them. Only then will we be in a position 
to effectively criticize and evaluate the rationality of the attitudes, sentiments, 
and practices in question. (Russel, 2002, p. 173). 

In recent years, similar ideas have been employed in philosophical discussions 
about moral psychology and normative cognition and behavior more broadly 
(Westra & Andrews, 2022; Heyes, 2023). The common method both within 
philosophy and empirical science has been to conceptualize and identify a domain-
specific psychological capacity, assumed to underpin the “capacity to acquire, 

 
24  See also Vargas (2022) for a comparison between “phenomenalist” and “conceptualist” (2022, 

p. 9) approaches, and Argetsinger and Vargas (2022) for a comparison between “concept-first” 
and “practice-first” methodologies (2022, p. 47).  
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24  See also Vargas (2022) for a comparison between “phenomenalist” and “conceptualist” (2022, 

p. 9) approaches, and Argetsinger and Vargas (2022) for a comparison between “concept-first” 
and “practice-first” methodologies (2022, p. 47).  
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enforce, and comply with the norms of one’s community” (Westra & Andrews, 
2022, p. 6; see also Heyes, 2023; Sripada & Stich, 2007). Such theorizing often 
proceeds from paradigmatic, “clear-cut-cases” (Westra & Andrews, 2022, p. 8), 
involving linguistic expressions of, for example, moral judgments.  

However, critics argue that the upshot of this theory-first, atomistic, and 
psychologically focused, approach, has been that behaviors that do not seem to be 
driven by one’s favored predetermined ought-thoughts are dismissed as irrelevant 
and not the real deal. By consequence, accounts that assume a theory-first 
approach, run the risk of merely reflecting the “most cognitively advanced, 
institutionalized forms” of the target behavior. Westra and Andrews (2022), 
among others,25 therefore worry that this approach may set the bar too high and 
“not provide a reliable guide to understanding how social norms develop, how 
they have evolved, or how they manifest themselves across different social 
environments.” (Westra & Andrews, 2022, p. 8). 

This is claimed to motivate a shift from the theory-first, “inside-out”, strategy 
to normative cognition. Instead of “a priori conceptual analyses” or “armchair 
intuitions” the question of the nature and underpinnings of social norms should 
be approached from the “outside-in” (Westra & Andrews, 2022, pp. 8-9). This 
means shifting focus from predetermined ought-thoughts toward “readily 
observed and measurable attributes” (Westra & Andrews, 2022, p. 25), like 
“normative regularities and the patterns of social interaction that constitute them” 
(Westra & Andrews, 2022, p. 9). 

Among the type of social normative behaviors and cognitions targeted by this 
methodological shift of moral psychology, “social maintenance” behaviors 
(Westra & Andrews, 2022, p. 10), such as blaming and praising, have been lifted 
as a particularly fruitful avenue for inferring the existence of normative 
prescriptions or prohibitions, even when these normative expectations are not 
“explicitly avowed” (Westra & Andrews, 2022, footnote 5, p. 11). As we will see, 
the methodological emphasis on such behaviors is fundamental also for practice-
focused accounts of moral agency and responsibility. 

The practice-first strategy is therefore the view that moral responsibility 
practices, such as those of holding responsible, “are epistemically prior to being 
responsible” (De Mesel, 2022, p. 1902).26 These practices offer the crucial starting 

 
25  See also Buckner (2013).  
26  Note that I do not assume, nor take a stand on, the further claim that our practices (of, say, 

holding others responsible) are metaphysically prior to being responsible (see also Shoemaker, 
2017, McKenna, 2012, and De Mesel, 2022).  
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point for questions about the nature and conditions of moral responsibility. And, 
by consequence, for determining whether ascribing moral agency to particularly 
controversial entities is warranted. The practice-focused approach likewise allows 
us to assess the relevance of any alleged requirement of moral agency. If, for 
example, certain traditional requirements, such as free will, or rational deliberation 
are not present, or of marginal importance to, the actual discourses, decisions, 
behaviors, attitudes, or inclinations found in (human) moral responsibility 
practices, we seem to have reason to question and re-evaluate their relevance as 
requirements for moral agency. By extension, we would also have reason to 
question any claims and arguments derived from such requirements for or against 
the possibility of nonhuman, and other nonstandard, moral agents. 

For these reasons, in this thesis, I investigate the possibility of moral agency in 
a specific domain of typically exempted nonhuman cases considering a practice-
focused approach to moral agency. Instead of assuming from the get-go that moral 
responsibility requires “some specific property, power, or quality” (Russel, 2002, 
p. 171), such as free will or rational deliberation, and then examining the relevance 
and validity of this concept, the alternative, practice-focused, strategy suggests that 
we should start with looking at the actual practices where moral agency and 
responsibility are assumed. This strategy emphasizes the importance of 
understanding how moral responsibility figures in real-life settings. How do these 
interpersonal attitudes and behavioral patterns look, and what do they imply for 
the question of what it means, in practice, to be a moral agent (McKenna 2012, 
Ch. 1; McGeer, 2019)? 

While Strawson’s account clearly emphasizes what in norm psychology is 
commonly referred to as social maintenance behaviors as the target behavior, he is 
much less clear on the implications one can draw from these, in terms of capacities, 
skills or requirements of moral agency (see Watson, 1987/2004 and Russel, 2004). 
Thankfully, there is a rich literature inspired by Strawson’s conception aimed at, 
among other things, providing exactly this. The following section presents some 
prominent ideas and developments in this literature in order to further flesh out 
the details of my own practice-focused approach to moral agency. 

3.2 Prominent Practice-Focused Accounts 
This section exemplifies some prominent ideas and themes of contemporary 
accounts that to various degrees follow Strawson’s naturalistic lead and which may 
be said to fit the practice-focused approach to moral agency. Moral agency is 
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understood in terms of what is required for participation or engagement in moral 
responsibility practice. It does so by looking at and determining the nature of the 
actual practices, then using this analysis to arrive at the requirements of moral 
agency. As we will see, the accounts below second Strawson’s view that moral 
agency should be understood as eligibility for the basic demand or expectation of 
due regard as expressed in ascriptions of moral responsibility. However, they 
diverge on what this entails and whether, and, if so, what other features might be 
required.  

3.2.1 Communicative Views 
An influential account of Strawson’s notion of reactive attitudes is found in 
Watson’s claim that such attitudes are “forms of communication” (Watson, 
1987/2004, p. 30). This characterization of the reactive attitudes is argued to 
explain and justify why people tend to exempt many agents from moral 
responsibility, despite the fact that those agents seem to express ill will or lack of 
concern. Watson points out that “[a] child can be malicious, a psychotic can be 
hostile, a sociopath indifferent, a person under great strain can be rude, a woman 
or man “unfortunate in formative circumstances” can be cruel (Watson, 
1987/2004, p. 28). To make sense of why it is still appropriate to exempt the 
mentioned agents, Watson believes, a communicative interpretation of Strawson’s 
theory is called for. He argues that when we, for instance, feel and express 
resentment, we are basically addressing the target of this attitude to communicate 
the basic demand for reasonable regard.  

An implication of the suggested communicative understanding is that since 
reactive attitudes involve a ‘moral address’ toward someone, the content of this 
address must be “intelligible” to the recipient. Therefore, reactive attitudes and are 
not suitable in the case of certain beings who lack the type of moral understanding 
required to appreciate the address. Watson hence argues that we can make sense 
of exemptions by recognizing the communicative nature of accountability 
responses. Following the communicative account, exempting, say, small children 
can be justified because it would be unreasonable to subject someone to a message 
that they cannot fully grasp. 

The communicative account of reactive attitudes is widely assumed among 
supporters of the Strawsonian naturalistic strategy for moral responsibility 
(Wallace, 1994; Shoemaker, 2007, 2013, 2015; Macnamara, 2015a; Darwall, 2006; 
McGeer, 2012, 2013; Mason, 2019, Vargas, 2013; Sie, 2005; Fricker, 2016). A 

   WHY THE PRACTICE-FOCUSED APPROACH  • 63 

 

particularly developed such account is found in McKenna’s (1998, 2012) conver-
sational theory which plays an important role in Paper II. According to Mckenna, 
a moral agent can be compared to a “competent speaker of a natural language” 
who has “skills both to express herself, thereby making contributions to dialogue, 
and also the interpretive skills needed to understand others.” (2012, p. 85).  

Analogously, McKenna claims that a moral agent’s “acting skills and her 
holding-responsible skills are similarly enmeshed” (2012, p. 86). To understand 
and anticipate how others will come to interpret one’s own actions, a moral agent 
needs to understand and be able to interpret the (moral) significance of the actions 
of others. In addition, a moral agent must understand the specific reactions 
characteristic of our practices of holding responsible.27 Therefore, holding 
someone responsible is appropriate to the extent that it constitutes “meaningful, 
fitting or intelligible conversational response” (McKenna, 2012, p. 90). Some 
beings are exempt from moral responsibility because their behavior just cannot 
“reflect the sort of moral quality that a person with appropriate moral 
understanding and imagination could be taken to intend” (McKenna, 2005, p. 172). 

I am very sympathetic to the communicative view of moral responsibility, and 
the arguments developed in Paper III are largely based on such an understanding 
of moral responsibility practices. Contrary to McKenna, however, I think that it is 
meaningful to distinguish between the features required for recognizing and 
responding to the morally relevant features of a situation, and the features required 
for engaging, and being engaged with, in moral exchanges. While these features 
often coincide, I argue that there are social contexts where they come apart in 
significant ways (Paper III).  

3.2.2 Moral Competence 
One implication of the communicative view is that eligibility for reactive attitudes 
requires something beyond mere (practical) rationality. This brings us to the next 
prominent theme in contemporary practice-focused views – the view that moral 
agency requires some kind of moral competence. According to Wolf, moral agency 
cannot merely require the capacity to act in accordance with one’s values and 
commitments. To be eligible for ascriptions of moral responsibility in a stronger, 

 
27  In contrast to natural dialogue, however, McKenna claims that moral conversations are not 

initiated upon the expression of reactive attitudes. Instead, reactive attitudes are responses to 
the message implicit or implied in the behavior of the transgressor. When we act, our conduct 
can be said to invite moral conversations in virtue of revealing our quality of will. See Paper III, 
sec. 2.2 for a description of one type of moral exchange trajectory. 
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more real, sense, an agent also needs to be “sane” (Wolf, 1987/2013, p. 335) in 
the sense of having “normative competence” (Wolf, 1990, p. 129). This is the 
capacity to acquire the right values.28 Or, in other words, the ability to recognize 
and respond to moral considerations. 

Similarly, Russel thinks that for an entity to be a “full participant in the moral 
community”, they need to have something beyond reason responsiveness or 
rational self-control (Russel, 2004, p. 300). Moral agency requires what Russel calls 
a “moral sense”, that is, the ability to “feel and understand moral sentiments or 
reactive attitudes” (Russel, 2004, p. 293). An agent who lacks moral sense, lacks 
the “’internal’ system of sanctions (or incentives) as associated with moral 
sentiments” (Russell, 2004, p. 296). This has real-life implications, as the agent’s 
ability to identify and direct themselves by moral considerations will be impaired. 
To support his point, Russel asks us to imagine a person, Jill, who lacks the ability 
to feel or express fear. While Jill can learn about and know conditions that are 
dangerous or potentially harmful, this “external” or “superficial” understanding 
can never enable her to feel fear or be moved by it the way it motivates others 
(Russel, 2004, pp. 294-5). In this way, Russel argues, moral sense is a basic 
requirement of moral agency, and it would be “both unreasonable and unfair to 
communicate and reason with” someone who lacks it (2004, p. 295).  

Considerations about fairness have been more saliently invoked to motivate a 
moral competence requirement for moral agency. Wallace states that while 
“[a]nimals and young children may be agents” in a “minimal sense” (Wallace, 1994, 
p. 13) of being able to act in accordance with the goals of their desires, moral 
agency requires that the other party has fallen short of our expectation in virtue of 
a culpable choice. Our practices thus reflect a commitment to principles of fairness 
that govern when holding someone responsible can be justified. Because moral 
agency denotes eligibility for moral sanctioning, Wallace believes that it requires a 
“normative competence in virtue of which one is able to grasp moral reasons and 
to control one’s behavior by their light” (Wallace, 1994, p. 15).   

The specific features or properties required for moral competence, are there-
fore often suggested in terms of, at least in part, “internalistically construed” 
(Sneddon, 2005, p. 241), features of individual agents, such as moral sanity, namely, 
“the ability to form her values on the basis of what is True and Good” (Wolf, 
1990, p. 75), the powers of reflective self-control (Wallace, 1994), an evaluational 

 
28  I will return to Wolf’s argument, and her famous example of JoJo, in the next chapter (sec. 
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system (Watson, 1975), a moral sense (Russel, 2004), or the capacities for quality 
of will (Shoemaker, 2013). 

However, while moral competence can be understood in terms such criteria, 
there is reason to question an entirely intra-individualistic conception. For one, 
intra-individually construed psychological criteria “fail to capture the fact that 
moral responsibility presupposes the possibility of a distinctive sort of interaction 
with those holding morally responsible” (McKenna, 2012, p. 80). Assuming a 
practice-focused approach, moral agency is realized and thus demonstrated 
socially, as opposed to individually (Sneddon, 2005). Hence, such “a priori 
theorizing about the universal psychological conditions of moral responsibility” 
need to be replaced by “an posteriori and locally contingent approach” (Sneddon, 
2005, p. 261). 

This, in turn, raises an additional possible issue. Intra-individual requirements 
may pose a challenge to the possibility of conducting comparative assessments of 
moral agency. The presence or absence of required features needs to be assessable 
in practice. Hence, any requirements need to be operationalizable in a way that is 
not only “essentially interpersonal” (McKenna, 2013, p. 128) but also measurable 
for other participants of a moral responsibility practice so that they can detect 
when someone has the required moral competence and when they have not. 

The need for more readily observable features of moral competence is, of 
course, also supported by the general notion of a communicative account of moral 
responsibility. For example, the idea that the agent has some inclination for and 
understanding of “emotional communication” (Shoemaker, 2013, p. 118), the 
language of moral responsibility practices (McKenna, 2012), or a “capacity to 
secure uptake of the to be communicated emotional responses of anger and gratitude” 
(Shoemaker, 2013, p. 118). In Paper III, this aspect is discussed in terms of the 
competence required to engage others and be engaged with in moral exchanges (See 
also McKenna, 2012; McGeer, 2012).  

3.2.3 Different Faces of Moral Responsibility 
Another influential practice-focused view is the idea that our moral responsibility 
practices involve or make explicit distinct dimensions or forms of moral 
responsibility. Attending to these distinct faces of moral responsibility can serve to 
dissolve certain disagreements about moral responsibility as well as explain our 
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ambivalence toward certain agents, such as psychopaths and small children 
(Watson, 1996/2004).29 

This type of pluralistic account of moral agency and responsibility originated 
in response to Wolf’s assertion that moral agency is an all or nothing affair where 
the requirements of viewing someone as a moral agent have to go beyond 
“identifying her particularly crucial role in the causal series that brings about the 
event in question” (Wolf, 1990, p. 40). Rather, blame and praise are responses 
within a social practice in which we make and direct demands about conduct. 
Watson questioned this assumption by arguing that moral responsibility involves 
at least two faces. The first, aretaic or attributability face, of responsibility is shown 
in character judgments such as “she is untrustworthy”, or “he is very generous”. 
Such evaluations are sensitive to the values and commitments of a person (“as an 
adopter of ends”), and therefore requires that the agent has “the capacity to 
conform her desires and conduct to her deepest values” (Watson, 1996/2004, p. 
261) and “the intelligence and sensibility to comprehend at least the normative 
concepts in terms of which the relevant forms of appraisal are conceived” 
(1996/2004, p. 282). The second, accountability face, of responsibility is implicated 
when we hold one another to account. Such responses are sensitive to “the faults 
identified in aretaic blame” (1996/2004, p. 278) but imply a further kind of 
communicative competence or knowledge as well, typically assumed to be implied 
by the communicative account of moral responsibility practices.   

A particularly developed and influential pluralistic responsibility account is 
found in Shoemaker’s (2007, 2013, 2015) tripartite theory.30 Shoemaker argues that 
there are three distinct types of responsibility emotions responding to three distinct 
qualities of will. Agents who are eligible for moral responsibility can be eligible in 
one or several of the following ways: in virtue of their character, and thus eligible 
for aretaic praise or blame, in virtue of the judgments they make, and thus be 
eligible for demands to offer reasons or explanations, and, in virtue of their regard 
for others, and thus eligible for being held accountable via moral demands for 
acknowledgment (Shoemaker, 2013, 2015).  

I do not want to take a definitive stand regarding pluralism or monism about 
moral responsibility (and agency), nor defend or challenge any particular pluralist 
account. What I will say, however, is that the primary interest of this dissertation 
concerns moral agency in terms of a socially situated competence and 

 
29  The next chapter (4) provides an extensive account of various philosophical discussions 

concerning the moral agency of, among others, nonstandard human cases. 
30  Other pluralistic suggestions have been made by Macnamara (2011) and Mason (2019). 
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corresponding eligibility. That is, moral agency is understood in a sense that most 
closely follows the inherently social faces of moral responsibility, akin to 
answerability and accountability. At the same time, I concede that pluralistic sug-
gestions do seem able to explain several diverging intuitions, an idea harnessed to 
deal with some of the conceptual confusion discussed in Paper I. For instance, 
various positions about the content and target of moral responsibility (ascriptions) 
may be made more precise by employing a pluralistic account, and using such an 
account may help distinguishing more clearly between various levels or forms of 
moral agency. I will therefore utilize and apply pluralistic terminology in the next 
chapter to categorize and clarify various positions in discussions about moral 
agency in nonstandard cases. 

3.2.4 Methodological Challenges 
While there are differences between all the accounts presented in this chapter, their 
shared practice-focused nature implies a number of commonalities. They share, 
for instance, a methodology whereby certain practices, namely those pertaining to 
the social maintenance aspect of morality (such as the enforcement of expectations, 
norms, or standards), provide the data of choice for considerations about the 
nature, conditions, and requirements of moral agency. Moral agency is assumed to 
require features that make an agent eligible for the various reactions and treatments 
of moral responsibility in these practices. Our inclination for reactions of, say, 
praise and blame are then taken to express or reveal a commonplace demand or 
expectation for sufficient concern or regard. Hence, being eligible for participation 
in moral responsibility practices requires that the agent is an appropriate object or 
target of said basic demand or expectation, as expressed through the reactive 
attitudes.  

Despite this general methodological approach, there is scant guidance on what 
is to be a proper data selection and interpretation. For instance, it is not apparent 
how one ought to gain knowledge about the crucial details about these practices. 
Are introspection, participant recollection, and thought experiments sufficient 
instruments? Or should these armchair methods be complemented with, or even 
replaced by, systematic, nonparticipant, observation through scientific empirical 
studies of real-life social morality?  

Furthermore, it is not given what the target attitudes and behaviors are. What 
more exact aspects of (human) social interaction should be considered part of 
moral responsibility practices, and which should not? Likewise, opinions differ on 
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the content of moral appraisal. What kind of moral evaluation is blame – is its 
nature deontic, axiological, aretaic or something else (McKenna, 2013)?31 Some 
authors propose a narrow conception of the range and content of reactions and 
ascriptions of moral responsibility (Wallace, 1994), while others defend a wider 
one (McKenna, 2013; Macnamara, 2013; Holroyd, 2018).  

Likewise, it is not clear how one should derive normative criteria (in terms of, 
say, fittingness or fairness) from a mere descriptive account of the practices as they 
stand. Surely, not all instances of holding responsible reflect or reveal appropriate 
or fitting conditions and requirements of moral responsibility and agency? 
Likewise, the actual inclusion or exclusion of agents from such practices cannot, 
in every case, be legitimate? The question remains how one should bridge this gap 
between what we see in the reality of moral communicative practice and what of 
that should be part of that practice. 

In light of these methodological questions, the next section distinguishes two 
possible objectives of adopting a practice-focused approach: what I take to be the 
traditional Strawsonian motivation of providing a naturalistic compatibilist defense 
of moral responsibility and the central objective of this thesis – namely, to 
investigate the possibility of moral agency in nonstandard, especially nonhuman, 
cases. I argue that, appearances notwithstanding, a central criterion of both of the 
mentioned objectives is that the account in question starts from an accurate and 
relevant characterization of the assumed paradigm target: typical adult humans 
participating in ordinary inter-personal relationships.  

3.3 A Modest Empirically Informed Account 
of Moral Agency 
How should we specify the requirements of moral agency, given a practice-focused 
approach? It goes without saying that how one specifies the details of these 
requirements matters greatly for whether, and to what extent, moral agency can be 
extended to nonstandard cases, such as nonhuman animals and artificial 
intelligence entities. This, in turn, may have significant practical and normative 
implications. However, it is important to remember that how one answers these 
questions matters in the first instance for whether one’s chosen concept of moral 
agency accurately represents the features (behaviors, mental states, and processes) 
of actual human beings. This, in turn, of course, has implications for the relevance 

 
31  See McKenna (2013). 
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of the account as well as the validity of any following assessments about the 
possibility of moral agency in nonstandard cases. 

In this section, I will follow the lead of Strawson and other practice-focused 
accounts to distill an important, but under-appreciated, desideratum for a theory 
of moral agency. Namely, that the features, and subsequent requirements of moral 
agency, be set to a level encompassing typical humans participating in ordinary 
everyday inter-relational practices. Or, put differently, that the requirements be set 
at the level of typical rather than exceptional performance. As I will attempt to 
show, this desideratum is equally important for Strawson’s original reconciling 
project as it is for the present thesis’ objective of determining whether there are 
any nonhuman moral agents. The latter, comparative, objective, however, makes 
particularly explicit the necessity of a more systematic, and empirically informed, 
practice-focused approach.  I will therefore discuss these objectives in turn, how 
they each make explicit the same desideratum, and describe how resolving the risk 
of anthropofabulation (exaggerated assumption of human moral agency) (Buckner, 
2013) has informed each of the four papers. 

3.3.1 The Reconciliation Project: Internal Coherence 
According to the first objective, the motivation for looking at and considering our 
moral responsibility practices is to arrive at an account that can reconcile deter-
minism and moral responsibility (J. Campbell, 2017).32 This route assumes what I 
call the internal coherence desideratum. According to this desideratum, the nature 
and conditions of moral responsibility should make sense of and be informed by 
the practical stance of holding people responsible. Hence, a good account of moral 
agency (and its requirements) should follow entirely from the logic internal to eve-
ryday attitudes and behaviors of moral responsibility.   

This understanding appears to most closely follow Strawson’s original 
suggestion: we should account for the nature and conditions of moral 
responsibility in terms of what it is actually like to be engaged in the attitudes and 
practices in question. A good explication of moral agency is thus assumed to start 
from an account of what we can learn from the experience (attitudes, assumptions, 
perceptions, beliefs) of holding responsible, as well as when one excuses or 
exempts.  

As mentioned, the general interpretation and verdict of both Strawson and 
others is that our inclination for the reactive attitudes is grounded in the 
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31  See McKenna (2013). 
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“human commitment to participation in ordinary inter-personal relationships” 
(Strawson, 1962/1982, p. 68). The truth of determinism therefore makes no 
difference to our general propensity for these expressive emotions. What is more, 
the moral emotions track features in conduct that manifest the degree of regard or 
concern that someone has for us and others. When we feel and express, say, 
resentment toward someone for having poked us in the eye, we are therefore not 
concerned with free will. Instead, reactive attitudes are occasioned by indications 
of lack of regard and express the basic expectation or demand for sufficient regard. 
The object of the emotional evaluations, constitutive of holding responsible, are 
therefore fully compatible with the truth of determinism. 

This project of reconciling moral responsibility and determinism assumes 
everyday social interactions and attitudes as a naturalistic basis for formulating a 
compatibilist defense of moral responsibility. Our moral responsibility practices in 
general, and our reactions to perceived harms or injuries in particular, are taken to 
demonstrate that moral agency entails being eligible for the demand or expectation 
for sufficient regard or concern. Since “normal” humans are assumed to be 
inescapably liable to these attitudes, and since these attitudes imply conditions and 
requirements within the reach of “normal” humans, moral responsibility and 
agency are compatible with determinism. It makes no sense to question the 
rationality or justification of our moral responsibility practices on metaphysical 
grounds. Any such objections are beside the point. 

Hence, the success of the reconciling project depends on the relevance and 
validity of the descriptive claims about our moral responsibility practices. For in-
stance, it must be true that the features required for manifestations of quality of 
will do not presuppose libertarian free will. In addition, the assumed features also 
must accurately represent the ordinary interactions and features of normal or typical 
humans. That is, it must be true that (typical adult) humans are susceptible to 
resentment, indignation, or guilt, among other attitudes, in response to behaviors 
perceived as indicative of, or manifesting substandard regard. In addition, the fea-
tures required for quality of will need to be widely prevalent in humans. 

If the reactions and ascriptions of moral responsibility to which we are allegedly 
inescapably prone, assume or imply features and requirements that prove to be 
impossible, or very difficult to attain, or rarely met, we seem to have to reconsider 
the relevance of those conditions. That is, given certain requirements of moral 
agency, we may have reason to question the rationality and coherence of our moral 
responsibility practices. For example, the appropriateness of adopting the 
participant stance as our default perspective.  
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Despite the importance of an accurate and relevant characterization of the 
assumed features and requirements of moral agency for the success of Strawson’s 
naturalistic argument(s), the question of how to certify such accuracy represents 
an under-discussed issue in most practice-focused accounts. However, 
anthropofabulation - the bias of assuming “inflationary answers to semantic questions 
on the basis of insufficient evidence” (Buckner, 2013, p. 863) regarding human 
capacities and features, has recently gained increased recognition in philosophical 
discussions of cross-species comparative psychology. As have suggestions for 
possible correctives. This brings us to the second objective of adopting a practice-
focused approach.  

3.3.2 The Goal of Valid Comparisons: Hume’s Dictum 
The question of accuracy and relevance when determining the features and re-
quirements of moral agency is likewise fundamental for the possibility of making 
well-grounded comparative assessments. In order to consider the possibility of 
moral agency beyond typical adult humans in a way that is valid and practically 
relevant, the comparison needs to start from an accurate understanding of how 
such agency actually figures, and what it requires, in real life settings. In other 
words, one’s assumed baseline needs to (at least) accurately represent and be 
applicable to, the alleged paradigm target.  

An increasingly recognized problem for comparative assessments of 
psychological traits across species is anthropofabulation, which denotes the tendency 
to set the baseline of comparisons at the level of “exceptional human 
performance” (Buckner, 2013, p. 861). This bias stems from the common 
tendency of people to “confabulate about the complexity of their own 
performance” (Buckner, 2013, footnote 7) and to therefore “tie competence 
criteria … to an exaggerated sense of typical human performance.” (2013, p. 853). 
The problem of these biases for cross-species comparisons is that they make one 
focus “on rarified human abilities without adequate theoretical justification” 
(Buckner, 2013, p. 863), which may lead one to underestimate the abilities of 
nonstandard cases.33 

A corrective to anthropofabulation is suggested to be found in Hume’s Dictum 
(Buckner, 2013, p. 864). This principle demands that “we set competence criteria 
for vaguely-defined capacities not to the highest ranks of human performance, but 

 
  We will have reason to revisit this concept and its corrective in the next chapter (4). 
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rather only to the typical performance of children and the folk.” (Buckner, 2013, 
p. 866). Applied to the question at hand, Hume’s Dictum implies that a good 
account of moral responsibility and agency should be relevant and applicable to 
the assumed paradigm target: the ordinary practices and features of typical adult 
humans. 

In this sense, Hume’s Dictum echoes the mentioned applicability premise im-
plicit in Strawson’s naturalistic argument. Whatever features are required for moral 
agency, these need to be such that they are prevalent in one’s assumed paradigm 
example. Given that the argument is intended to vindicate our ordinary everyday 
moral responsibility practices, then the vast majority of human adults, (and to 
varying degrees, perhaps also adolescents and children) would seem to need to be 
accommodated for.  

From the over-arching research question in this thesis - the possibility of 
extending moral agency beyond (typical adult) humans – Hume’s Dictum seems 
to gain importance for reasons similar to the ones making it crucial for the general 
Strawsonian account of moral agency. Anthropofabulation is a cognitive bias to 
which humans are prone and which may distort the comparison between the 
paradigm and the nonstandard cases of moral agency. As such, it cannot be 
countered by means of mere armchair recollections, thought experiments, or folk 
psychological intuitions. To the contrary, Hume’s Dictum calls for the formulation 
of independent standards and “objective, empirical assessment of whether those 
criteria have been satisfied” (Buckner, 2013, p. 868).   

Hence, the corrective principle demands an external point of view external to 
that of single arbitrary human participants in moral responsibility practices in order 
for one to describe the relevant behaviors, mental states, and processes that con-
stitute these practices. This is needed to ground an accurate description of the 
behaviors and mental states and processes underpinning everyday interactions 
assuming moral responsibility and agency. From this characterization, one may 
then infer conditions and requirements of moral responsibility and agency that 
reflect, and apply to, the assumed paradigm target, and which therefore offer a 
valid basis for comparative assessment beyond that paradigm.  

I will now consider how one may satisfy the applicability desideratum and how 
doing so requires accuracy in terms of the states, processes and behaviors involved 
in moral responsibility practices. But I will also suggest that considering 
applicability and accuracy may additionally serve to improve accuracy in terms of 
our individual subjective experiences of what goes on in these practices. I will also 
explain how my approach and findings in each of the four papers, as well as in the 
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following chapters, are informed by the methodological stance and desiderata 
discussed in this section. This section is then concluded with some reflections on 
a fundamental, but possibly problematic, tension between the desideratum of 
accuracy and the desideratum of normative guidance. 

3.3.2.1 Applicability and Accuracy: Practices and Behaviors 

I claim that there is a tendency in the moral responsibility and agency literature in 
general to limit inquiries about moral agency to questions about eligibility for moral 
responsibility. In addition, many accounts seem to assume that there is one 
unifying mechanism underlying the inclination and capacity for participation in 
moral exchanges. In other words, many accounts make the a priori assumption that 
there is one specific psychological mechanism or process that underlies moral 
agency. However, this notion runs the risk of heavily biasing data selection 
(Sneddon, 2005; Westra & Andrews, 2022).  

If an account overlooks, downplays, or ignores, principal behavioral and 
cognitive aspects of participating in moral responsibility practices, this could 
potentially compromise any subsequent assumptions or arguments about the 
nature and boundaries of moral agency. Because of this, I argue that the objective 
of comparative validity requires us to also consider and account for the whole range 
as well as the possible diversity of behaviors and cognitive underpinnings involved 
in moral responsibility practices. Consequently, I will here discuss and question 
the first of these assumptions, concerning range, and will return to the assumption 
about monism and homogeneity in the next chapter (sec. 4.1.7).  

A common way to discuss the possibility of moral agency in nonstandard cases 
is to ask whether, for example, small children, adults with allegedly moral agency-
undermining conditions, nonhuman animals, or artificial intelligence-based 
machines or software, are appropriate targets or objects of moral appraisal, such 
as blame or praise, etc. This approach, however, assumes a limited conception of 
moral responsibility practices, and, consequently, of participation in such practices. 
Moreover, we also risk omitting subjective aspects of our practices, such as 
attitudes, feelings, perceptions, that may be important for understanding moral 
responsibility and agency. 

In Paper III I therefore suggest attending to a broader range of moral 
responsibility reactions and responses to account for overlooked aspects or 
dimensions of moral agency. This proposal is in line with Strawson’s original 
suggestion: we should consider our moral responsibility practices to learn about 
the nature, conditions, and requirements of moral responsibility and agency. 
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However, the suggestion in question follows more closely Shoemaker’s suggestion 
to “take much more seriously than has been done before what the whole range of 
our responsibility responses consists in, what precisely these responses target, and 
what capacities they presuppose.” (2013, p. 102; 2015 [emphasis added]). 

The practice-focused approach to moral agency provides an excellent basis for 
extending our understanding of such agency accordingly. A careful analysis of our 
moral responsibility practices makes explicit that moral agency involves more than 
participating in the position of recipient or target of reactions and ascriptions of 
moral responsibility, such as resentment, gratitude, blame, or praise. Looking at 
some everyday scenarios involving standard as well as nonstandard agents makes 
explicit that agents likewise participate as sources of reactions and makers of 
ascriptions of moral responsibility in terms of, for example, expressing resentment. 
I, therefore, suggest distinguishing between a defendant and a claimant 
participatory position or role and argue that some parties that fail to fulfill the 
defendant role may nevertheless fit a claimant role. 

In this way, the way we understand and conceive participation in moral 
responsibility practices is of great importance for questions about the boundaries 
of participation. Given a practice-focused conception of moral agency, a more 
comprehensive appreciation of participation is directly relevant to questions about 
moral agency in nonstandard cases. Recognizing the claimant position in a moral 
exchange as an essential dimension of participation in moral responsibility 
practices appears to have the potential to (radically) extend the scope of possible 
moral agents.  

However, while the claimant-defendant distinction may be of theoretical 
interest, it also makes explicit possibly important practical and normative 
implications. While some of these implications are briefly touched upon in Paper 
III, a particular normative implication is given center stage in Paper IV. There, I 
argue that seeing or exempting someone as a moral claimant seems to dispose the 
stance-taker’s sensitivity and responsiveness very differently toward the being in 
question. These differences, in turn, make explicit distinct other-regarding 
perspectives and provide normative reasons to refrain from a wholly objective 
stance to moral patients that fail to meet the requirements for a defendant moral 
agency role. I will return to and elaborate on these arguments in Chapter 5. 

3.3.2.2 Applicability and Accuracy: Psychology  

The second issue I want to discuss concerns the assumed relevance of certain 
proclaimed requirements of moral agency. As mentioned, the naturalistic 
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compatibilist strategy inherent to a practice-focused approach seems to already 
assume that a good account of moral agency is applicable to the behaviors and 
psychology of typical adult humans participating in ordinary inter-relational 
practices.  

The consideration of psychological applicability figures in Papers I and II, 
where the relevance of some traditional requirements, such as phenomenal 
consciousness and metacognition, appealed to in skeptical verdicts about the 
possibility of moral agency in nonhuman entities, are questioned. In the first paper, 
Munthe and I raise doubts about the relevance of phenomenal consciousness as 
an intra-individualistic and vague criterion, but nevertheless often put forth in 
support of categorically rejecting the possibility of artificial moral agency. In the 
second paper, I question the relevance of conscious deliberation and moral 
reflection for moral agency, a requirement typically used against the possibility of 
animal moral agency.  

Here, I will expand on how the discussion in Paper II is informed by the 
motivation to conduct valid assessments of moral agency in entities outside the 
assumed paradigm. This objective pushes to the forefront the desideratum that a 
good account of moral agency needs to be relevant and applicable to the features 
and moral responsibility practices of those already assumed to be moral agents. I 
will question the relevance of moral knowledge in terms of awareness of moral 
significance as a requirement of moral agency. I will, however, follow the view of 
most practice-focused accounts that moral agency in terms of manifesting quality 
of will requires being sensitive and responsive to moral considerations.  

As discussed earlier, as well as in Paper II, a disadvantage of capacity-focused 
accounts is that they tend to assume over-intellectualized conditions of moral 
responsibility. According to many capacity-focused accounts, an agent is praise- or 
blameworthy to the extent that they willfully and knowingly act on right or wrong 
reasons (Korsgaard, 2006; Dixon, 2008). Moral agency is therefore believed to 
require metacognitive states and processes, enabling the agent to engage in 
conscious (moral) reflection. In particular, being morally responsive is taken to 
require moral knowledge or awareness in the sense of being explicitly aware of the 
moral significance of an action or choice (Haji, 1997; Zimmerman, 2002, Levy, 
2011). This is often referred to as de dicto moral awareness and is contrasted to de 
re moral awareness, namely, awareness of the right- or wrong-making features of a 
situation. This latter type of awareness does not, then, require that the agent 
believes or is aware of the moral significance of these features (Rudy-Hiller, 2022a).  
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compatibilist strategy inherent to a practice-focused approach seems to already 
assume that a good account of moral agency is applicable to the behaviors and 
psychology of typical adult humans participating in ordinary inter-relational 
practices.  
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reasons (Korsgaard, 2006; Dixon, 2008). Moral agency is therefore believed to 
require metacognitive states and processes, enabling the agent to engage in 
conscious (moral) reflection. In particular, being morally responsive is taken to 
require moral knowledge or awareness in the sense of being explicitly aware of the 
moral significance of an action or choice (Haji, 1997; Zimmerman, 2002, Levy, 
2011). This is often referred to as de dicto moral awareness and is contrasted to de 
re moral awareness, namely, awareness of the right- or wrong-making features of a 
situation. This latter type of awareness does not, then, require that the agent 
believes or is aware of the moral significance of these features (Rudy-Hiller, 2022a).  
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For instance, Dixon claims that “[w]hat is central to emotional motives like 
compassion is not merely that the agent is moved to perform morally right actions, 
but that she understands that the action is virtuous and performs that action for 
the sake of virtue and not for some other reason” (Dixon, 2008, p. 76). Moreover, 
“[a]t the minimum, to be morally appraisable one needs to understand something 
about the concepts of morality in addition to being emotional and cognitively 
responsive to moral particulars. Since even trained animals are unable to do this, 
they are exempt from this sort of minimal responsibility ascription” (Dixon, 2008, 
p. 199). 

However, this and similar views are not based on an accurate understanding of 
our moral responsibility practices and the agency implied therein. Nor are they 
empirically informed as to what actual psychological states and processes real 
humans seem to make use of when navigating moral considerations and 
participating in moral responsibility practices. As a result, any conclusion about 
the possibility to attribute moral agency to nonhuman entities based on an 
incorrect understanding, will be compromised.  

Let us start by looking at our practices of reacting and ascribing moral 
responsibility and what they can tell us about the reasons in favor of a condition 
of de dicto moral awareness. According to the moral awareness condition 
mentioned above, an agent is blameworthy to the extent that they are aware (either 
at the time of the action, or dispositionally) that the action is right/wrong. That is, 
for the eye-poker to be blameworthy, they need to have known that poking people 
in the eyes is wrong (or, for instance, that causing people discomfort is wrong) to 
be a fitting or appropriate target of blame.  

However, when we blame someone, we do not appear to assume that the agent 
in question needs to be aware of the moral significance of their action. If the eye-
poker had the requisite factual awareness, specifically, if they knew that they were 
poking someone’s eye and knew that poking someone in the eye causes 
discomfort, we seem to think that they are blameworthy. Hence, looking at our 
practices and the attitudes and behaviors involved, we do not seem to treat moral 
ignorance as a general excuse for moral responsibility. Considering the mentioned 
requirements as representative of human participation in moral responsibility 
practices hence runs the risk of committing to anthropofabulation. Assuming a 
quality of will condition not including this feature thus seems to have a better 
prospect of avoiding this flaw and to make better sense of our everyday ascriptions. 

To avoid anthropofabulation about moral agency, and be able to make valid 
comparative assessments, we need to inform our understanding, and subsequent 
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requirements, on, not only armchair recollections of the nature of participation in 
moral exchanges, but also on empirical data. An account that sets out to do just 
this, is Nomy Arpaly’s quality of will theory, according to which “deliberation is 
given far more prominence in moral psychology than its position in daily life would 
suggest” (Arpaly, 2002, p. 21). According to Arpaly, we do not seem to have any 
good reason to think that the type of reason or rationality required for moral 
agency implies that one consciously thinks about, or reflects on, what to do.  

Similarly, responsiveness to reasons does not appear to require conscious 
reflection or awareness of one’s beliefs, desires, or reasons. Contrary to folk 
psychological assumptions, much of human behavior, including decision-making, 
seems to be controlled by nondeliberative, unconscious, and simple cognitive 
processes (Sie & Wouters, 2010). Even “apparently complex behavior” can many 
times be explained by reference to “elementary mechanisms” (Shettleworth, 2010, 
p. 480). And the role of feelings and emotions in acting rationally appears to be 
much more important than what many have thought to be the case (Damasio, 
1994).  

Noncognitive states can act as subtle cues, giving us access to background 
knowledge by functioning as “markers”, pointing us in different practical direc-
tions. Clinical cases of patients who lack “somatic markers” (Damasio et al., 1991) 
due to brain injury seem to show that practical rationality is greatly undermined 
without them. These patients are completely unimpaired with regard to intellect, 
memory, knowledge base and general problem-solving abilities. But they are 
seriously impaired regarding personal decision-making (Bechara et al., 1994).  

If rationality requires that an agent is caused to act by her conscious delibera-
tion, or if acting for reasons requires such deliberation, “we would have to call 
people rational considerably less often than we do” and “we would find that it is 
uncomfortably rare for people to act for reasons” (Arpaly, 2002, p. 51). Similarly, 
if moral agency requires this kind of deliberation, we will have to call people 
morally responsible much less often than we do. Hence, Arpaly defends an account 
of reason responsiveness in general, and moral responsiveness in particular, that 
does not require deliberate or conscious deliberation. An agent can respond to 
reasons without knowing, or being aware of, that she is. That is, an agent does not 
need to entertain any belief (whether conscious or unconscious) about a reason to 
still be moved by that reason. Likewise, an agent can be a moral agent, without 
knowing, or being aware of, the moral reasons that move her.  

Hence, while cases involving conscious moral reflection and reasoning may 
appear intuitively significant and commonplace, we seem to have good reason to 
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be skeptical of such intuitions. Humans have been shown to routinely exaggerate 
“our own intelligence, rationality, and reflective prowess” (Buckner, 2013, p. 860). 
Psychological studies demonstrate that we are frequently overconfident in our psy-
chological abilities and that we ignore or distort counterevidence. What is more, 
data indicates that we (sincerely) provide reasons and justifications for our actions, 
despite those actions having been due to “whims, heuristics, or situational factors” 
(Buckner, 2013, p. 860).34  

In this way, empirical data seems to undermine the validity of conceiving moral 
responsiveness in terms of conscious reflective endorsement. Such de dicto 
awareness just does not seem to be very prevalent in, or relevant to, the way that 
actual human beings navigate the moral landscape. Hence, if sensitivity and re-
sponsiveness to moral considerations requires entertaining beliefs about the 
wrongness/rightness of an action, even typical adult humans would very seldomly 
be eligible for ascriptions of moral responsibility (Arpaly, 2002; Markovits, 2010). 
This undermines the credibility of a number of moral agency requirements based 
on an intuitively assumed condition of de dicto awareness of moral significance, 
such as, for example, metacognitive states and processes or conceptual knowledge. 
Consequently, any conclusions drawn regarding the (im)possibility of moral agency 
in nonstandard cases are compromised when these requirements are called into 
question. 

In contrast, a benefit of practice-focused views is that they generally do not 
treat de dicto moral awareness as a prerequisite for moral responsibility. Our 
practices of reacting to perceived right- or wrongdoing and good and bad conduct 
with praise or blame are instead assumed to track the agent’s quality of will rather 
than their awareness of moral significance per se. That is, practice-focused 
accounts assume quality of will, and the ability to notice and react to such will, as 
the basic condition of moral responsibility. An action expresses good will if it arises 
from sufficient or proper concern and ill will if it stems from insufficient or lack 
of concern.  

In this way, according to a quality of will condition of moral responsibility, an 
agent does not need to believe that their action is right or wrong for their action 
to express their quality of will, and thus for them to be blame- or praiseworthy 
(Fields, 1994; Arpaly, 2002, 2015; Harman 2011; Talbert, 2013, 2017; Mason 2015; 
Björnsson 2017; Weatherson, 2019). Hence, understanding acting with good will 

 
34  See also Ariely (2009, 2012), Bermúdez (2003), Gilovich and colleagues (2002), Malle and 

colleagues (2007), and Malle (2011).  
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or lack of concern as being (un)responsive to moral considerations de dicto, appears 
to unnecessarily over-intellectualize moral agency.  

This is not to say that deliberate moral reasoning never occurs or that it lacks 
significance altogether. There are certainly times when typical adult humans engage 
in explicit and linguistic moral exchanges. Likewise, there are situations in which 
we find ourselves engaging in deliberative moral inquiry. And there are certainly 
occasions in which conscious reflection facilitates, rather than undermines or is 
superfluous to, moral evaluations. However, given that the lion’s share of the 
mental states and behaviors involved in participation in moral practices does not 
involve de dicto awareness of moral properties there seems to be little in favor of 
treating deliberate, explicit, and linguistically mediated, moral reasoning as a consti-
tuting paradigm feature, or the basic threshold, of moral agency.  

3.3.2.3 Applicability and Accuracy: A Remaining Tension 

Lastly, I want to say some words about a possible remaining issue with the accuracy 
desideratum. Accurately determining how, and why, we include or exempt others, 
seems to suggest that ascriptions of moral responsibility and agency do not always 
track conditions or requirements often assumed to be relevant for moral 
responsibility or agency. For instance, descriptive assessments seem to show that 
even paradigm moral agents rely much less than commonly assumed on explicit 
moral reasoning.  

These incongruencies between theory and folk psychological assumptions on 
the one hand, and actual practices and the result of systematic empirical inquiry, 
on the other, speak in favor of an empirically informed, modestly construed, 
practice-focused account. However, they also make explicit a tension within any 
practice-focused approach. The descriptive aim of accuracy seems to stand in 
tension with the prescriptive objective of normative guidance.  

If observations show that people often, say, include or exempt other agents for 
reason x, and reason x fails to match theoretical or pre-theoretical assumptions of 
what a valid such reason is, accuracy seems to pull in a different direction than 
fittingness or appropriateness. In other words, the task of accurately representing 
the features and practices of real human beings does not necessarily lend itself very 
well to the aim of deriving normatively justified standards of moral responsibility 
and agency.  

How can one tackle this seeming “dual burden” of a practice-focused theory 
of moral agency (Argetsinger & Vargas, 2022, p. 31)? I return to this question 
briefly in the next chapter and sketch a possible pathway to a solution in Chapter 
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6. I believe that the descriptive-prescriptive desiderata can be reconciled by 
following a particular account of the content and function of blame and similar 
reactive attitudes. This suggestion draws from the communicative emotion 
account of blame, discussed in Paper III. This account will then be paired with, 
and bolstered by, instrumentalist considerations.  

3.4 Concluding Remarks: Moral Agency as a 
Social-Normative Competence 
Given a practice-focused approach, moral agency just is and requires what is 
needed for being a participant in moral responsibility practices. This means that 
any requirement needs to reflect and be relevant to the nature of these practices 
and our participation in them. I have therefore argued that a good account of moral 
agency needs to accommodate the variable features, skills and practices of real 
participants in paradigm moral responsibility practices.  

Everyday social life is immersed in simple, non-deliberative, and many times 
non-linguistic, moral exchanges. The cafeteria and Food Stand examples described 
in Paper II and III, respectively, are intended to illustrate such commonplace 
examples involving typical adult humans. The examples involving canid social play 
interactions in Paper II, and the suggested examples of moral address from a 
toddler and a dog in Paper III are intended to show analogous behaviors in non-
standard cases. 

The reason for preferring a practice-focused approach over a capacity-focused 
approach is, therefore, that the former lends itself better to an empirically informed 
and theoretically modest account of moral agency. It is, in other words, better 
suited to align with current data about the psychology and behavior of actual 
humans, to account for everyday interactions where moral agency and 
responsibility are assumed, and to provide a valid framework for considering the 
possibility of moral agency in nonstandard cases. 

A conception of moral agency that satisfies the mentioned desiderata, asserts 
that, in practice, such agency involves qualifying as a participant in moral 
responsibility practices. This involves being liable to the reactive attitudes and being 
eligible for the deployment of such attitudes. Such liability and eligibility imply 
sensitivity and responsiveness to moral considerations, where this may be 
construed in terms of, for instance, caring for or respecting the welfare, interests, 
rights, wants, et cetera of others, but also of oneself. Some such considerations are 
connected to standards, norms, or expectations for right, good, or appropriate 

   WHY THE PRACTICE-FOCUSED APPROACH  • 81 

 

conduct. Given the centrality of social maintenance behaviors, participation in 
terms of liability and eligibility likewise involves an affective-communicative 
competence. Hence moral agency should be conceived in terms of a set of 
competencies to recognize and respond to morally significant features of situations 
and to engage others, and be engaged with, in moral exchanges. 
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4 Nonstandard Moral Agency 

While various accounts of moral agency differ in their stated requirements, what 
is typically referred to as the standard template for moral agency is a typical adult 
human being. In other words, a human being beyond childhood and adolescence, 
whose mind functions in ways considered expected or normal. For example, Wolf 
writes that “human adults of normal mental health and intelligence” are in the 
“first class” of agents “to whom reactive attitudes are appropriate” (2015, p. 131), 
and Rosen states that “we know” that “normal competent adults” are “on the 
hook” with regard to moral blame (2015, p. 74).  

Although the mentioned standard is not always this explicitly stated, it is easily 
inferred by how the notion of moral agency is introduced by pointing out examples 
of typical agents or beings who are assumed to fall outside or stand on the margins 
of the domain of moral agents. For instance, Wolf also writes that “we adult 
human beings can be responsible for our actions in a way that dumb animals, 
infants, and machines cannot” (1987/2013, p. 332). And Hakli and Mäkelä (2019) 
believe that “robots as programmed artifacts cannot be moral agents responsible 
for their actions” (2019, p. 261). In this way, small children and nonhuman animals, 
and sometimes autonomous and advanced machines, are examples of entities and 
agents assumed to be exempt from ascriptions of moral responsibility, and thus to 
fall outside the realm of moral agency.  

In addition to small children and the mentioned nonhuman cases, there are 
also many groups of adult humans assumed to have diminished moral agency due 
to certain putatively moral agency-undermining traits, conditions, or disabilities. 
These are, for example, people suffering from late-stage dementia, impaired em-
pathy, or obsessive-compulsive disorder (Haksar, 1998; Talbert, 2022). However, 
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Shoemaker, 2013, 2015; Rosen, 2015). While excuses may tell us something about 
the conditions of moral responsibility for particular acts or omissions, exemptions 
are assumed to reveal something about the conditions of moral agency in general. 
If there are certain agents that regularly fail to evoke, or toward whom we regularly 
modify or inhibit, our moral responsibility reactions, this may indicate that these 
beings lack something of importance for moral agency. A popular strategy, not 
least within a practice-focused approach, has therefore been to discuss and 
compare standard and nonstandard cases in the hopes of gaining insight into the 
features, properties, or powers that ground moral agency. 

The aim of this chapter is to account for and analyze discussions about non-
standard cases in the moral agency and responsibility literature. I do this by spelling 
out and evaluating various suggestions about why we exempt, or feel ambiguous 
to, nonstandard cases. The first section provides an overview of some common 
examples of nonstandard human cases in the moral agency and responsibility 
literature, along with the potential deficiencies or requirements suggested to be 
made visible by our attitudes and behavioral inclinations in each case. The second 
section continues with an overview of discussions concerning the two cases of 
nonhuman nonstandard cases at the focus of this thesis: artificial intelligence 
entities and nonhuman animals. These debates will be compared and argued to 
highlight partially distinct questions and themes. 

The last section outlines first some general reasons commonly provided for 
taking the objective stance and then some initial worries or issues about 
exemptions. I conclude this section by turning to the arguments developed in 
Paper III, namely that philosophical accounts considering reasons for or against 
exemptions tend to focus on the defendant dimension of participation. As such, 
they overlook or downplay an additional, and fundamental, way in which one can 
be included in or exempted from moral responsibility practices: namely, as a moral 
claimant. By considering this aspect, I argue, we may find that we need to redraw 
the boundaries of moral agency. What is more, the claimant-defendant distinction 
serves as a basis for the next section, where I highlight possible links between 
moral patiency and moral agency.  

4.1 Nonstandard Cases of Human Moral 
Agency 
This section sets out to account for some popular nonstandard human cases by 
discussing the responses assumed to be appropriate or fitting toward such agents, 
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and the suggested implications of these responses. I conclude this section with a 
critical discussion of these verdicts in light of the previously suggested desiderata 
(3.3). 

4.1.1 The Psychopath 
A nonstandard human case at the focus of much philosophical discussion is the 
psychopath (see Shoemaker, 2010, 2015; Kennett, 2002). The psychopath is typically 
assumed to be “characterized by extreme egocentricity and impulsivity, by a 
pronounced lack of remorse and empathy, and by a persistent tendency to 
disregard the effects of one’s actions on others” (Talbert, 2008, p. 518).35 

The reason for the recurring presence of this particular example in the litera-
ture, is argued to be due to the ambivalent (Watson, 1987/2004) or contradictory 
intuitions of moral responsibility and blameworthiness that the notion of this type 
of agent allegedly produces. While many other nonstandard cases, such as small 
children and nonhuman animals, are typically taken to lack the intellectual 
capacities of typical adult humans, “[w]hat is especially puzzling and problematic 
about the case of the psychopath is precisely that these individuals appear 
"normal" and "mature" in respect of rational self-control” (Russel, 2004, p. 297) 
as well as “mental state attribution” (McGeer, 2008, p. 230). Hence, the 
psychopath has been assumed to be a case that may reveal a good deal about the 
nature and requirements of moral agency.  

The features assumed to indicate that the psychopath is morally incapacitated 
are commonly thought to be their “lack of receptivity to moral reasons” and their 
“lack of understanding that someone else’s interests provide noninstrumental 
reasons for acting” (Nelkin, 2015, p. 361; see also Talbert, 2008; Watson, 2011, 
2013; Kennett, 2002; Shoemaker, 2015; Levy, 2007; Mason, 2017). As such, the 
psychopath seems to make explicit the (in)sufficiency of rational capacities, such 
as practical reason and mindreading, for moral agency (Russel, 2004). 

 
35  Although authors in these debates regularly refer to what they call psychopaths, this particular 

terminology does not figure in any of the two established systems for classifying mental 
disorders: the World Health Organization’s International Classification of Diseases (ICD) and 
the American Psychiatric Association’s Diagnostic and Statistical Manual (DSM). In addition, it 
is not clear to what extent the examples in these discussions accurately track diagnostic criteria 
or reflect features of the diagnoses probably closest to what is referred to as psychopathy: 
dissocial personality disorder (ICD) and antisocial personality disorder (DSM). For the purposes of this 
chapter, however, I will assume the terminology employed in these discussions to account for 
and analyze views on the moral agency of human agents displaying the mentioned 
corresponding features. 
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A common type of claim is therefore that the psychopath lacks, or is impaired 
with regard to, a specifically moral competence (see 3.2.2 and 3.2.4) necessary for 
grasping and responding to moral considerations. For instance, Nichols (2001) 
claims that what psychopaths lack is a “Concern Mechanism” (2001, p. 426). This 
mechanism responds to cues indicating distress in others by producing an affective 
response that motivates altruistic behavior. Lacking this mechanism, Nichols 
believes, explains why psychopaths fail to distinguish between conventional and 
moral violations. Since the psychopath is defined to lack this competence, they can 
at most be motivated to abide by moral principles or considerations for 
instrumental reasons, such as the desire to avoid sanctions (similar to Russel’s 
(2004) example about Jill who is incapable of true fear). A different argument is 
made by Levy (2007) who suggests that the psychopath lacks moral understanding 
and, in turn, is incapable of the type of control necessary for moral responsibility. 

A more radical position is found in the claim that the psychopath makes explicit 
a link between “prudential and interpersonal concern” (Watson, 2013, p. 287). 
According to this suggestion, what the psychopath lacks is not just concern for 
others, but the more fundamental capacity to “form any extended and coherent 
conception of his own or others’ ends, and therefore of the ways in which those 
ends generate and sustain reasons over time” (Kennett, 2002, p. 355). This 
incapacity to “value certain ends” (McGeer, 2008, p. 247) in turn renders the 
psychopath unable to invest in, and thus normatively commit to, any ends, their 
own or others (Kennett, 2002; McGeer, 2008; Shoemaker, 2015, Ch. 5). As such, 
the psychopath is, in a sense, argued to be evaluatively indifferent in general, over 
and above immediate whims or impulses (McGeer, 2008, p. 254; Kennett, 2002, 
Watson, 2013; Shoemaker, 2015, Ch. 5).36  

The mentioned deficiencies, many argue, serve to exempt the psychopath from 
moral responsibility. It would be unreasonable and maybe even unfair to subject 
them to the demands and harms of blame or to otherwise hold them responsible 
(Russel, 2004; Nelkin, 2015; McGeer, 2008; Fine & Kennett, 2004; Kennett, 2002; 
Murphy, 1972; Wolf, 1987/2003; Shoemaker, 2010; Levy, 2007). Others, however, 
argue that while psychopaths indeed are morally deficient, they are not off the 
hook regarding moral responsibility. For instance, some claim that the psychopath 
is capable of guiding their conduct by reasons in general, or that their conduct still 
manifests their quality of will (Scanlon, 1998; Talbert, 2008; Greenspan, 2003; A. 

 
36  Note, however, that this deficiency is sometimes put in terms of “an affective deficit” (Kennett, 

2006, p. 70; see also Nichols, 2002; McGeer, 2008) and other times as a “rational shortcoming” 
(Kennett, 2006, p. 70).  
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M. Smith, 2008). As such, the psychopath is argued to be open to blaming 
responses.  

Some suggestions regarding the moral agency of psychopaths are located 
somewhere in the middle between the mentioned positions. Some proponents of 
pluralist accounts of moral responsibility and agency argue that, since psychopaths 
are capable of “intentionally or willingly” harming others (Watson, 2011, p. 317), 
they are eligible for moral assessments about character (attributability). However, 
since psychopaths lack the capacity for perceiving the normative perspective of 
others (their cares, commitments, emotions) as providing putative reasons 
(Shoemaker, 2015), they are not appropriate targets of the demand for regard 
(accountability) (Watson, 1987/2004, 2011; Shoemaker, 2015, 2013, 2011).37  

While I am inclined to concur that the psychopath indeed seems to be missing 
something vital to moral agency, the normative and practical implications of this 
are not as clear. Assuming that blame can play various functional roles, it may be 
reasonable to blame a psychopath for harming us despite their assumed inability 
to truly recognize or respond appropriately to blame. For instance, following a 
broad understanding of blame as a form of protest or a way of standing up for 
oneself. holding psychopaths responsible can be reasonable since their harmful 
“actions can express offensive judgments that we are interested in rejecting and 
standing up against” (Talbert, 2012, p. 106).38  

4.1.2 Agents with Unfortunate Upbringings 
A related but distinct kind of nonstandard human case concerns agents who are 
“peculiarly unfortunate in formative circumstances” (Strawson, 1962/1982, p. 79): 
in other words, agents who are morally deprived due to abuse, neglect or 
misguided upbringings.  

A recurring example in the responsibility literature concerns real-life kidnapper 
and murderer Robert Harris, first mentioned in the responsibility debate by 
Watson (1987/2004). Watson argues that learning about Harris’ horrible 
upbringing and childhood trauma appears to mollify our reactive attitudes toward 
him. However, exempting someone from moral responsibility by appeal to some 
“deviant causal history” (Shoemaker, 2015, p. 192) or “moral luck” (Russel, 2011, 
p. 219), Watson argues, moves us beyond the resources of Strawsonian 
compatibilism.  

 
37  Nelkin (2015) explicitly denies the attribution of moral vices or virtues to psychopaths. 
38  See also Talbert (2021). 
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37  Nelkin (2015) explicitly denies the attribution of moral vices or virtues to psychopaths. 
38  See also Talbert (2021). 
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What is more, if resentment and indignation express the basic demand for good 
will in our moral responsibility practices, and the participant stance presupposes 
the possibility of such moral address, “then the paradox results that extreme evil 
disqualifies one for blame” (Watson 1987/2004, p. 235). While the conduct of the 
extremely evil seems to present paradigm examples of blameworthy conduct (like 
in the case of cold-blooded murder), these agents appear to lack the capacity for 
being motivated by moral considerations and thus are not someone to whom 
moral address seems appropriate. In this sense, agents of extreme evil appear to 
be exempted from moral agency by definition, argues Watson.  

Wolf (1987/2013) provides another take on the issues presented by 
unfortunate formative circumstances. She argues that cases involving deprived 
childhoods and agents who live in misguided societies, highlight the need for 
supplementing Real Self views of moral agency (see also previous chapters: 2.2.1, 
2.2.3, and 3.2.2) with a moral competence condition.39 Wolf illustrates her point 
by using the fictional example of JoJo, a boy who is brought up by a sadistic 
dictator and comes to adopt the vile values and behaviors of his father. Applying 
the conditions of Real Self views, Wolf argues, would lead us to the implausible 
conclusion that JoJo’s actions express his deep beliefs and values (or his quality of 
will, see Shoemaker, 2015, Ch. 7) and that he therefore is a moral agent.  

However, Wolf argues, learning about JoJo’s upbringing and the misguided 
society he lives in seems to make us inclined to exempt him from blame. How can 
we make sense of these intuitions, on one hand, and maintain the appropriateness 
of a general participant stance, on the other? Wolf’s suggestion is to add to moral 
agency a condition of “sanity”, that is, “the ability cognitively and normatively to 
understand and appreciate the world for what it is” (1987/2013, p. 338). Hence, 
because JoJo’s beliefs and values are “unavoidably mistaken” (1987/2013, p. 336), 
he lacks the moral competence required for being fully responsible for them, Wolf 
argues.40 

At the same time, several authors reject unfortunate formative circumstances 
as an example of a wholly exempting condition. The formative circumstances may 
be regrettable in how they have shaped, and perhaps still enforce, the preferences 
and values of these people. Moreover, their parents and or society may very well 

 
39  Note that Wolf uses the different term deep-self view (1987/2013) here to refer to the type of 

account that she later refers to as the Real Self View (Wolf, 1990). 
40  See also Sie (2005), who argues that Wolf and Wallace seem to be “committed to the existence 

of a fundamental distinction between wrongdoers and blameworthy agents, a distinction that 
separates the two independently of the decisive identification (or lack thereof) of the agent.” 
(2005, p. 64). 
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be to blame for creating their bad characters. However, since the conduct of these 
agents does in fact manifest their substandard regard or vice, they are morally 
responsible (Talbert, 2012; A. M. Smith, 2008; Scanlon, 1998; Arpaly, 2002, Ch. 5; 
Moody-Adams, 1994).  

Our ambivalent or conflicting intuitions regarding cases like Harris’ may be due 
to a failure to distinguish between various forms or stages of moral responsibility. 
This may be because we commonly seem to conflate assessments of character with 
reactions to (insufficient) regard (Shoemaker, 2015), for example, or because we 
tend to conflate the question of whether someone is an apt object or recipient of, 
say, blame, on one hand, and what exactly would be an appropriate or justified 
response to their wrongdoing, on the other (Arpaly, 2002; Levy, 2003).41 Or, it 
may be because the nature of human moral psychology makes it difficult for us to 
typecast an agent as both perpetrator and victim at the same time (Gray et al., 2012). 

More nuanced, and I believe more attractive, views regarding the moral agency 
of people with unfortunate formative upbringings can be obtained by attending 
to, and teasing apart, various possible aims and values of ascribing moral 
responsibility. For instance, according to explicitly educational, scaffolding, or 
reformative approaches to moral responsibility, blame may be fitting even in cases 
concerning disorders affecting moral agency, since such agents may still be capable 
of rehabilitation and reform, and thus of becoming better or more capable (moral) 
agents (Pickard, 2014).42  

Likewise, it may be the case that many people fail to be appropriately 
responsive to moral considerations because they live in societies or cultures that 
foster oppressive behavior. Still, blame can make sense in terms of, for instance, 
effecting social change (Calhoun, 1989)43 or as a way of reminding, educating, or 
in other ways scaffolding the sensitivity and responsiveness of moral agents.44As 

 
41  Interestingly, while Arpaly (2002) and Levy (2003) emphasize the distinction between 

blameworthiness and various types of punitive measures, they do so to explain and support 
opposing positions. Arpaly believes that an agent such as JoJo can be blameworthy but not 
necessarily open to punishment, while Levy argues that JoJo is excused from blame but not 
legal consequences.  

42  Pickard (2014) argues that since the very nature of personality disorders makes the agent 
vulnerable to “feelings of rejection, anger, shame, hopelessness, and desperation” (2014, p. 8), 
blaming responses need to be void of anger in order to make possible their beneficial or 
scaffolding effects. 

43  Calhoun (1989) argues that it makes sense to hold people responsible for behavior that is 
unwittingly sexually or racially oppressive, albeit in a detached way, to effect social change. 

44  These suggestions assume ideas similar to those of modern instrumentalist accounts (see also 
Chapter 6). A significant difference, however, is that the former, but not the latter, 
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39  Note that Wolf uses the different term deep-self view (1987/2013) here to refer to the type of 

account that she later refers to as the Real Self View (Wolf, 1990). 
40  See also Sie (2005), who argues that Wolf and Wallace seem to be “committed to the existence 

of a fundamental distinction between wrongdoers and blameworthy agents, a distinction that 
separates the two independently of the decisive identification (or lack thereof) of the agent.” 
(2005, p. 64). 
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be to blame for creating their bad characters. However, since the conduct of these 
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41  Interestingly, while Arpaly (2002) and Levy (2003) emphasize the distinction between 

blameworthiness and various types of punitive measures, they do so to explain and support 
opposing positions. Arpaly believes that an agent such as JoJo can be blameworthy but not 
necessarily open to punishment, while Levy argues that JoJo is excused from blame but not 
legal consequences.  

42  Pickard (2014) argues that since the very nature of personality disorders makes the agent 
vulnerable to “feelings of rejection, anger, shame, hopelessness, and desperation” (2014, p. 8), 
blaming responses need to be void of anger in order to make possible their beneficial or 
scaffolding effects. 

43  Calhoun (1989) argues that it makes sense to hold people responsible for behavior that is 
unwittingly sexually or racially oppressive, albeit in a detached way, to effect social change. 

44  These suggestions assume ideas similar to those of modern instrumentalist accounts (see also 
Chapter 6). A significant difference, however, is that the former, but not the latter, 
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mentioned in conjunction with the case of the psychopath, blame may also have 
aims and values beyond contrition and reform, such as, say, affirming the blamer’s 
self-worth (Talbert, 2012).  

As we will see, arguments that appeal to finer distinctions, such as types, stages 
and aims, and values of reactions and ascriptions of moral responsibility, 
frequently figure also in discussions about nonhuman moral agency (see 4.2 
below). Following this, Paper III sets out to make explicit an overlooked 
dimension of moral participation, and Paper IV discusses normative reasons for 
and against including or exempting someone as moral agent. 

4.1.3 Autistic Persons 
A third example of a nonstandard human case concerns the moral agency and 
responsibility of autistic persons (Kennett, 2002; McGeer, 2008, 2009; Shoemaker, 
2015; Stout, 2016). A central theme here is to investigate the role of social 
cognition, mindreading, or (various forms of) empathy for moral agency, on the 
assumption that autistic persons differ from neurotypicals regarding these capac-
ities or features. For example, a common view is that autistic persons rely (more 
heavily than neurotypicals) on explicit forms of inference when interpreting the 
mental states of others (McGeer, 2008, 2009; Stout, 2016; Kennett, 2002). Some 
claim that because autistic persons are impaired with regard to certain forms of 
social cognition, mindreading, empathy or self-directed reactive attitudes (such as 
guilt), they are not (full) moral agents (see Shoemaker, 2015; Stout, 2016).  

However, many others (myself included) deny these conclusions and argue 
that, while autistic persons may differ from neurotypicals in some respect 
regarding mentalization, the significance of this for moral agency is far from clear 
or established. For example, some propose pluralism with regard to the features 
requires for moral agency and claim that empirical evidence as well as lack of 
consensus on what empathy, prosocial behavior, or moral agency even requires, 
forces us to question the view of moral agency “as an “all or nothing” set of 
capacities”, that excludes autistic persons (Krahn & Fenton, 2009, p. 158; see also 
McGeer, 2008). I am sympathetic to the notion of moral agential heterogeneity 
and will return to this matter shortly (4.1.7). 

 
differentiates full-blown paradigmatic blame from the suggested detached, rehabilitative, or 
educational responsibility responses.  
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In addition, some authors argue that because learning and following moral rules 
or principles does not (always) require complex or explicit mindreading, excluding 
autistic persons from moral agency would be a mistake (Kennett, 2002, 2006; 
McGeer, 2008).45 A related, but sentimentalist, argument against exempting 
autistic persons from moral agency can be derived from positions that suggest the 
primacy of sympathy rather than empathy for moral motivation and behavior. 
Given that autistic persons have the affective system required for concern 
(Nichols, 2001), and assuming that concern and not empathy is central to moral 
motivation and conduct, autistic persons are moral agents. As we will see, similar 
sentimentalist positions about altruistic/moral motivation are popular among 
proponents in the animal moral agency debate.  

4.1.4 Other Nonstandard Cases from the Psychiatric 
Domain 
There are many more putative examples of nonstandard human agents from the 
psychiatric domain discussed in the moral agency and responsibility literature. 
These are, for example, people with ADHD, bipolar disorder, people who suffer 
from addiction, kleptomania, pyromania, obsessive compulsive disorder (OCD), 
Tourette’s syndrome, emotional instability syndrome, eating disorders, dementia 
(such as Alzheimer’s disease), and psychosis (Arpaly, 2002; Pickard, 2011, 2015; 
Pickard & Ward, 2013; Kennett, 2009; Shoemaker, 2015; Jennings, 2009; 
Brandenburg, 2018; Radoilska, 2023). While an in-depth discussion of every 
mentioned case is beyond the scope of this thesis, it might be helpful to consider 
and compare some suggestions in the moral agency and responsibility literature 
that are purportedly all-encompassing or exhaustive.  

According to an autonomy-emphasizing account, what unifies many of these 
examples is suggested to be that the illness or disorder undermines, disrupts, or 
prevents the person’s “unity of agency” (Kennett, 2009, p. 93). When an agent 
suffers from motivational deficits, compulsion, delusion, or memory loss, their 
“projects, large and small” are “at constant risk of derailment…” which means 
that they “…lack authorial control over” their life (Kennett, 2009, p. 96), and thus 
cannot be appropriately held responsible. 

However, unsurprisingly, I am inclined toward a quality of will analysis. The 
responsibility-undermining features of, for example, ADHD, kleptomania, and 

 
45  See Batson (1994) and Batson and colleagues (2011), who discuss principlism as a possible 

alternative basis for helping behavior in humans aside from altruistic motivation.  



 90 •  NONHUMAN MORAL AGENCY 

 

mentioned in conjunction with the case of the psychopath, blame may also have 
aims and values beyond contrition and reform, such as, say, affirming the blamer’s 
self-worth (Talbert, 2012).  

As we will see, arguments that appeal to finer distinctions, such as types, stages 
and aims, and values of reactions and ascriptions of moral responsibility, 
frequently figure also in discussions about nonhuman moral agency (see 4.2 
below). Following this, Paper III sets out to make explicit an overlooked 
dimension of moral participation, and Paper IV discusses normative reasons for 
and against including or exempting someone as moral agent. 

4.1.3 Autistic Persons 
A third example of a nonstandard human case concerns the moral agency and 
responsibility of autistic persons (Kennett, 2002; McGeer, 2008, 2009; Shoemaker, 
2015; Stout, 2016). A central theme here is to investigate the role of social 
cognition, mindreading, or (various forms of) empathy for moral agency, on the 
assumption that autistic persons differ from neurotypicals regarding these capac-
ities or features. For example, a common view is that autistic persons rely (more 
heavily than neurotypicals) on explicit forms of inference when interpreting the 
mental states of others (McGeer, 2008, 2009; Stout, 2016; Kennett, 2002). Some 
claim that because autistic persons are impaired with regard to certain forms of 
social cognition, mindreading, empathy or self-directed reactive attitudes (such as 
guilt), they are not (full) moral agents (see Shoemaker, 2015; Stout, 2016).  

However, many others (myself included) deny these conclusions and argue 
that, while autistic persons may differ from neurotypicals in some respect 
regarding mentalization, the significance of this for moral agency is far from clear 
or established. For example, some propose pluralism with regard to the features 
requires for moral agency and claim that empirical evidence as well as lack of 
consensus on what empathy, prosocial behavior, or moral agency even requires, 
forces us to question the view of moral agency “as an “all or nothing” set of 
capacities”, that excludes autistic persons (Krahn & Fenton, 2009, p. 158; see also 
McGeer, 2008). I am sympathetic to the notion of moral agential heterogeneity 
and will return to this matter shortly (4.1.7). 

 
differentiates full-blown paradigmatic blame from the suggested detached, rehabilitative, or 
educational responsibility responses.  

 

   NONSTANDARD MORAL AGENCY  • 91 

 

In addition, some authors argue that because learning and following moral rules 
or principles does not (always) require complex or explicit mindreading, excluding 
autistic persons from moral agency would be a mistake (Kennett, 2002, 2006; 
McGeer, 2008).45 A related, but sentimentalist, argument against exempting 
autistic persons from moral agency can be derived from positions that suggest the 
primacy of sympathy rather than empathy for moral motivation and behavior. 
Given that autistic persons have the affective system required for concern 
(Nichols, 2001), and assuming that concern and not empathy is central to moral 
motivation and conduct, autistic persons are moral agents. As we will see, similar 
sentimentalist positions about altruistic/moral motivation are popular among 
proponents in the animal moral agency debate.  

4.1.4 Other Nonstandard Cases from the Psychiatric 
Domain 
There are many more putative examples of nonstandard human agents from the 
psychiatric domain discussed in the moral agency and responsibility literature. 
These are, for example, people with ADHD, bipolar disorder, people who suffer 
from addiction, kleptomania, pyromania, obsessive compulsive disorder (OCD), 
Tourette’s syndrome, emotional instability syndrome, eating disorders, dementia 
(such as Alzheimer’s disease), and psychosis (Arpaly, 2002; Pickard, 2011, 2015; 
Pickard & Ward, 2013; Kennett, 2009; Shoemaker, 2015; Jennings, 2009; 
Brandenburg, 2018; Radoilska, 2023). While an in-depth discussion of every 
mentioned case is beyond the scope of this thesis, it might be helpful to consider 
and compare some suggestions in the moral agency and responsibility literature 
that are purportedly all-encompassing or exhaustive.  

According to an autonomy-emphasizing account, what unifies many of these 
examples is suggested to be that the illness or disorder undermines, disrupts, or 
prevents the person’s “unity of agency” (Kennett, 2009, p. 93). When an agent 
suffers from motivational deficits, compulsion, delusion, or memory loss, their 
“projects, large and small” are “at constant risk of derailment…” which means 
that they “…lack authorial control over” their life (Kennett, 2009, p. 96), and thus 
cannot be appropriately held responsible. 

However, unsurprisingly, I am inclined toward a quality of will analysis. The 
responsibility-undermining features of, for example, ADHD, kleptomania, and 

 
45  See Batson (1994) and Batson and colleagues (2011), who discuss principlism as a possible 

alternative basis for helping behavior in humans aside from altruistic motivation.  



 92 •  NONHUMAN MORAL AGENCY 

 

depression are not primarily due to constitutive or correlated deficiencies in 
conscious deliberation, autonomy, or self-control. Rather, deviations in 
psychological make-up are relevant to moral responsibility to the extent that they 
affect the agent’s responsiveness to moral consideration. The question, therefore, 
is whether, and to what extent, a feature explains (away) ill will or lack of concern 
(Arpaly, 2002, Ch. 5), such as when a feature impedes or in some way imposes 
significant costs on, the agent’s ability and inclination to recognize and respond to 
moral considerations.  

For instance, consider an agent, A, who suffers from social anxiety. Due to her 
condition, A finds it very difficult to maintain eye contact, avoids answering phone 
calls or replying to messages, and regularly cancels social plans at the last minute. 
While the mentioned behaviors might be indicative of disrespect or insufficient 
regard in the case of many other people, this is clearly not the case here. The severe 
distress that A experiences due to her social anxiety explains her tendency to avoid 
attention and social interaction without implicating the quality of her will.  

In addition, following the practice-focused account proposed in the previous 
chapter (3.4), I believe that an agent can be exempted if her condition or incapacity 
undermines her ability to engage with others in moral exchanges. Consider, for 
instance, an agent, B, who suffers from paranoid personality disorder and who, 
due to her general mistrust of people, regularly misinterprets or misrepresents 
feedback or criticism. Her condition disposes her to perceive most instances of 
criticism in general as pre-meditated attempts aimed to hurt her. Hence, when she 
is blamed for, say, having failed to keep a promise, she is not capable of uptake 
like most other people. It is not the case that she dismisses blame just to avoid the 
aversiveness of guilt. Nor is it merely the case that she questions criticism or 
feedback on reasons of proportionality. Rather, her paranoid disposition makes it 
very difficult for her to perceive and seriously consider the moral message of blame 
in the first place.  

4.1.5 Persons with Intellectual Disabilities 
Another subset of nonstandard, marginal, or typically exempted, human agents 
discussed in relation to moral agency and responsibility are persons with 
intellectual disabilities. Shoemaker (2015) argues that although this group is 
commonly grouped together with children in the literature, this is a mistake. He 
claims that the majority of people with mild intellectual disability (or MID) are 
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generally more mature than small children in respects relevant for ascriptions of 
moral responsibility in the accountability and attributability senses.  

However, Shoemaker argues that because people with MID “may have trouble 
accessing or appreciating abstract principles about mutual recognition and ac-
countability amongst all members of the accountability community” or “trouble 
seeing (without serious prompting) how the practices of mutual accountability 
with which they are familiar ought to be applied to unfamiliar agents”, they may 
not be full members in the accountability community with regard to people outside 
their circle of family, friends and caregivers (2015, p. 187). Shoemaker also argues 
that because many adults with MID are not “able to engage in abstract thought or 
to apply principles or information from one situation to another very well” (2015, 
p. 183), they have impaired answerability. 

While I am inclined to disagree with the broad-brush approaches and generic 
verdicts like the one above, I am sympathetic to the idea that moral agency may 
depend on, and vary across, social contexts. In Paper III, I argue that various 
aspects or dimensions of moral agency may depend on, and vary with, the 
particular social context and interaction in which a particular agent is situated. For 
instance, small children or dogs may qualify as co-participants with typical adult 
humans in the sense of being eligible for moral responses, while failing to qualify 
in the sense of being eligible for moral appraisal.  

What is more, I believe that typical adult humans likewise regularly struggle 
with recognizing unfamiliar, distant, vulnerable, different, disenfranchised, or 
nonhuman agents as co-participants in moral responsibility practices. This is, in 
fact, a central claim developed and defended in Paper IV, and elaborated on in 
Chapter 5. 

4.1.6 Children and Adolescents 
Interestingly, the use of small children as examples of nonstandard cases in 
philosophical discussions of moral agency is more nuanced than many of the 
examples assuming psychiatric conditions. For instance, even though young 
children are typically assumed to lack the control and knowledge46 required for 

 
  In addition, children and childhood is commonly associated with “innocence”, and “identities 

of purity, the absence of vice, vulnerability, and a lack of knowledge or understanding of the 
world” (Burroughs, 2020, p. 87; see also Coveney, 1982). These cultural associations, some 
argue, play an important role for the ways we understand, imagine and practically assess 
children as moral agents (Burroughs, 2020). An interesting contrast here, however, is so-called 
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moral agency,47 many authors explicitly recognize that our everyday interactions 
with children seem to tell a somewhat different story about our reactive attitudes.  

According to some, the fact that adult humans regularly react to the conduct 
of young children with disapproval and annoyance can be straightforwardly 
explained in purely educational terms. What may look like blame in these instances, 
is nothing more than the application of a feigned, educational, or as if-stance aimed 
at preparing children for their future lives as full-blown moral agents (see 
Strawson, 1962/1982; Vargas, 2013; Sneddon, 2005). Full-blown blame would, on 
the other hand, be unreasonable or unfair (see, for example, Wallace, 1994). 

Others, however, suggest that children can be actual participants in (some) 
moral responsibility practices precisely in virtue of the regulative function of 
blame. If children can be influenced to internalize moral considerations via (some) 
moral responsibility responses, they are eligible in the requisite sense (Burroughs, 
2020; Brandenburg, 2019). Hence, this view emphasizes, and reflects, what I have 
called the communicative, or affective-communicative, skills of moral agency (3.4). 

The position, perhaps, closest to the suggested account in 3.4, is found in views 
that conceive of moral agency in terms of a social-normative competence. 
Strawson described childhood as a “borderline, penumbral area,” and where we 
find “progressive emergence” of moral agency (1962/1982, p. 75). Since children 
are psychologically less developed as well as less experienced than adults, they are 
generally not as morally competent. In other words, children will find it more 
difficult to recognize and respond to moral considerations than typical human 
adults. However, just like adults, children are morally responsible relative to their 
moral competence, and therefore should not be assumed to be wholly exempt 
from moral agency (Tiboris, 2014).  

 
adultification of some children, that is, when some “children are perceived as being less innocent 
and less vulnerable, and subsequently not afforded the same protection” as other children 
(Davis & Marsh, 2020, p. 256). For example, racial biases lead people to meet Black children 
with “suspicion, assumed deviance and culpability” (Davis, 2022, p. 5; see Goff et al., 2014). 

  Very young children, such as infants and toddlers, are often thought of as clear-cut examples of 
responsibility exempted humans (Shoemaker, 2015). This is because young children are 
assumed to lack reason-responsiveness, deliberation, self-constitution, moral competence 
and/or self-control (Tiboris, 2014). Instead, they are thought to be moved by their appetites, 
impulses, and emotions (Burroughs, 2020). On one interpretation, this makes them incapable of 
avoiding wrongdoing and therefore not fair targets of ascriptions of moral responsibility, such 
as blame (see, for example, Wallace, 1994). On another interpretation, lacking these basic moral 
and rational competences, the actions of children, however annoying or harmful, fail to have 
the requisite sort of moral significance required for ascriptions and reactions of moral 
responsibility to be appropriate (Watson 1987/2004; Shoemaker, 2011; McKenna, 2012). 
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Considerations of moral agency and responsibility in older children and 
adolescents, make explicit the transitional nature of acquiring (full) moral agency. 
In this way, childhood and adolescence are taken to challenge views that assume 
sharp distinctions between those who are and those who are not moral agents. For 
instance, given that adolescence is a period where some agential capacities seem to 
develop faster than others, some suggest that we may have to consider the 
possibility that different aspects of moral agency may come apart (Hartvigsson & 
Munthe, 2018). This claim may be taken to echo pluralist accounts of moral agency 
(3.2.3), but likewise seems to reflect a commitment to the idea of distinct aspects 
or dimensions of moral agency, such as the defendant-claimant distinction 
suggested in Paper III. 

4.1.7 Concluding Remarks: Epistemic Humility and the 
Possibility of Moral Heterogeneity 
Before turning to the nonhuman cases at center stage in this thesis, namely artificial 
intelligence entities and nonhuman animals, I would like to consider the accuracy 
desideratum suggested in 3.3 in relation to the mentioned discussions about 
nonstandard human cases. While I am committed to a naturalistic approach to 
moral agency and responsibility, I believe that such an approach likewise requires 
that we are aware of and acknowledge the potential epistemic shortcomings of 
speculative generalizations.  

I find that the discussion of neuropsychiatric and other psychiatric conditions 
in the philosophical literature on moral responsibility and moral agency tends to 
make rather quick and simplistic assumptions about highly variable conditions and 
nontypical forms of functioning to drive philosophical arguments. For example, 
one may note the absence of nuance in the picture painted of rather large and 
variable groups of people, such as autistic persons (see Richman & Bidshahri, 
2018), persons with intellectual disability (see Carlson 2009), persons with ADHD, 
or persons suffering from depression, just to mention a few. For instance, the 
reliance of autistic persons on nontypical ways to know the mental states of others 
may, depending on the exact underlying condition, be explained by different 
neurological, cognitive, and behavioral mechanisms and strategies that are not 
necessarily cases of incapacity (see also Radoilska, 2023). 

In addition, there are various (sometimes competing) theories of what the core 
of autism, as well as many of the other mentioned conditions, actually are. Hence, 
even assuming that one is confident in a particular account of moral responsibility 



 94 •  NONHUMAN MORAL AGENCY 

 

moral agency,47 many authors explicitly recognize that our everyday interactions 
with children seem to tell a somewhat different story about our reactive attitudes.  

According to some, the fact that adult humans regularly react to the conduct 
of young children with disapproval and annoyance can be straightforwardly 
explained in purely educational terms. What may look like blame in these instances, 
is nothing more than the application of a feigned, educational, or as if-stance aimed 
at preparing children for their future lives as full-blown moral agents (see 
Strawson, 1962/1982; Vargas, 2013; Sneddon, 2005). Full-blown blame would, on 
the other hand, be unreasonable or unfair (see, for example, Wallace, 1994). 

Others, however, suggest that children can be actual participants in (some) 
moral responsibility practices precisely in virtue of the regulative function of 
blame. If children can be influenced to internalize moral considerations via (some) 
moral responsibility responses, they are eligible in the requisite sense (Burroughs, 
2020; Brandenburg, 2019). Hence, this view emphasizes, and reflects, what I have 
called the communicative, or affective-communicative, skills of moral agency (3.4). 

The position, perhaps, closest to the suggested account in 3.4, is found in views 
that conceive of moral agency in terms of a social-normative competence. 
Strawson described childhood as a “borderline, penumbral area,” and where we 
find “progressive emergence” of moral agency (1962/1982, p. 75). Since children 
are psychologically less developed as well as less experienced than adults, they are 
generally not as morally competent. In other words, children will find it more 
difficult to recognize and respond to moral considerations than typical human 
adults. However, just like adults, children are morally responsible relative to their 
moral competence, and therefore should not be assumed to be wholly exempt 
from moral agency (Tiboris, 2014).  

 
adultification of some children, that is, when some “children are perceived as being less innocent 
and less vulnerable, and subsequently not afforded the same protection” as other children 
(Davis & Marsh, 2020, p. 256). For example, racial biases lead people to meet Black children 
with “suspicion, assumed deviance and culpability” (Davis, 2022, p. 5; see Goff et al., 2014). 

  Very young children, such as infants and toddlers, are often thought of as clear-cut examples of 
responsibility exempted humans (Shoemaker, 2015). This is because young children are 
assumed to lack reason-responsiveness, deliberation, self-constitution, moral competence 
and/or self-control (Tiboris, 2014). Instead, they are thought to be moved by their appetites, 
impulses, and emotions (Burroughs, 2020). On one interpretation, this makes them incapable of 
avoiding wrongdoing and therefore not fair targets of ascriptions of moral responsibility, such 
as blame (see, for example, Wallace, 1994). On another interpretation, lacking these basic moral 
and rational competences, the actions of children, however annoying or harmful, fail to have 
the requisite sort of moral significance required for ascriptions and reactions of moral 
responsibility to be appropriate (Watson 1987/2004; Shoemaker, 2011; McKenna, 2012). 

   NONSTANDARD MORAL AGENCY  • 95 

 

Considerations of moral agency and responsibility in older children and 
adolescents, make explicit the transitional nature of acquiring (full) moral agency. 
In this way, childhood and adolescence are taken to challenge views that assume 
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moral agency and responsibility, I believe that such an approach likewise requires 
that we are aware of and acknowledge the potential epistemic shortcomings of 
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I find that the discussion of neuropsychiatric and other psychiatric conditions 
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make rather quick and simplistic assumptions about highly variable conditions and 
nontypical forms of functioning to drive philosophical arguments. For example, 
one may note the absence of nuance in the picture painted of rather large and 
variable groups of people, such as autistic persons (see Richman & Bidshahri, 
2018), persons with intellectual disability (see Carlson 2009), persons with ADHD, 
or persons suffering from depression, just to mention a few. For instance, the 
reliance of autistic persons on nontypical ways to know the mental states of others 
may, depending on the exact underlying condition, be explained by different 
neurological, cognitive, and behavioral mechanisms and strategies that are not 
necessarily cases of incapacity (see also Radoilska, 2023). 

In addition, there are various (sometimes competing) theories of what the core 
of autism, as well as many of the other mentioned conditions, actually are. Hence, 
even assuming that one is confident in a particular account of moral responsibility 
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and agency, the various factors, possible normative considerations, and scientific 
uncertainties taken together seem to favor cautious and “messy” rather than 
certain and “neat” verdicts about the moral agency of agents “with certain 
impairments” (Jeppsson, 2022b, p. 82; see also Richman & Bidshahri, 2018).  

What is more, there is reason to question the assumption that one can learn all 
there is to know about the subjective or phenomenological dimension of moral 
agency merely from consulting one’s own, and one’s peers’, experience. This 
means that one should avoid accepting from the get-go that one can learn whether 
and why a certain agent is a moral agent or not merely by consulting the feelings 
and action tendencies one has, or imagines that one might have, in the position of 
or toward that particular agent.  

The risk of relying too heavily on our own experiential data as epistemic markers 
for whether someone is a moral agent is that our moral emotions and action 
tendencies might, in fact, not (only) be responding to relevant considerations. Our 
intuitions and judgments may, in many of these cases, also be influenced by 
irrelevant social factors, such as prejudice and knowledge gaps (see, for example, 
Jeppsson, 2023). Hence, one should avoid speculative generalizations in favor of 
empirical evidence. 

There is also reason to be skeptical of assumptions about homogeneity 
regarding the experience and underpinnings of moral agency (see, for example, 
Westra & Andrews, 2022). I believe that accuracy requires seriously considering 
the testimony of philosophers and others with first-hand experience regarding the 
moral psychological phenomenology of this wide range of psychologies, 
conditions, and disabilities. There is a rich literature of first-person testimonies that 
seem to support a much more diversified, and nuanced, picture of nonstandard 
human moral agency. Some of this literature is argued to, for instance, challenge 
the “popular preconception that people with autism are unable to truly empathize 
with others due to emotional deficits in a way that affects their moral competence” 
(Radoilska, 2023, p. 10).48 Taking seriously such testimonies is paramount for valid 
assessments (see Stenning, 2020; Radoilska, 2023; Jeppsson, 2021, 2022a).49  

 
48  For example, Shoemaker (2015) believes that “those with high-functioning autism tend to 

experience neither guilt nor pride (or experience them only in rare cases” (2015, p. 171).  
49  See Stenning (2020) for a discussion about autistic life writings (encompassing works from the 

last three decades) as an important but overlooked potential source of support for autistic 
moral agency. See Radoilska (2023) for a philosophical account of moral competence that partly 
builds on first-person testimonies of people with bipolar disorder, autism, and schizophrenia. 
See Jeppsson (2022a) for a philosopher’s first-person account of living and dealing with 
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Secondly, it is not evident that there is much unity even in the way (typical 
adult) philosophers think about and react to allegedly nonstandard cases. 
Philosophical accounts of lived experience with allegedly agency-undermined 
people are claimed to show that philosophers may often overestimate the extent 
to which their armchair intuitions and assessments are representative. For 
example, Kittay (2009), philosopher and mother of disabled daughter Sesha, 
disagrees strongly with the assumptions on which Singer (1996) and McMahan 
(2002) base their respective claims about the moral patiency of people with 
cognitive disabilities.  

However, aiming for accuracy and applicability also highlights further 
methodological issues. Taking a more comprehensive look at empirical data in the 
psychology of moral appraisal makes apparent a non-negligible discrepancy 
between the features assumed to make for appropriate and fitting inclusion, 
excuse, and exemption, and when and why we actually include, excuse or exempt. 
Recent years have therefore seen an increasing number of philosophical works 
raising concerns about and calling attention to the undue influence of external 
conditions that “shape, scaffold, or undermine, agency” (Kennett & Wolfendale, 
2019, p. 39; see also Carbonell, 2019; Ciurria, 2023; Hutchison, 2018).  

In addition, including or exempting someone as moral agent “can be 
enormously significant for both legal and social matters” (Richman & Bidshahri, 
2018, p. 49).  The fact that many nonstandard cases are also part of socially 
vulnerable groups increases the risk that irrelevant factors influence whether, and 
to what extent, they are subjected to or exempted from various responsibility 
responses. Assuming that there are harms or costs to the various ways one is 
included or exempted as moral agent raises the question whether, and to what 
extent, the marginalization of some groups is due to their differential position in 
moral responsibility practices. The social constitution of moral agency in general, 
and the potential psychological effects of exemptions in particular, are the main 
supportive arguments employed in favor of the normative claim I develop in Paper 
IV.  

As stated in 3.3.2, however, the objective of valid comparisons points to a ten-
sion between descriptive desiderata, in terms of accuracy of the practices as they 
stand, and prescriptive desiderata, in terms of guidance of when it is 
(in)appropriate to hold responsible (Argetsinger & Vargas, 2022). I will return to 

 
relapsing episodes of psychosis and Jeppsson (2021) for an argument that psychotic 
phenomena can be intelligible to a greater extent than usually thought, supported by, in part, 
first-hand experience. 
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these methodological questions, and discuss a possible solution, in the final 
discussion (Chapter 6). 

4.2 Beyond Human Moral Agency 
This section serves to outline the debates on nonhuman moral agency, more 
specifically the possibility of moral agency in nonhuman animals and artificial 
intelligence entities. The first nonstandard nonhuman case considered in this thesis 
is artificial intelligence entities. This is then followed by a similar account and 
analysis of the second nonstandard nonhuman case considered, namely, 
nonhuman animals. These cases raise different intuitions and highlight partially 
distinct questions in relation to moral agency.  

A common denominator of these discussions, however, is that they each make 
explicit problematic assumptions about standard (human) moral agency. 
Assumptions that undermine the possibility of conducting valid comparative 
assessments of moral agency. In this section I wish to show the benefits of an 
empirically informed, theoretically modest, and operationalizable account when 
asking questions about moral agency in nonhuman, as well as other, nonstandard 
cases. 

4.2.1 Artificial Moral Agency 
A detailed overview of the artificial moral agency (hereafter AMA) debate can be 
found in Paper I. The following section provides a shorter summary of this debate 
followed by a discussion about some of the themes and issues identified. 

4.2.1.1 Linking the Artificial Moral Agency Debate to General Moral Agency Approaches 

In Paper I we provide an extensive overview of the AMA debate. Without overly 
repeating the specifics of that review, we find some central issues related to the 
idea of machines possessing moral agency. First, one main finding is that much of 
the debate is locked into a capacity-focused approach, where typical opponents of 
artificial moral agency hold that moral agency requires subjective mental states and 
metacognitive capacities of a sort supposedly unlikely to be possessed by 
machines, while those more open to artificial moral agency instead embrace a set 
of behavioral capacities. One example of this is the disagreement between 
followers of Deborah Johnson’s (2006) insistence on phenomenal consciousness 
and those sympathetic to Floridi and Sanders’ (2004) idea that a set of behavioral 
dispositions may suffice (see Paper I for details).  

   NONSTANDARD MORAL AGENCY  • 99 

 

A pragmatic skeptical approach to the consciousness requirement is found in 
Johansson’s (2010) as-if approach. While agreeing that moral agency may require 
subjective mental states in line with the standard view, Johansson stresses the 
problems raised by indiscriminately holding this requirement against artificial 
entities. As pointed out by functionalists, human beings attribute relevant mental 
states, and in turn moral agency using observable features. To be able to retain our 
ordinary practices of ascribing consciousness and moral agency, the underlying 
pragmatics of such practices will need to be applied to machines as well. Assuming 
the possibility of multiple realizability, namely, that a mental state, such as pain, can 
be realized by different physical kinds (artificial and biological) (Putnam, 1967), 
may then support the attribution of said state to an artificial entity that exhibits the 
requisite observable features of pain.  

Another central divider in the artificial moral agency debate is the question of 
whether, and in what sense, free will or autonomy is necessary for moral agency. 
This requirement appears to boil down to the question of sourcehood, namely 
whether artificial entities can be the source of their actions in a way that allows 
them to be attributed moral authorship (see McKenna & Coates, 2021). 

Being eligible for moral responsibility is argued to require being the ultimate 
source of one’s values, decisions, and actions, and consequently that one has come 
to acquire those features in the right way. Because machines and other artificial 
entities lack source control, for example, in terms of having “authentic goals and 
values”, they can never be moral agents (Hakli & Mäkelä, 2019, p. 269; see also 
Johnson, 2006). 

Floridi and Sanders (2004), among others, resist the source control argument 
against machine independence by pointing to the fact that such claims do not 
adequately consider the implication for human moral agency. Like machines, 
human intentions, decisions, and actions are formed by genes and environmental 
factors (also see Powers, 2013). Hence, if the possibility of AMA is denied on the 
basis of design and programming, we may seem to be left with a source control 
condition too restrictive even for humans (Paper I, sec. 5). 

Another central skeptical claim against artificial moral agency is found in the 
argument that moral agency requires more than mere practical rationality. For an 
entity to be a moral agent it also needs moral competence (Sliwa, 2016; Macnamara, 
2015b; see also sec. 3.2.2 and 4.1.1, and Paper I, sec. 4). However, the possibility 
for artificial moral agency in light of this requirement seems to, once more, depend 
on whether abilities making up moral competence can be understood in terms of 
measurable features. Some deny this possibility on the grounds that moral 
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competence requires features like “phenomenal consciousness, phronesis, or the 
intuitions required for wide reflective equilibrium” (Purves et al., 2015, p. 11). 
However, as already mentioned, these features all seem describable in 
dispositional/functional terms, and other claims to the effect that phenomenal 
consciousness is necessary for moral agency seem to lead back to the epistemic 
issue discussed elsewhere (3.3.2 and Paper I, sec. 3).   

In addition to the mentioned disagreements on the necessity of standard 
requirements, several authors suggest alternative approaches to the question of 
artificial moral agency. For example, different types or degrees of moral agency or 
moral responsibility, such as “role responsibility” (Johnson & Powers, 2005, p. 
100) or virtual moral agency and responsibility (Coeckelbergh 2009, 2010) just to 
mention a few. Many of these suggestions can be described as attempts to 
circumvent (some of) the conceptual and practical problems raised in the artificial 
moral agency debate (see Paper I).  

However, many of these alternative suggestions may likewise be considered 
serious contributions to the general philosophical discussion on moral agency and 
responsibility. For example, Watson (1996/2004) and Shoemaker (2015) appeal to 
the complexity and ambiguity of nonstandard human cases to motivate their 
respective pluralistic suggestions. In a similar sense, considerations of artificial 
moral agents can be said to make explicit limitations in current concepts and 
accounts of moral agency and responsibility. In this way, considerations of possible 
future artificial agents, as well as the emergence and experience of new types of 
settings, interactions and practices involving such agents, may be important drivers 
of, and sources of, future philosophical research on moral agency and 
responsibility. This, if anything, seems to favor a less theory-driven and a more 
normatively oriented approach.   

Such an approach is precisely the suggestion made in Paper I. We argue that 
the artificial moral agency debate fails to properly address and provide solutions 
to increasingly pressing practical and normative ethical issues. Instead of assuming 
from the get-go certain requirements of moral agency and investigating whether 
these can be met by artificial entities, we argue for a normative turn. In other 
words, we argue that one should ask whether and how machines should be included 
in human practices where moral agency is normally assumed. Conditions for moral 
agency may be used in such a discussion as well but should be evaluated in a 
normative ethical context.  
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4.2.1.2 Normative and Practice-Focused Approaches to Artificial Moral Agency 

In recent years, there have been some explicit normative suggestions to artificial 
moral agency (Nyholm 2018, 2019; 2020; Johnson & Powers 2005; Verbeek 2011). 
A common theme is to argue against ascribing moral agency to machines or against 
designing or using machines in a way that may cause people to see and treat them 
as moral agents (van Wynsberghe & Robbins, 2019; Hallamaa & Kalliokoski, 2020; 
Fritz et al., 2020; Boddington, 2021). A common assumption is that seeing and 
treating artificial entities as moral agents could pose potential harms or risks. These 
harms or risks are, however, not limited to considerations about safety in relation 
to a particular application, but rather concern more general worries. One worry is 
that engaging with artificial entities in moral practices “may change the basic 
conditions of human action and, therefore, the intrinsic value of human dignity” 
(Hallamaa & Kalliokoski, 2020, p. 3). Another claim is that due to “the importance 
of our moral agency” humans “should never relinquish moral agency to machines” 
(Boddington, 2021, p. 109). 

Other normative considerations can be found in pragmatic or instrumental 
reasons in favor of, or against, including or exempting artificial agents as moral 
agents. As such, these discussions are similar to some of the pragmatic or 
instrumentalist suggestions found in the human-centered debates (McGeer, 2019; 
Vargas, 2013; see Vargas, 2022). For example, some suggest that machines can be 
related to in a similar way we already consider the behavior of children or pets. 
Just like the harmful behavior of, for example, a dog is fundamentally the (moral 
and legal) responsibility of their owner, something similar is argued to be a possible 
solution to purported responsibility gaps posed by AI (Matthias, 2004). The harmful 
behavior of advanced and autonomous machines can, and should, be the moral 
responsibility (and legal liability) of human guardians or owners (Köhler et al., 
2017; Schaerer et al., 2009).50  

A similar suggestion is made by Tigard (2021) who argues that the resources 
available from an objective stance, such as control and training, seem to suffice for 
a wide range of possible problematic scenarios posed by autonomous and 
advanced artificial entities. What is more, Tigard (2021) among others seems to 
think that once human users (or victims) consider and learn that some (perceived) 
harm or injury was, in fact, due to a machine and not a human, they will 
undoubtedly switch to the objective stance. In this way, the alleged issues posed 

 
50  See Johnson and Verdicchio (2018) for a critical discussion of animal-robot analogies. 
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a wide range of possible problematic scenarios posed by autonomous and 
advanced artificial entities. What is more, Tigard (2021) among others seems to 
think that once human users (or victims) consider and learn that some (perceived) 
harm or injury was, in fact, due to a machine and not a human, they will 
undoubtedly switch to the objective stance. In this way, the alleged issues posed 

 
50  See Johnson and Verdicchio (2018) for a critical discussion of animal-robot analogies. 
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by responsibility gaps, originally put forth by Matthias (2004), are argued to be 
exaggerated and easily solved by making evident the artificial nature of the entity.  

While I am sympathetic to Tigard’s (2021) practice-focused approach to 
questions about responsibility gaps, the suggested solution does not seem to 
consider recent empirical data. In particular, Tigard appears to underestimate the 
tendency of humans to readily anthropomorphize and socially engage with 
artificial entities. Mind attribution, for instance, is not something over which one 
has complete conscious control. On the contrary, human cognition is very 
sensitive to cues, such as “the presence of eyes and directed gaze, goal-directed 
motion, and self- propelled motion” (Epley & Waytz, 2010, p. 521; see also Terada 
et al., 2007) as well as social interactive behavior (Hortensius & Cross, 2018), all 
of which increase the probability of mind attribution, anthropomorphizing of, and 
social interaction with artificial entities (Martini et al., 2015; Saltik et al., 2021; 
Hortensius & Cross, 2018; Thellman et al., 2022).  

What is more, there are various studies purported to show that humans already 
judge machines as blameworthy given the presence of certain features, such as 
perceived intentional harm together with perceived phenomenal states (Sullivan & 
Fosso Wamba, 2022; Bigman & Gray, 2018). Other studies even suggest that 
humans morally appraise AI in ways reflecting a pluralistic understanding of moral 
responsibility and agency. That is, people do not only morally appraise the actions 
of AI, but also the character of such entities. Hence, humans ascribe responsibility 
to artificial agents both in a sense that looks like accountability and in a sense that 
looks like attributability (Lima et al., 2021; Gamez et al., 2020).  

And while the blaming responses of humans to (current) AI may differ in some 
respects from those usually seen in human-human interactions (Malle et al., 2019), 
this may simply be a function of how socially embedded a particular agent is. If we 
move to consider a plausible future scenario in which robotic pets, companions 
and caregivers, virtual assistants, and so forth, are improved in terms of 
conversational ability, emotional intelligence, and emotional expressivity, it seems 
imprudent to deny the possibility that humans may come to see and treat some of 
these agents as moral agents.  

I believe that discussions regarding the possibility or risk of seeing and treating 
socially capable artificial entities as moral agents need to take seriously the fact that 
perception and attribution of moral agency do not solely depend on explicit and 
conscious processes. Hence, even “once the facts are known” (Tigard, 2021, p. 
594), the appearance and behavior of an artificial agent may very well still elicit 
something akin to the participant stance in human users. Hence, I am skeptical of 
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the utility of labeling an AI as “artificial”, or designing it to explicitly disclose its 
artificial nature, if the entity at the same time is devised to function in ways that 
elicit mind attribution and encourage emotionally engaged social interaction.51  

For example, if one wants to avoid the ascription of moral agency to artificial 
entities, one needs to consider the inherently social and emotional nature of such 
ascription. Rather than assuming that the participant and objective stances are 
adopted on basis of conscious reflection, a normative and practice-focused 
approach requires us to learn about the actual features and contexts in which 
humans adopt and switch between these perspectives.52  

Another type of normatively driven view on artificial moral agency is found in 
arguments about the moral superiority of artificial intelligence entities. According 
to this view, artificial intelligence entities have much better prospects of behaving 
morally than humans. This is so, proponents claim, precisely because artificial 
agents lack certain human features, such as emotions and other phenomenal states. 
While this position may strike some as absurd, weaker varieties of this claim are, 
in a sense, already used to motivate the development and use of AI applications in 
procedures such as “hiring, lay-off, university admission, and loan approval 
decisions” (Claudy et al., 2022, p. 4). The use of such applications is often 
supported by the promise that they will enhance “the accuracy, consistency, and 
incorruptibility from the social influence of many decision procedures.” (2022, p. 
7).  

Similar arguments are also put forth in favor of the design and use of lethal 
autonomous weapons systems (or LAWs, see, for example, Müller, 2016; 
Umbrello et al., 2020), such as unmanned combat aerial vehicles (see Austin, 2010). 
Human soldiers are vulnerable to fatigue and emotional distress both of which 
undermine performance in terms of, among other things, the accuracy of shots 
(Burke et al. 2007; Nibbeling et al. 2014). At the same time, LAWs are artificial and 
thus unaffected by circumstances that normally cause emotional or physical stress. 
This is claimed to make them ethically superior to humans in combat (see, for 
example, Umbrello et al., 2020).53  

 
  Gunkel (2018a) argues that we need to take seriously that appearances may often trump 

“revelation” (2018a, p. 18). 
  And this may very well also be the case for a range of features or statuses, like phenomenal 

consciousness discussed earlier. As such, we need to learn about, and be informed by, the 
features or circumstances that tend to elicit a specific perception or attribution and particular 
attitudes and behaviors (see, for example, Epley & Waytz, 2010).  

  See Klincewicz (2015) for a counterargument that appeals to the vulnerability of computerized 
combat systems to hacking. 
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With regard to the question of moral agency, Gips (1995) claims that while 
“not many human beings live their lives flawlessly as moral saints … a robot could” 
(Gips 1995, pp. 249-250). Similarly, Dietrich (2001) argues that the emotions and 
limitations of humans make us “genetically hardwired to be immoral” and that we 
should therefore replace ourselves with artificial agents, whose rationality and 
impartiality, make them “a vast improvement over us” (2001, p. 326). Similar ideas 
are put forth by various authors (see, for example, Arkin, 2009). The idea seems 
to be that some aspects of the psychological make-up of humans limit our ability 
to be impartial, consistent, and unbiased in ways important for moral decision-
making and behavior.  

These arguments thus seem to assume that some emotions, desires, and 
attitudes stand in the way of moral reasoning and decision-making. As such, the 
superiority position connects to the general question of whether rationality and 
practical agency make up the core feature of moral agency, or whether such agency 
requires phenomenal states and processes, such as sympathy, feelings of 
obligation, guilt, etc. As mentioned earlier, these themes and issues are central to 
discussions about some nonstandard human cases assumed to lack empathy, 
sympathy, moral sense, or moral competence (for instance in the case of the 
psychopath, 4.1.1).  

However, as mentioned in the previous chapter, empirical studies of human 
moral psychology support the view that emotions are fundamental to moral 
decision-making (Haidt, 2001, 2012; Prinz, 2007; Greene et al., 2001; Koenigs et 
al., 2007; Damasio et al., 1991; Nichols, 2004). For instance, emotional empathy, 
feeling how another feels, appears to be central to moral judgment (Aaltola, 2014; 
de Waal, 2010; Decety & Cowell, 2014; Kauppinen, 2017; Shaw et al., 1994; Zaki, 
2018).  

What is more, assuming that our ascriptions of moral responsibility have quality 
of will as their target, moral agency appears to presuppose subjective attitudes. 
Resentment and indignation are, after all, reactions to perceived ill will or 
indifference. We are prone to these responses because we care about the attitudes 
of others toward ourselves (and others). Hence, if an agent does not have a 
subjective viewpoint in the first place, they would not be capable of harboring 
attitudes to which our reactions of moral responsibility are appropriately sensitive.  

Against this background, it does not seem that human (or animal) emotional 
nature stands in the way of moral agency, but rather that emotions make such 
agency possible in the first place. Rather than impartiality and coolness, sensitivity 
and responsiveness to moral considerations seems to rely very much on modes 
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and processes involving subjective perspective and emotional engagement.54 
Hence, if current (or possible future) machines lack subjective emotions, desires, 
and attitudes, they would not have the skills required for being responsive to moral 
considerations.55 Nor would they be open to moral appraisal. 

4.2.1.3 Concluding Remarks: Measurable Standards and Moral Patiency 

To conclude, the debate on artificial moral agency highlights several interesting 
themes. First, discussions about autonomy, control and sourcehood make 
apparent possible incompatibilist intuitions prevalent in these debates. Despite 
being created and designed, artificial entities could come to have the ability to 
change, learn and adapt flexibly and even self-modify in response to environmental 
challenges, not unlike humans (and other animals). Requiring something more 
metaphysically heavy in terms of being the ultimate source of one’s actions there-
fore runs the risk of undermining the possibility of human moral agency as well. 

Secondly, the disagreement about phenomenal consciousness makes explicit 
that there is wide-ranging skepticism about the possibility of phenomenally 
conscious (or sentient) artificial entities. However, this assumption serves to high-
light general epistemic and pragmatic questions that are seldom addressed in the 
general moral agency and responsibility debate, in particular the “problem of other 
minds”: we simply cannot have direct access to the possible subjective states of 
another, not even another human.  

As such, we seem to have to recognize that attributing phenomenal 
consciousness or particular mental states, be it in everyday encounters or in 
scientific research, rely on observable and measurable features, such as 
observations of behavior and neuroimaging of brain states (see Avramides, 2020). 
In practice, attributions of consciousness and other mental states and processes to 
an entity depend and rely on how the agent interacts with, and respond to, others.  

In this way, the sourcehood and consciousness discussions not only highlight 
issues about over-intellectualizing moral agency and treating it as an intra-
individual competence. These discussions also make explicit that some assumed 
requirements held against artificial moral agency, are in fact non-verifiable. That 
is, consciousness, sourcehood, et cetera are often conceived in such vague ways 
that they do not allow for systematic assessments. The problem, then, is not only 

 
  As we will see, this is a line of thought that is prominent also among proponents of animal 

moral agency.  
  It is important to note that this argument does not necessarily assume an intra-individual 

conception of emotions or attitudes and thus of moral agency. See Paper I, sec. 4 and 7. 
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that the mentioned debates are characterized by anhropofabulation (Buckner, 
2021), but also that skeptics of artificial moral agency often assume standards that 
are impossible to observe or measure empirically. 

But given that moral agency is manifested socially, assessments of moral agency 
and responsibility in the case of artificial intelligence agents should be conceived 
as a social-normative competence. While I will not be able to provide a robust 
ready-to-use operationalized definition here, I am certain that the prospects for 
arriving at tangible criteria assuming a practice-focused approach are good.  

Consider, for instance, the explicitly interactive moral responsibility face of 
answerability (Shoemaker, 2015, Ch. 2). Moral agency in terms of answerability 
requires being capable of providing answers for one’s actions by morally respond-
ing to other agents’ “demands for justification” (A. M. Smith, 2012, p. 578). 
Assuming this understanding of moral responsibility, some current machines and 
programs, such as advanced chatbots, appear to be possible candidates in the sense 
of being able to provide reasons for their actions or omissions. On the other hand, 
even this specific form of moral agency is argued to require phenomenal states and 
processes - namely, the guiding sentiment of agential regret (Shoemaker, 2015, Ch. 
2).56 

The question of emotions or phenomenal consciousness also links the artificial 
moral agency discussion to debates about the possibility of artificial intelligence 
moral patients. Given that sentience is typically considered a basic condition of 
moral patiency, the possibility of subjective experience in machines raises ethical 
questions. Can, and should, artificial entities be afforded moral patiency (Gunkel, 
2018b; Danaher, 2020)? If so, what are the practical and normative implications? 
For example, on some versions of utilitarianism the prospect of happy artificial 
entities may provide us with strong reasons to create such entities.  

However, according to a less optimistic approach, the prospect of a new class 
of sentient beings may instead be seen as providing a strong reason to abstain from 
developing such entities. Given the historical track record of humans with respect 
to, for example, catching, confining, experimenting on, and slaughtering sentient 
nonhuman animals, we simply do not seem morally fit to co-exist benignly with 
an additional class of sentient creatures (Behdadi, 2019). This worry finds 
additional support in the fact that the primary purpose of artificial entities is to 
serve and assist humans. As such, the implications of artificial intelligence moral 
patients may look even worse (see also MacLennan, 2013; Metzinger, 2013). In 

 
56 See also Coeckelbergh (2020b) for an argument stating that the case for explainability in AI can and should be 
approached and justified in terms of human answerability practices. 
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addition to sentience-based considerations of moral patiency, the possibility of 
artificial moral agency can itself actualize questions about such patiency. I will 
return to this question in the next chapter (5.2.3). 

4.2.2 Nonhuman Animal Moral Agency 
The consideration of nonhuman animal moral agency links to complex research 
topics in nonhuman animal psychology and cognitive science, as well as basic 
moral psychology. Scholars are increasingly asking whether nonhuman animals can 
feel, think, behave, or act in ways that can be described or assessed as moral (see, 
for example, Rowlands, 2012; S. Fitzpatrick, 2017; Delon, in press; Clement, 
2013).57  

While these discussions do not necessarily represent or involve opposing 
accounts of or verdicts about (animal) moral agency, they are important to the 
extent that they are relevant to considerations regarding accuracy and applicability. 
In this thesis, this is especially evident in Paper II and Paper III. 

4.2.2.1 The Metacognitive Paradigm: Skeptical Views on Animal Moral Agency 

Although nonhuman animals have been reported to exhibit seemingly moral, 
prosocial (Decety et al., 2016), empathetic, or virtuous behaviors or emotions like 
compassion, concern, grief, equity-aversion, care or altruism (de Waal, 2014; 
Vincent et al., 2018; Delon, in press; Andrews, 2020b; Westra & Andrews, 2022; 
Monsó & Andrews, 2022), various authors maintain that this does not indicate 
moral agency. For instance, Dixon (1995, 2008) denies that a dog who pulls a child 
from a fire can be ascribed moral motivation and thus moral agency. Instead, she 
claims, it is more likely that “the dog is made anxious by the cries for help and only 
wishes to stop these sounds by the most expedient method—removing the child 
from the burning building” (1995, p. 40) 

Animal moral agency skeptics, like Korsgaard (2006; 2010), Ayala (2010), 
Musschenga (2015), Kitcher (2011), and Dixon, (1995, 2008) typically defend their 
position by appeal to a metacognitive conception of moral agency. The basic 

 
  A predominant area of debate concerns the extent to which moral (or more widely, normative) 
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patients may look even worse (see also MacLennan, 2013; Metzinger, 2013). In 

 
56 See also Coeckelbergh (2020b) for an argument stating that the case for explainability in AI can and should be 
approached and justified in terms of human answerability practices. 

   NONSTANDARD MORAL AGENCY  • 107 

 

addition to sentience-based considerations of moral patiency, the possibility of 
artificial moral agency can itself actualize questions about such patiency. I will 
return to this question in the next chapter (5.2.3). 
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for example, Rowlands, 2012; S. Fitzpatrick, 2017; Delon, in press; Clement, 
2013).57  

While these discussions do not necessarily represent or involve opposing 
accounts of or verdicts about (animal) moral agency, they are important to the 
extent that they are relevant to considerations regarding accuracy and applicability. 
In this thesis, this is especially evident in Paper II and Paper III. 

4.2.2.1 The Metacognitive Paradigm: Skeptical Views on Animal Moral Agency 

Although nonhuman animals have been reported to exhibit seemingly moral, 
prosocial (Decety et al., 2016), empathetic, or virtuous behaviors or emotions like 
compassion, concern, grief, equity-aversion, care or altruism (de Waal, 2014; 
Vincent et al., 2018; Delon, in press; Andrews, 2020b; Westra & Andrews, 2022; 
Monsó & Andrews, 2022), various authors maintain that this does not indicate 
moral agency. For instance, Dixon (1995, 2008) denies that a dog who pulls a child 
from a fire can be ascribed moral motivation and thus moral agency. Instead, she 
claims, it is more likely that “the dog is made anxious by the cries for help and only 
wishes to stop these sounds by the most expedient method—removing the child 
from the burning building” (1995, p. 40) 

Animal moral agency skeptics, like Korsgaard (2006; 2010), Ayala (2010), 
Musschenga (2015), Kitcher (2011), and Dixon, (1995, 2008) typically defend their 
position by appeal to a metacognitive conception of moral agency. The basic 

 
  A predominant area of debate concerns the extent to which moral (or more widely, normative) 
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assumption is that higher-order, or metacognitive states or processes, like 
reflection, evaluation, and self-consciousness, are necessary for moral agency.58 A 
common reason put forth for this position is that moral agents act from moral rules 
or principles and not merely in accordance with such rules or principles.59 For a 
being to be a moral agent her actions need to arise in the right way. They need to, 
strictly speaking, be her own. In this sense, these skeptics assume that conscious 
deliberation is what makes an entity the proper source or author of her own 
conduct.60 As we will see later, those who are more optimistic to the possibility of 
animal moral agency tend to precisely question this claim.  

According to some skeptics to animal moral agency, conscious reflection is 
necessary because it enables the agent to rise above their immediate emotions or 
impulses and therefore grants them the kind of control necessary for moral agency. 
For instance, Korsgaard (2004) writes: “as rational beings we [humans] are 
conscious of the principles on which we are inclined to act. Because of this, we 
have the ability to ask ourselves whether we should act in the way we are 
instinctively inclined to. We can say to ourselves: “I am inclined to do act-A for 
the sake of end-E. But should I?”” (2004, pp. 148-9).  

Note that the appeal to emotion as undermining control rarely (if ever) figures 
in the artificial moral agency debate, where the prevalence or possibility of phe-
nomenal states, such as emotions, in artificial entities is, as mentioned, far from a 
given. On the other hand, the assumed issue presented by natural impulses or 
“instincts” of animals appears to have some parallels in the artificial moral agency 
debate. For example, the idea that programming renders artificial entities inflexible 
and determined looks similar to the way some view animals as bound or 
determined by their biology. For instance, Korsgaard (2006) believes that because 
nonhuman animals are merely moved by their affective states, such as emotions 
and desires, they are but “in Harry Frankfurt’s phrase, wanton” (2006, p. 102). 

Another skeptic, Ayala (2010), argues that conscious deliberation is necessary 
for morality, because it makes one capable of anticipating and imagining possible 
effects and consequences of actions and omissions. This capacity to “establish the 
connection between means and ends” (2010, p. 9018) is fundamental to morality 

 
  See also Monsó and Andrews (2022) for different uses of the concept metacognition in relation 

to animal morality. 
59  Dixon (2008) is skeptical of animal moral agency and defends a view where emotions are 

central to such agency. However, praiseworthiness requires that emotions are accompanied by 
certain explicit moral beliefs. 

60  See Sapontzis (1980) for a similar account of the traditional reason-based arguments against 
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because it is necessary for two other conditions of moral behavior: namely, the 
ability to make value judgments, and the ability to rationally choose between 
different courses of actions. Because nonhuman animals lack “man’s eminent 
intellectual abilities” (Ayala, 2010, p. 1915) to imagine and consider future 
scenarios and actions, they cannot act morally. Instead, they are wholly determined 
by their desires and instincts, unable to critically assess their motivations and 
therefore unable to, in any real sense, choose how to act. As such, they lack the kind 
of higher-order thinking that underpins the control necessary for moral agency. 

Metacognitive abilities, like reflection, are also thought to be necessary because 
they underlie or make possible moral competence or moral knowledge. For 
example, Ayala (2010) argues that conscious deliberation is necessary for a being 
to have a moral sense, namely, the ability to perceive and judge the moral value of 
different outcomes. Merely living or behaving in a way that is consistent with some 
moral norm or promotes the good is thus not sufficient for being a moral agent. 
These claims echo some of the competence-based views found in the general 
moral responsibility and agency debate. For instance, the position that moral 
agency requires some additional understanding, skill, or competence, such as 
competence to engage in the type of moral conversations fundamental to moral 
responsibility practices (see, for example, McKenna, 2012).  

However, requiring conscious reflection for moral competence seems to go 
against sentimentalist views on (human) moral sensitivity and responsiveness. As 
mentioned, having emotions, desires, and attitudes is by many argued to be central 
to moral agency. For instance, many argue that moral motivation necessarily 
involves phenomenal states, like emotions and many also claim that moral 
knowledge requires experiential capacities (see previous chapter, 3.2.2, and this 
chapter, 4.1.1, 4.2.1).  

A developed and rather nuanced skeptical argument regarding animal moral 
agency has been put forth by Musschenga (2015), who acknowledges that many 
animals are capable of certain forms of self-control, namely inhibition of habitual 
behavior. Because of this, some animals can adapt their behavior in light of situa-
tional circumstances and, in this sense, respond to reasons. As such, some animals 
are what one may call “reason trackers” (2015, p. 53). However, Musschenga 
maintains that reason tracking is not sufficient for the deliberate direct control 
required for the type of sourcehood involved in moral agency. Following Fischer 
and Ravizza (1998), he argues that moral agency additionally requires reason 
responsiveness, the ability to respond differently when presented with different 
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reasons.61 This, in turn, is made possible by the capacities for deliberate reflection 
and evaluation typically found in humans.  

To reiterate, the metacognitive argument against the possibility of animal moral 
agency holds that conscious reflection and evaluation is necessary for moral agency 
in virtue of constituting or underlying capacities for control and moral 
competence. Metacognition is necessary for control because only a creature 
capable of rising above its immediate feelings and inclinations can choose to act, as 
opposed to merely behave, and thus be held accountable for its behavior. 
Metacognition, the argument goes, is necessary for moral competence because 
only a being that understands and recognizes moral obligations and the morally 
relevant features of a situation can act for the right kind of reasons and be attributed 
the moral qualities of their behavior.  

In this way, the main skeptical points in the artificial and animal moral agency 
debates appear to go in opposite directions. While skeptics of artificial moral 
agency underline the importance of phenomenal states, such as feelings and 
emotions, for being sensitive and responsive to moral considerations, skeptics of 
animal moral agency emphasize traditional cognitive features, such as rising above 
one’s feelings and emotions. These differences are clearly, at least in part, due to 
different intuitions and assumptions about phenomenal consciousness in each 
case. Philosophers attribute sentience to (many) nonhuman animals but are 
skeptical about the prospect of sentient artificial entities. 

4.2.2.2 The First-Order Paradigm: Proponents of Animal Moral Agency 

Needless to say, several authors in the animal moral agency debate oppose the 
arguments put forth in favor of the metacognitive stance, as well as the often-
corresponding skeptical conclusion regarding morality or moral agency in animals. 
Instead of assuming conscious reflection and evaluation to be necessary, the 
proponents of animal moral agency defend accounts where attribution of 
rightness/wrongness, goodness/badness or virtue/vice require only certain first-
order mental states or processes. 

However, it is worth stating that, like the more skeptical accounts above, many 
authors in this latter camp are still hesitant to ascribe full-fledged moral agency to 
nonhuman animals. Instead, their optimistic verdicts are often restricted to less 
substantial, or alternative, conceptions of moral agency, which do not imply moral 
responsibility. Alternatively, the few authors who do claim that nonhuman animals 

 
61  Musschenga (2015) adopts the distinction between reason trackers and reason responders from 
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can be morally responsible in a full-fledged or substantial sense are still hesitant 
about whether humans can, or should, hold other animals responsible. 

As we will see, most of the optimist accounts can be characterized as belonging 
to the quality of will or moral responsiveness tradition (3.2 and 3.3.2). As such, 
they often appeal to sentimentalist accounts of moral motivation and behavior (see 
Kauppinen, 2022) that emphasize first-order states and processes, such as 
sympathy or concern, as opposed to metacognitive states and processes, such as 
reflection or conscious deliberation (see Clement, 2013). In addition, many 
proponents of animal moral agency appear lean toward conceptions of moral 
agency that understand it in terms of eligibility for aretaic appraisals or judgments 
about character, rather than in terms of accountability or answerability 
(Shoemaker, 2015). 

The first type of account in favor of animal moral agency is found in minimalist 
attributionist or virtue ethical accounts of moral agency and responsibility (Clark 
1984, 1985; Sapontzis 1980, 1987; Shapiro 2006; Burgis, 2018; Waller, 1997; 
Wrage, 2022). According to this view, if a being acts from apparent virtuous 
character traits or emotional states (like compassion), or expresses intentions or 
motivations that are virtuous, this is sufficient for the attribution of moral 
responsibility in the sense of virtue or aretaic praise to that being or their actions.  

Contrary to the metacognitivists, attributability-centered arguments in favor of 
animal moral agency therefore deny the relevance of conscious reflection. Waller 
(1997) argues that the idea that acts either result from conscious deliberation, or 
they are akin to mindless, involuntary stimuli-responses is false. There is, he claims, 
ample room between these two extremes. Acting virtuously or morally does, 
Waller admits, require that one acts for the right reasons. But reason as such is not 
required for moral behavior. Hence, while nonhuman animals may not be able to 
explicitly reflect on or evaluate about principles or theories, many of them are 
argued to have what is required for moral appraisal. The kind of appraisal discussed 
in these accounts, however, seems to be restricted to only the attributability sense 
of moral responsibility (Shoemaker, 2015). 

A similar type of claim in favor of animal moral agency is found in evolutionary 
arguments. The core claim here is that morality, in terms of moral competence and 
practices of moral responsibility, is widespread in the animal kingdom. For 
example, de Waal (1996, 2006; Flack & de Waal, 2000) argues that it is a mistake 
to assume that human morality is, but a thin veneer situated on top of a brutish 
animal nature. To the contrary, he argues that the basic building blocks of morality 
are emotional and shared with many other species, such as apes. It is therefore a 
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mistake, de Waal argues, to view morality as a uniquely human competence or 
capacity to rise above one’s desires or appetites. Morality is not at odds with our 
animal nature, but an extension of it.62 In a similar sense, Bekoff and Pierce (2009) 
define morality as “a suite of interrelated other-regarding behaviors that cultivate 
and regulate complex interactions within social groups” (2009, p. 7). The authors 
argue that understanding morality in terms of its adaptive value makes explicit that 
it is found in various social animal species beyond our own, such as canids (Bekoff 
& Pierce, 2009; see also Paper II).63 

Seeing morality in terms of its function(s) is thus assumed to support the view 
that “inclinations-caring morality” is the foundation of moral behavior, while 
“rational-duty morality” is a complementary (human) extension (Waller, 1997, p. 
354; see also de Waal, 2006, 2014). Humans are certainly capable of providing 
verbal accounts of their intent, and this seems to require more complex capacities. 
But these reflective and linguistic capacities are not essential to morality (as 
discussed in Paper II and III). Rather, our commitment to care and trust is the 
foundation of moral deliberation, rules, and duties. In this way, reason-based 
morality does not transcend a brutish past but may serve to enhance and extend 
the sympathetic biology already present (de Waal, 2006, 2014; Waller, 1997).  

A third prominent strategy employed by the optimist camp is to point to 
intuitions about everyday human behaviors. For instance, Cova (2013) claims that 
metacognitive arguments against animal moral agency fail to show that explicit 
evaluation or judgment is necessary for moral agency, since “[r]eflectivism … 
seems to discredit every good action that would look like a ‘moral reflex’ … it also 
discredits actions that come from emotional reactions and are not mediated by 
moral reasoning” (Cova 2013. p. 123). 

Moreover, “[r]eflectivism seems to lead to the conclusion that, when a friend 
or a parent helps us, he is all the more praiseworthy for helping us because it was 
the right thing to do” (Cova, 2013, p. 123). However, people who are kind, helpful 
or generous are generally not considered less worthy of praise than those who act 
kindly or generously out of a sense of duty. To the contrary, “a sense of duty is 

 
  De Waal claims that some nonhuman animals, such as apes, have proto-morality in terms of 

possessing the basic building blocks of human moral emotions and behavior. Chimpanzees, for 
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commonly considered of secondary value, something which those who 
unfortunately lack virtuous dispositions must fall back on to do good” (Sapontzis, 
1980, p. 51; see also Cova, 2013). In this way, consideration of our responses and 
intuitions to cases involving humans is assumed to show that metacognitive 
requirements for moral agency would set the bar too high to account for and justify 
our everyday intuitions and responses concerning moral responsibility. In conse-
quence, these requirements run the risk of excluding ordinary humans from moral 
responsibility. 

For similar reasons, Andrews and Gruen (2014) suggest an alternative way of 
approaching questions about nonhuman animal morality: “Once we are able to 
look past the most salient examples of human morality, we find that moral 
behaviour and thought is a thread that runs through our daily activities, from the 
micro-ethics involved in coordinating daily behaviours like driving a car down a 
crowded street … to the sharing of someone’s joy in getting a new job or a paper 
published. If we ignore these sorts of moral actions, we are overintellectualizing 
human morality” (2014, p. 194).  

For example, when we spontaneously respond to another’s distress by coming 
to their aid, we do not rely on conscious reflection, but on non-reflective care. 
Similarly, when a mother animal responds to her young’s calls of distress and 
comes to their aid, she is acting from affection for her child. Similarly, most of 
human moral behavior does not rely on reasoning but is still intentional and 
responsive to circumstances. Being motivated by loving care for another in this 
way is sufficient for acting morally and for manifesting one’s quality of will (Waller, 
1997; Ferrin, 2019; Delon, in press; see Arpaly, 2002).  

The possibility of applying instinctual or other “simple” explanations does not, 
some argue, undermine the morality of animal parental care. This is because the 
motivation of such behavior is not merely to alleviate the distress caused by the 
infant’s cry or to pass on one’s genes (Waller, 1997; Wrage, 2022). Applying 
Monsó’s (2017) account of Minimal Moral Empathy, Wrage (2022) argues that 
animal parental care cannot be explained away in terms of non-moral motivation, 
since the inclination to act from care or concern for others is not only motivated 
by the detection of distress in another individual but aimed at alleviating the distress in 
the other. Hence, reductive explanations (such as appeals to mere emotional 
contagion) do not seem to explain why the mother comes to her young’s aid rather 
than just distancing herself or killing the child.  

Second, similar reductive explanations appear to be readily available also in the 
case of much of human moral behavior. After all, human altruistic behavior has 
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  De Waal claims that some nonhuman animals, such as apes, have proto-morality in terms of 

possessing the basic building blocks of human moral emotions and behavior. Chimpanzees, for 
instance, are keen on preserving harmony in the group by “reconciling after conflict, protesting 
against unequal divisions, and breaking up fights amongst others” (2014, p. 200), and therefore 
have the normative character, or ought, fundamental to morality.  

  For instance, a popular view about (human) moral responsibility is that it should be understood 
as “a general practice of prosocial influence” (Vargas, 2022, p. 3; see also Schlick,1939/1966 
and Dennett, 1984). 
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commonly considered of secondary value, something which those who 
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also been challenged by arguments from psychological egoism. Even if we think 
that we act on other-regarding reasons, we may be deceiving ourselves (Batson et 
al., 2011; Shaver, 2023). Third, ultimate or evolutionary explanations of behavior, 
like the fitness enhancing effects of caring for offspring, do not stand in conflict 
with having or acting on “genuine selfless concern” (Waller, 1997, footnote 1). 

Hence, metacognitive based skepticism to animal morality is argued to put 
unwarranted focus on ‘‘the most rarefied and linguistically mediated’’ aspects of 
human moral cognition and behavior (Andrews & Gruen, 2014, p. 209). Excluding 
everyday examples, which comprise the vast majority of human moral thinking 
and behavior, is a serious failure on part of the metacognitive position. This 
position disregards the fact that also in the case of humans, moral thinking and 
behavior is mainly driven by non-volitional, emotional, and unconscious processes 
(see Chapter 3, sec. 3.3.2, and this chapter, sec. 4.2.1). What is more, the cool, 
detached, “ethical point of view” upheld by metacognitivists is far from the actual 
attached, warm, and “entangled nature” of empathy, care, and prosociality 
(Andrews & Gruen, 2014, pp. 207-8). As such, the metacognitivist position seems 
guilty of anthropofabulation by assuming an “exaggerated sense of typical human 
performance” (Buckner, 2013, p. 853) as the baseline for comparisons with other 
species. 

These arguments echo, and sometimes explicitly refer to, sentimentalist quality 
of will or moral responsiveness accounts (Arpaly, 2002; Markovits, 2010). And the 
claim that social engagement and emotion, rather than cool impartiality, is central 
for moral agency aligns with practice-focused approaches to moral responsibility 
and agency (Chapter 3). What is more, if sensitivity and responsiveness to moral 
considerations is made possible by emotions, non-feeling machines would seem to 
be disqualified. Thus, the mentioned argument also makes explicit a possible 
challenge to some of the superiority-based arguments used in favor of artificial 
moral agency mentioned earlier (sec. 4.2.1). 

Another optimist argument in favor of animal moral agency is found in 
explicitly pluralistic suggestions. The basic idea here is that some of the skepticism 
to, and disagreement about, animal moral agency may be due to a conflation 
between two distinct senses of moral agency (Cova, 2013; Rowlands, 2012). 
Pluralistic accounts propose a distinction between being a moral agent in virtue of 
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having certain first-order psychological states and processes, and moral agency in 
the sense of certain higher-order psychological states and processes.64   

A particularly developed pluralistic suggestion is put forth by Rowlands (2012), 
whose central thesis is that moral motivation and moral judgment are distinct. He 
argues that since many animals are motivated to act on moral reasons, externally 
construed, the moral quality of their behavior is correctly attributed to them. They 
are, in his terminology, moral subjects. Animals can be responsive to moral consid-
erations in virtue of having morally laden emotions, that is, emotions that track 
morally relevant features as part of their content. Moral subjects track moral 
considerations by being (reliably) capable of perceiving and emotionally 
responding to (at least some) good- and bad-making features of situations. For 
example, a being is a moral subject in virtue of perceiving, say, distress in a 
conspecific, and responding to it by feeling sad and compelled to alleviate it 
(Rowlands, 2012, Ch. 5 and 9).  

None of this therefore requires that the animals entertain, or are capable of 
entertaining, evaluative propositions, such as moral judgments. It is sufficient that 
they merely experience the emotion and are moved by it in a reliable manner. 
Similar to other accounts defending animal moral agency, Rowland’s account fits 
with the quality of will category of views of human moral agency, which conceive 
of moral responsiveness as responsiveness de re rather than de dicto (see previous 
chapter, 3.3.2; Arpaly, 2002; Markovits, 2010). 

Rowlands (2012) further defends his first-order quality if will conception of 
morality by stating that metacognition, in terms of reflection and scrutiny, “is not 
the sort of thing that can confer control over motivations. To suppose that it is 
would be to fall victim to a version of the fallacy I have labeled the miracle-of-the-
meta: the mistake of thinking that something magical happens in the transition from 
first order to metalevel” (2012 p. 183). In this way, Rowlands argument echoes the 
hierarchical problem raised against Frankfurt’s (1971) identification account of 
sourcehood mentioned in Chapter 2 (2.2.1). 

However, Rowlands, as most other proponents of animal morality, still agree 
with the metacognitivists on an important matter, namely, that fully-fledged moral 
agency in the sense of being eligible for ascriptions of moral responsibility through 

 
  Cova (2013) writes: “First, one can be a moral being because one is morally responsible of 

(some of) his action: thus, one is a moral being in the sense of being a moral agent. Then, one can 
be a moral being in the sense that one is able to judge whether something is right or wrong: in 
this sense, one is a moral being in the sense of being a moral judge.” (Cova, 2013, p. 118). This 
echoes David Hume’s (1777/1975) distinction between compassion and moral evaluation (see 
also Beauchamp, 1999). 
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being held responsible or blamed, requires more than the kind of moral 
responsiveness made possible by first-order states and processes. For a being to 
be a moral agent in this fuller sense, she also needs to have reflective capacities, 
according to Rowlands. Hence, Rowlands, as well as most other proponents of 
animal morality believe that the inability for “critical rational scrutiny” (2012, p. 
85) in nonhuman animals renders them improper targets or recipients of moralized 
blame or praise, or accountability in the retrospective sense (Rowlands, 2012; 
Shapiro, 2006; Wrage, 2022; Waller, 1997).  

In addition, other arguments advocate distinguishing between fuller and lesser 
forms of morality. For example, de Waal (2006) thinks that self-reflection and 
logical reasoning are examples of human capacities that enable explicit and 
universal rules and, by extension, full-fledged moral agency.65 And, Sapontzis 
(1980) claims that human beings are moral in a further sense because we are 
capable of dedicating ourselves “to ideal ways of life” (1980, p. 50).  

However, some optimists forward reasons against holding other animals 
morally responsible in practice, while at the same time maintaining that nonhuman 
animals can be fully fledged moral agents. For example, Cova (2013) argues that 
many nonhuman animals are moral agents, but concedes that creatures lacking 
capacities for conscious reflection are exempted from punishment, because “we 
want the people we punish to understand why they are punished” (2013, footnote 
12).66 In a similar sense, Ferrin thinks it may be the case that “the communication 
barrier and lack of overlapping social context” (2019, p. 137) stands in the way of 
holding other animals responsible.67 In addition to these normative and pragmatic 
arguments against interspecies accountability practices, Bekoff and Pierce argue 
that because moral norms and their enforcement are specific to the particular 
species or communities that have evolved them, “animals are moral agents within 
the limited context of their own communities.” (2009, p. 144).  

However, I think that these authors are too quick to reject the possibility and 
justifiability of interspecies moral responsibility practices. The persistence of this 
type of pessimism is, I believe, partially due to an overly restricted understanding 
of moral agency (see 4.3). In Paper III, I suggest that a more differentiated 
conception of moral agency highlights that participation in moral responsibility 

 
  Similarly, several others have made continuist claims while arguing that human morality is 

exceptional or unique (Prinz, 2014; Haidt, 2012; Joyce, 2006; Kitcher, 2006, 2011; von Rohr et 
al., 2011; see S. Fitzpatrick, 2017).  

  See also Arpaly (2002). 
67  See also Borchert and Dewey (2023) for an argument in favor of an asymmetry between 

nonhuman animal praiseworthiness and blameworthiness. 
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practices involves more than being (held) responsible. We already inhabit some 
interspecies contexts and seem to have the communicatory resources to morally 
engage with at least some nonhuman animals. While I do not focus on the possi-
bility of humans holding nonhuman animals responsible, I argue that other animals 
can, and sometimes do, hold humans responsible.  

4.2.2.3 Concluding Remarks: Accuracy of Scope and Normative Considerations 

In conclusion, the animal moral agency debate highlights some central themes or 
areas of interest. One prominent disagreement regards the relevance of 
metacognition, such as reflection, for control and moral competence. Is 
metacognition, in the sense of, for instance., reflection and deliberation, necessary 
for moral agency? Or is it sufficient that one is able and inclined to feel, and be 
moved by, moral emotions or considerations?  

In addition, many of the disagreements in the animal moral agency debate seem 
to revolve around differing conceptions of morality or moral agency. Are moral 
agents the kind of entities who can be praise- or blameworthy? Or can moral 
agency be attributed as soon as someone is fit for assessments or evaluations of 
morality or moral evaluations, say, in terms of attributability (such as wrongdoing 
or virtuousness)? Many of the optimist arguments limit their conclusions to 
notions that belong to the latter conception or claim that animals can only be 
participants in species-specific responsibility practices. In this way even the 
optimists tend to refrain from asserting the possibility of human-animal 
interspecies moral responsibility practices. 

Hence, even assumed proponents of animal moral agency seem to roughly 
adhere to the view that morality or moral agency can be understood in two senses: 
being eligible for having one’s motivation and behavior appropriately described 
and appraised as moral, on the one hand, and being eligible for assessments, 
reactions, and ascriptions of or moral responsibility on the other. This distinction, 
in turn, can be approached from two directions, resulting in two possible interpre-
tations. First, one can view the first-order and second-order positions on moral 
agency as, in some sense, tracking two types of eligibilities for moral responsibility. 
This is similar to Shoemaker’s (2015) distinction between being an appropriate 
target of attributability appraisals, on the one hand, and being an appropriate target 
of the social faces of responsibility (answerability and accountability), on the 
other.68 Another possible interpretation, however, is put forth by those who claim 

 
68  Note, however, that I am not saying that Shoemaker takes his account to imply that first-

order/non-reflective states and processes are sufficient for responsibility as attributability. 
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that this debate is to great extent focused on disagreements where morality is 
conceived of as a “psychological natural kind” (S. Fitzpatrick, 2017, p. 1155).69 
Hence, most apparent disagreements in the animal moral agency debate, it is 
argued, do not involve opposing opinions on moral agency per se but rather 
opposing views about the extent to which the allegedly moral behavior or moral 
psychology of humans are continuous with features found among other animals 
as well as different positions on moral terminology (S. Fitzpatrick, 2017). As such, 
many of the arguments put forth in this debate are determined to be non-
substantial. 

If one were to follow S. Fitzpatrick’s verdict about the animal moral agency 
debate, one may instead say that many of the first-order conceptions of morality 
or moral agency fail to address the same questions as the positions of many of the 
skeptics. As mentioned, failing to engage in the same project is something Munthe 
and I point out as something that characterizes the artificial moral agency debate. 
However, with regard to nonhuman animals, I believe that S. Fitzpatrick is too 
quick in his assessment. The claim that moral agency requires being moved to act 
in response to some qualified type of input, such as distress, and the claim that 
moral agency requires reflective self-government, are not necessarily answers to 
completely different questions. Both can be understood as accounts of moral 
agency by assuming certain conceptually substantial conditions.  

A central take-away from the animal moral agency debate, I believe, is that 
there are obvious accuracy-related problems associated with setting the bar for 
moral agency too high in terms of requiring occurrent and de dicto moral 
awareness (see 3.3). If we deny nonhuman animals moral agency because they lack 
conscious moral deliberation or cannot entertain moral propositions, we could run 
the risk of excluding much of human everyday moral interactions as well. 
Furthermore, even if typical human adults are capable of conscious deliberation, 
it is far from clear to what extent we rely on these capacities when engaging in 
morally relevant behavior (see also Paper II and 3.3). In this way, this debate 
connects to some of the issues made apparent in discussions about nonstandard 
human moral agency. Because of these considerations, I apply a practice-focused 
conception of moral agency to the case of canid social play (Paper II), and to some 
forms of human-animal multispecies social interactions (Paper III). 

Similar to the artificial moral agency debate, the possibility of moral agency in 
nonhuman animals raises various additional practical questions. If some non-

 
69  S. Fitzpatrick draws on Stich's (2009) and Nado and colleagues’ (2009) distinction between 

natural kind and conceptual analysis approaches to define morality. 
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human animals are moral agents, should they be included in moral responsibility 
practices together with humans? Would it make sense, and be fair, to hold other 
animals morally responsible for their behavior? The possibility of multispecies 
moral responsibility practices is briefly discussed in the next section and is the main 
focus of Paper III.  

Discussions about animal moral agency also highlight possible normative 
considerations in light of a possible link between moral agency and moral patiency 
(see this chapter, 4.3 and Chapter 5). In Paper IV, I claim that there seems to be a 
moral psychological link between moral agency and patiency in virtue of a distinct 
other-regarding perspective inherent to the participant stance. This link provides 
a normative reason to see all moral patients as partial moral agents, I argue.   

4.3 Exempting Practices 
This last section considers general justifications of, as well as worries about the 
objective stance. As mentioned, the objective stance is the perspective moral 
agents are assumed to take towards agents who are temporarily or permanently 
exempted from attributions of moral responsibility. Therefore, questions 
regarding exemptions primarily emerge in relation to nonstandard agents, such as 
small children, adult persons with allegedly moral agency undermining features or 
conditions, nonhuman animals, and artificial intelligence entities.  

As we will see, our exempting practices are typically justified on rational and 
normative grounds. However, some authors reject the assumption that being 
ineligible for moral responsibility makes one an apt object of the objective stance. 
While I agree with many of the reasons provided in these discussions, I believe 
that an important piece is missing. I aim to bring this aspect to light by recapitu-
lating the argument developed in Paper III and in doing so paving the way for 
Chapter 5.   

4.3.1 Justifying the Objective Stance 
Central to Strawson’s account is the claim that we relate to other agents from two 
distinct perspectives or standpoints. The participant stance is the engaged, second-
personal perspective we take up when we respond to the conduct of others with 
reactive attitudes. These attitudes are ultimately rooted in a demand for due regard 
or concern. The objective stance, on the other hand, is the perspective we adopt 
when we exempt someone from moral responsibility practices. To take this stance 
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human animals are moral agents, should they be included in moral responsibility 
practices together with humans? Would it make sense, and be fair, to hold other 
animals morally responsible for their behavior? The possibility of multispecies 
moral responsibility practices is briefly discussed in the next section and is the main 
focus of Paper III.  
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regarding exemptions primarily emerge in relation to nonstandard agents, such as 
small children, adult persons with allegedly moral agency undermining features or 
conditions, nonhuman animals, and artificial intelligence entities.  
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normative grounds. However, some authors reject the assumption that being 
ineligible for moral responsibility makes one an apt object of the objective stance. 
While I agree with many of the reasons provided in these discussions, I believe 
that an important piece is missing. I aim to bring this aspect to light by recapitu-
lating the argument developed in Paper III and in doing so paving the way for 
Chapter 5.   

4.3.1 Justifying the Objective Stance 
Central to Strawson’s account is the claim that we relate to other agents from two 
distinct perspectives or standpoints. The participant stance is the engaged, second-
personal perspective we take up when we respond to the conduct of others with 
reactive attitudes. These attitudes are ultimately rooted in a demand for due regard 
or concern. The objective stance, on the other hand, is the perspective we adopt 
when we exempt someone from moral responsibility practices. To take this stance 
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is to see and relate to the agent and their conduct in terms of training, treatment, 
or manipulation.  

The participant stance is therefore our default perspective to other moral 
agents. While we can sometimes adopt the objective stance for reasons beyond 
moral responsibility, such “as a refuge, say, from the strains of involvement; or as 
an aid to policy; or simply out of intellectual curiosity”, as humans we cannot do 
so “for long, or altogether” (Strawson, 1962/1982, p. 67). However, with regard 
to humans and other beings who are not eligible for the reactive attitudes, the 
adoption of the objective stance is instead assumed to be justified.  

An evident type of justification for our exempting practices concerns blame-
worthiness. A common assumption is that an agent is blameworthy for an action 
only if blaming responses, such as resentment or indignation, are appropriate to 
them for that action. The appropriateness of blaming responses has been 
suggested to be a question of backward-looking considerations, such as fairness 
(Wallace, 1994), accuracy or fittingness (Rosen, 2015; Shoemaker, 2015; McKenna, 
2012), or felicitousness (namely, that the response is meaningful or intelligible) 
(Watson, 1987/2004; McKenna, 2012; Macnamara, 2015a). But the appropriate-
ness of blame is also understood in terms of forward-looking considerations, such 
as its agency cultivating or scaffolding function (Vargas, 2013; McGeer, 2019).  

Given these grounds of holding someone responsible, it would only be 
appropriate to blame someone who is eligible in the right way. For instance, 
fairness requires that the agent is capable of transgressing moral expectations, 
accuracy or fittingness (in terms of appraisals that track slights, blameworthy 
behavior, and so on.) require that the agent is capable of manifesting substandard 
regard, felicitousness requires that the agent is capable of uptake, and forward-
looking considerations require that the agent is capable of adjusting, calibrating, or 
regulating in the requisite way. Conversely, the objective stance is appropriate or 
fitting to nonhuman animals, small children and the “mentally deranged” 
(Strawson, 1962/1982, p. 68), because they are assumed to be ineligible in one or 
several of the mentioned senses. 

In this sense, taking the objective stance to someone is to view their behavior 
as, in some important sense, devoid of the kind of moral charge or meaning that 
we usually perceive in, and attribute to, the conduct of typical adult humans (see 
McKenna, 2012). Trees can fall on people and injure them, and cars can have 
motor failures and surely be a source of irritation. But we do not believe that it is 
reasonable or appropriate to see or treat trees or cars in any other way than as 
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natural elements, whose behavior can be explained and interpreted in mere causal 
terms.  

Likewise, while small children and nonhuman animals may cause us annoyance 
or even harm, it just does not make sense to morally react to them. Strawson writes 
that “[i]f your attitude towards someone is wholly objective, then though you may 
fight him, you cannot quarrel with him, and though you may talk to him, even 
negotiate with him, you cannot reason with him. You can at most pretend to 
quarrel, or to reason, with him” (Strawson, 1962/1982, p. 66). Resentment toward 
such beings, while sometimes understandable, does not have an apt recipient or 
target. 

A further way to justify the objective stance, that often builds on the former, is 
to say that it would be unfair to view and treat some beings as appropriate targets 
of, say, blame. This is because “it does not seem fair to demand that people comply 
with such obligations unless they have the general ability to grasp those reasons 
and to regulate their behavior accordingly” (Wallace, 1994, p. 161). It would also 
be unfair to demand that they answer for their conduct if they are unable to 
provide such answers (Hutchison, 2018). In addition, some argue that it would be 
unfair to inflict “the emotional content of the demand—particularly the “sting” of 
resentment” on those who lack the capacity to understand moral demands 
(Hutchison, 2018, p. 218).  

Adopting the objective stance is therefore thought to allow us to accommodate 
certain populations without imposing unreasonable burdens or unfair demands on 
them. The objective stance is therefore an attitude/stance which we should take 
toward some humans and nonhumans to whom reactive attitudes are not suitable 
or fair responses. It is a stance from which we avoid wronging or harming some 
moral patients (in part) because we refrain from treating them as targets or recipients 
of moral reactions or assessments. The objective stance is, in other words, assumed 
to be compatible with, and perhaps even necessary for, seeing and treating fairly 
persons and other beings who lack the required features of moral agency fairly.70  

However, worries have been raised about the assumption that an objective 
stance to putatively moral agency undermined people or entities is fair and 
reasonable. For instance, Kennett argues that when we take a wholly, or even 
primarily objective stance toward mentally ill people, we deny them “psychological 

 
70  The next chapter (5) develops in more detail the mentioned implication that the objective 
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visibility”, and that doing so “further depletes or undermines their picture of them-
selves and their efficacy as agents.” (Kennett, 2009, p. 111). Similarly, Pickard 
(2014, 2017) and Pickard and Ward (2013) question the assumption that holding 
responsible those who fail to meet traditional requirements of moral agency merely 
amounts to subjecting them to an unnecessary burden. They argue that “in holding 
service users with disorders of agency responsible, we treat them as one of us—as 
belonging with us, as equals.” (Pickard & Ward, 2013, p. 1149).  

How can one make sense of these concerns and claims given that the objective 
stance is also assumed to be reasonable and fair to certain populations? A possible 
route would be to take a closer look at the various attitudes and behaviors involved 
in the participant and objective stance. After all, the participant stance does not 
merely impose harms and burdens. It goes without saying that relating to others 
as moral agents also involves positive attitudes and responses, such as gratitude, 
admiration, esteem, and praise.  

What is more, a common assumption is that holding responsible implicitly 
assumes, and conveys, a particular kind of respect or regard (see, for example, 
Jeppsson, in press). For example, McGeer states that “reactive attitudes 
communicate a positive message even in their most negative guise—even in the 
guise of anger, resentment, or indignation. The fact that we express them [moral 
responsibility reactions] says to the recipients that we see them as individuals who 
are capable of understanding and living up to the norms that make for moral 
community” (McGeer, 2012, p. 303). Similarly, Wolf (2011) thinks that:  

in revealing one’s anger (or resentment or indignation) toward a person, one 
shows that one regards the person as a person, and as a member or potential 
member of one’s community (at the relevant level of intimacy). Getting angry, 
as opposed to withdrawing one’s trust, shows that one does not regard the 
person exclusively with the objective attitude13(Wolf, 2011, p. 339). 

The absence of these positive aspects of the participant stance becomes evident 
when we consider what exempting someone from moral responsibility practices 
conveys. For instance, A. M. Smith (2005) claims that taking the objective stance 
to someone suggests: 

that she is a passive victim of forces beyond her control, someone to be pitied 
and treated, perhaps, but not to be reasoned with or regarded as an 
appropriate participant in practices of interpersonal justification…. it should 
be clear that being denied responsibility for one’s attitudes has its costs. Such 
denials can be deeply patronizing and disrespectful, and we should not be too 
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eager to resort to them, either in our own case or in our treatment of others 
(A. M. Smith, 2005, p. 269). 

In this way, taking the participant stance to someone involves a type of respect for 
or recognition of them qua morally responsible agent. One way of making sense 
of this type of respect seems to be found in what Darwall (1977) calls appraisal 
respect or what Hudson (1980) refers to as evaluative respect. Such respect involves 
appraising an agent for her moral conduct or character and is therefore something 
one earns or deserves in relation to meeting certain (moral) standards. But if it is 
the case that “the participant stance conveys respect for the moral capacities of 
those toward whom it is taken” (Hutchison, 2018, p. 214), it does not necessarily 
lend support to Kennett’s and the others’ worry.  

While it may be the case that we exempt some populations from eligibility for 
moral appraisal, this may be reasonable and fair in virtue of relevant differences. 
Consider, for example, the expectations we may have toward an elite athlete as 
opposed to a non-athlete. The skills and abilities of the elite athlete seem to make 
it appropriate for us to expect a certain level or degree of athletic performance. 
However, these expectations constitute a double-edged sword: when our expecta-
tions are met or exceeded, we may of course express gratitude, praise, or even 
admiration. However, when the athlete performs below our expected standard 
(without there being any excusing conditions), we may instead react with 
disappointment and even anger.  

Of course, one may still follow McGeer’s and Wolf’s contentions and say that 
even in their most negative manifestation, negative appraisals of athletic output 
tell the recipient that we view them as a highly competent or skilled athlete, as 
someone who is, generally speaking, eligible for such appraisals. Otherwise, we 
would not have bothered to subject them to such assessments in the first place. 
We thus have a certain evaluative or appraisal respect for them qua athlete. 
However, because the relevant features are lacking in the non-athlete, it would be 
unreasonable and unfair to subject them to the same expectations regarding 
athletic performance. Hence, while the non-athlete in some sense misses out on the 
positive reactions and attitudes of being regarded an elite athlete, this is because 
they lack the skill set or competence required for being subjected to the 
expectation or demand to begin with. They are therefore aptly disqualified.  

Analyzing the potential benefits of being included as moral agent in terms of 
appraisal or evaluative respect would therefore support the claim that the objective 
stance is unproblematic in the case of appropriately exempted beings. They simply 
lack the features, properties, or competence required for being assessed and 
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engaged with in that particular way. A. M. Smith’s account (2005) of what the 
objective stance suggests about its object, while true for moral agents, is then not 
applicable to beings who are aptly exempted. Taking the objective stance to 
someone who lacks moral capacities does not seem problematic, as there is 
nothing for which the exempting agent would fail to express respect or regard.  

4.3.2 A Wider Appreciation of the Participant Stance 
Nevertheless, there seems to be something to Kennett’s and others’ worry that 
cannot be entirely dismissed by appeal to appraisal or evaluative respect. For 
instance, Kennett (2009) argues that “[i]f reciprocal relations are, as Strawson 
suggests, the ordinary basis even for respect and goodwill, then we would expect 
to find, what we largely do find, that mentally ill persons are treated with less 
respect and less goodwill than other adult members of the community…” (2009, 
p. 105). 

Shoemaker (2022) echoes this concern when he stresses the need to 
“distinguish between the interpersonal and accountability communities” (2022, p. 
52). The former, Shoemaker argues, are not reducible to “the reactive attitudes 
responding to accountable agency.” (2022, p. 52), but also involve things like love, 
compassion, and sympathy. Likewise, Wolf thinks that: 

we would do best to understand ‘participation’ broadly, as referring not 
necessarily to membership or even potential membership in … a community 
whose sole purposes are moral and political. We should rather understand 
the participant stance as involving the idea that the individual in question is 
‘one of us’ in some wider or other sense. (Wolf, 2015, pp. 132-3).71  

The worry, then, does not seem to simply be about missing out on being 
considered eligible for moral appraisal and evaluative respect. Rather, the concern 
seems to be that the participant stance involves attitudes and behaviors that go 
above and beyond reactive attitudes and appraisal respect. For example, exempting 
someone as moral agent may mean denying them good will, basic forms of respect, 
concern, compassion, or love that are not reducible to the attitudes and behaviors 
implicated in holding responsible. Likewise, some authors in the animal moral 
agency debate suggest that, while nonhuman animals may not be full-blown moral 

 
71  Note that these worries relate to, and imply, some of the claims found in discussions about the 

practical feasibility of adopting a general, or global, objective stance (Nelkin, 2011, Ch. 2; G. 
Strawson, 2010, Ch. 5; Watson 1987/2004, pp. 255-8; Sommers, 2007). 
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agents, there seem to be certain harms involved in denying them moral agency (or 
moral subjecthood) altogether.  

For example, Rowlands (2012) argues that to treat a being with respect requires 
one to “treat it in such a way that it is able to exercise those capabilities, and so 
live a flourishing life.” So, it “is important to them in the sense that it is in their 
interests for the others with whom they must deal to ask and answer this question 
[whether other animals are moral agents] correctly.” (2012, p. 250). Similarly, 
Monsó and colleagues (2018) claim that, “[i]t seems, indeed, plausible to consider 
that the ways in which members of a species can be harmed make them vulnerable in 
certain specific ways, and, in turn, shape the kinds of duties we might hold towards 
them.” (Monsó et al., 2018, p. 286; see also Benz-Schwarzburg & Wrage, 2023).  

In light of these considerations, there appears to be certain aspects of, or 
attitudes pertaining to, the participant stance that are valuable, and perhaps 
available, irrespective of whether an entity is fully eligible for moral responsibility 
or not. Furthermore, this assumption finds support in the fact that a common type 
of proposal put forth by these authors is that we can see and treat responsibility 
exempted populations in ways that acknowledge and secure certain goods or 
benefits, while at the same time avoid imposing on them the unfair burden of, for 
example, blame or punishment.  

For instance, Hutchison (2018) suggests that respect for a person’s agential 
capacities can come in degrees, and as mentioned earlier, Pickard (2014, 2017) and 
Pickard and Ward (2013) recommend “responsibility without blame”, that is, 
moral responsibility responses void of the affective and hurtful dimensions, as a 
means for clinicians to emancipate service-users with “disorders of agency” 
(Pickard & Ward, 2013, p. 1134). Similarly, Kennett claims that while mental illness 
should inhibit blame, it should not inhibit the participant stance. Given the 
importance of social relations for developing and supporting agency, “the default 
stance in both personal and professional dealings with those suffering a mental 
illness or disorder, as with anyone else, must be the participant stance.” (Kennett, 
2009, p. 112).  

Considering animals, a common type of suggestion involves separating 
attributions of negative moral responsibility from praise (Borchert & Dewey, 
2023). One reason is that this provides a way of recognizing the virtues of 
nonhuman animals, or to treat them with the respect they deserve (Wrage, 2022), 
without the harms or burdens involved in ascriptions of negative moral responsi-
bility (Delon, in press). For instance, Burgis (2018) argues that animals are capable 
of “performing actions with positive moral worth” (2018, p. 130) despite not being 
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71  Note that these worries relate to, and imply, some of the claims found in discussions about the 

practical feasibility of adopting a general, or global, objective stance (Nelkin, 2011, Ch. 2; G. 
Strawson, 2010, Ch. 5; Watson 1987/2004, pp. 255-8; Sommers, 2007). 
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agents, there seem to be certain harms involved in denying them moral agency (or 
moral subjecthood) altogether.  

For example, Rowlands (2012) argues that to treat a being with respect requires 
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should inhibit blame, it should not inhibit the participant stance. Given the 
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 126 •  NONHUMAN MORAL AGENCY 

 

fit targets of ascriptions of negative moral responsibility. And Sapontzis (1980, 
1987), drawing on a broadly Kantian notion of moral patiency, claims that because 
many other animals are able to act virtuously, they are “beings who must be 
respected” (1980, p. 51). Respecting animals in this way is argued to mean that 
they “must be treated as ends in themselves” (1980, p. 52).  

Following a Scanlonian (1998), line of reasoning, Rowlands (2012) argues that 
the distinctive moral capacities of moral subjects demand “moral respect” (2012, 
p. 254) which goes above and beyond the considerations owed to mere moral 
patients. Monsó and colleagues (2018) develop this idea further and suggest that 
because some nonhuman animals are moral subjects, we may owe it to them that 
they can exercise their moral capabilities with conspecifics, for instance, by 
allowing social animals to engage in caring behaviors. The authors therefore 
criticize pure experiential approaches to animal welfare on the basis that such 
views fail to account for the kinds of harm imposed on nonhuman animal moral 
subjects in, for example, industrial animal agriculture (see also Wrage, 2022). 

4.3.3 Concluding Remarks: the Case for Distinct 
Participatory Roles 
While I am sympathetic to the mentioned arguments that question the 
appropriateness or justifiability of a wholly objective stance to nonstandard popu-
lations, I worry that many of them overlook a fundamental way in which one can 
include and exempt others. According to most of the arguments described, moral 
agency designates an entity’s general eligibility for moral assessment and 
ascriptions of moral responsibility. 

In the human-centered debate, being included as a moral agent is to be seen 
and treated as a potential target or recipient of moral reactions and assessments. 
In this way, the participant stance simply is the perspective from which we see 
others as such targets or recipients of moral appraisal.72 The upshot is that the 
potential harms of the objective stance are taken to arise from the suspension of 
ascriptions of moral responsibility, like other-directed reactive attitudes.  

While I follow the lead of the authors mentioned above, I hope to develop and 
improve the broad position they endorse. I argue that by focusing on the notion 

 
72  Likewise, authors in the animal-centered discussions, while more focused on the positive 

aspects of moral appraisal, limit their analysis to attributions of positive moral responsibility, 
moral virtues, or implications of moral capacities for flourishing. While there are some 
statements made about respect, these seem to be most closely linked to the type of appraisal 
respect mentioned earlier.  
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of moral agency as a type of eligibility for attributions or ascriptions of moral 
responsibility, one runs the risk of overlooking important attitudes and 
perspectives involved. These aspects are brought to light in Paper III, where I 
argue that seeing or exempting someone as moral agent often involves more than 
merely seeing or exempting them as morally responsible. Moral agency, conceived 
of as participation in communicative inter-relational practices, involves 
participating in (at least) two distinct roles or positions. These roles or positions, 
in turn, involve distinct participatory standpoints. 

One can participate as a potential target or recipient of ascriptions of moral 
responsibility, that is, a moral defendant. But one may also participate as the source 
or addressor of moral claims and demands, that is, a moral claimant. Thus, the 
participant stance is not one, single, perspective. Rather the standpoint seems to 
be comprised of (at least) two distinct perspectives: one from which we see and 
treat someone as eligible for reactions and ascriptions of moral responsibility, and 
another from which we see and treat someone as a potential source or maker of 
assessments or ascriptions of moral responsibility.  

Attending to these distinct participatory roles, and their respective aims, makes 
explicit that the participant and objective stances may involve including or 
exempting someone in two separate ways. For that reason, when assessing the 
permissibility of our exempting practices, we should not stop at identifying 
potential injuries, wrongs, or harms due to exempting from ascriptions of moral 
responsibility. This is an approach that rests solely on a defendant account of moral 
agency. As such, it represents a one-sided strategy that may provide limited, or 
even false, results about the kinds of harms of exemption and the extent of these 
harms.  

Making accurate analysis of the adequacy and permissibility of an objective 
stance requires us to also consider the implications of exempting someone as moral 
claimant. Therefore, the next section picks up the defendant-claimant distinction 
developed in Paper III, and links this to claims made in Paper IV via a discussion 
about the possible connections between moral patiency and moral agency. In 
particular, I consider how seeing and exempting as moral claimant appears to 
involve two distinct conceptions of moral patiency. 
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5 Moral Agency and Moral 
Patiency 

The aim of this chapter is to provide more extensive background to, and further 
elaborations on, the arguments and claims developed in Paper III and Paper IV. 
As mentioned at the end of the previous section, I believe that discussions about 
the justifiability and potential harms of exempting from moral agency have over-
looked important aspects of moral participation. Recognizing the claimant dimen-
sion of moral agency, and how it connects to moral patiency, I argue, can make 
explicit important implications of setting standards for moral agency (Paper IV). 
Attending to these implications, in turn, allows us a more thorough understanding 
of the nature and scope of the benefits and harms associated with including or 
exempting someone as a participant in moral responsibility practices (Paper IV).  

This chapter begins by considering the concept of moral patiency and its 
various suggested grounds. The subsequent section accounts for the ways in which 
moral agency and moral patiency are commonly assumed to be related. This 
section also introduces the traditional Kantian account where moral agency and 
patiency are assumed to be two sides of the same coin. The third section goes on 
to examine some contemporary Kantian and broadly Kantian accounts of two 
distinct grounds for, or types of, moral patiency designed to avoid forceful 
objections to traditional Kantianism. These accounts help to elucidate arguments 
for and worries about the objective stance found in the practice-focused literature 
on moral responsibility and agency as a standard way of viewing beings that are 
exempted from moral agency. In the following section, I then go on to identify 
and challenge three distinct arguments in favor of a purely objective stance to 
moral agency exempted moral patients. I argue that since the participant and 
objective stances assume distinct conceptions of moral patiency, and since these 
conceptions dispose the stance-taker in morally relevant ways, the arguments 
developed in Papers III and IV gain further support.  
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5.1 Moral Patiency 
This section considers the basic philosophical concept of moral patiency, its 
suggested grounds, and the particular account of moral patiency assumed in this 
thesis.  

5.1.1 The Concept of Moral Patiency 
Moral patiency and moral agency are both central but (it is usually assumed) 
distinct philosophical concepts. Moral patiency denotes an entity’s status or stand-
ing as morally significant in its own right. This is usually taken to mean that the 
being in question has interests that ground moral reasons or requirements for how 
others are to treat that being.73 As mentioned in the outset of Chapter 2, moral 
agency denotes a being’s eligibility for ascriptions, assessments, and responses of 
moral responsibility. That is, moral agents are beings who can do right or wrong 
and who can be held morally responsible for their conduct. By contrast, moral 
patients can be targets of right- or wrongful conduct at the hand of moral agents 
(Jaworska & Tannenbaum, 2023; Gruen, 2021; Warren, 1997).  

5.1.2 The Grounds of Moral Patiency 
Like with moral agency, views on the grounds and requirements of moral patiency 
differ. For instance, some accounts posit that for an entity to be a moral patient, it 
has to be a member of a certain group, for example the biological category 
designating the human species (Dworkin, 1993; Benn, 1967). Other theories claim 
that moral patiency requires having certain cognitive (intellectual and emotional) 
capacities or features. A widely held view of the latter kind is that sentience or 
phenomenal consciousness is necessary and sufficient for (at least basic) moral 
patiency (Varner, 2001).  

A popular cognitive capacities view is found in accounts that argue that, while 
sentience is sufficient for a basic form of moral patiency, more advanced cognitive 
capacities may grant a being higher or even full moral patiency (in terms of the 
force and type of the moral requirements that the patiency implies for moral 
agents). For instance, according to McMahan’s (2002) two-tiered account, 
sentience is sufficient to grant an entity some protection but allows that their 
interests be considered from a purely consequentialist perspective. As such, merely 

 
73  What I refer to here as moral patiency is sometimes also referred to in terms of moral status 

(Jaworska & Tannenbaum, 2023; Warren, 1997) or moral considerability (Gruen, 2021). 
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sentient beings can be killed for the greater good. However, having advanced 
cognitive capacities, like self-awareness, grants a being respect, which means that 
they are owed to be treated as inviolable (McMahan, 2002 ).74  

According to yet another cognitive capacities view, even basic moral patiency 
is thought to require sophisticated cognitive capacities. The most famous account 
of this type is the one proposed by Immanuel Kant (1785/1996, 1788/1996, 
1797/1996. In short, Kant argued that moral patiency requires the capacity for 
autonomy and the capacity to set ends (Korsgaard, 1996; Hill, 1997; Wood, 1999). 
An important feature of the orthodox Kantian position is that both of the 
mentioned capacities are assumed to be required for moral agency. Hence, moral 
agency is assumed to be a prerequisite for any type of moral patiency. While I 
believe that the Kantian account is flawed (and will state my reasons later), I also 
believe it can serve to shed light on potential harms of the objective stance. I will 
therefore return to Kantian accounts of moral patiency and moral agency below 
(5.2.2). 

5.1.3 Sentience, Interests and Obligations 
In this thesis, I will assume that sentience is necessary and sufficient for (at least 
basic) moral patiency. To say that a being is sentient can, on a broad definition, be 
taken to mean that the being has phenomenal consciousness. This means that 
(some of) the entity’s psychological states have the property of which there is 
“something that it is like” to be in those states (Nagel, 1974, p. 436) or, to put it 
differently, that the mental state in question has a subjective, or experiential, quality 
(Block, 1995; Van Gulick, 2022; Tye, 2021).  

Some familiar examples of phenomenal mental states are tasting umami, 
hearing thunder, seeing purple, feeling nostalgic, and experiencing sadness. Other, 
probably less familiar, examples of possible phenomenal mental states can be 
found by considering the Umwelt (von Uexküll, 1934/2010) of other animals. For 
instance, some nonhuman animals appear to sense the Earth’s magnetic field 
(Mouritsen and Ritz, 2005; Johnsen & Lohmann, 2005), see heat (A. L. Campbell 
et al., 2002), smell the passage of time (Horowitz, 2016), hear the shape of their 
surroundings (Jensen et al., 2005), or feel the electrical currents emitted by other 
living beings (Sisneros & Tricas, 2002).  

 
74  Similar claims about distinct kinds, or degrees, of moral patiency or the legitimacy of 

differential treatment have been made in relation to, among other things, the capacity to form 
future-oriented plans and desires (Singer, 1993) and having foresight (Rachels, 1990; Regan, 
1983/2004; DeGrazia, 1996, 2008). 
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However, the kind of sentience typically assumed to be of ethical significance 
refers to the capacity of experiencing phenomenal mental states that are negatively 
or positively valenced. In other words, the capacity to have subjective experiences 
that feel good or that feel bad, such as anxiety, pain, boredom, comfort, happiness, 
pleasure, and so on (DeGrazia, 1996; Duncan, 2006; R. C. Jones, 2013; Browning 
& Birch, 2022). A prominent defender of the sentientist view of moral patiency 
was the eighteenth-century philosopher Jeremy Bentham, who famously wrote 
regarding the question of moral consideration of, for instance, nonhuman animals: 
“the question is not, Can they reason? nor, Can they talk? but, Can they suffer?” 
(Bentham, 1789/2017, Ch. 17, note 1). 

On this view, sentient creatures are assumed to have an interest in avoiding 
certain states (such as pain) as well as an interest in the promotion of other states 
(such as pleasure). Consequently, such beings can be benefitted or harmed by 
experiencing “positive or negative impacts on their interests” (Gruen, 2017, p. 91). 
This provides all moral agents with non-instrumental reasons to morally attend to 
their treatment of sentient beings. Contemporary proponents of sentientism are 
found among utilitarian (Singer, 1975, 1993) as well as Kantian inspired 
philosophers (Regan, 1983/2004; Korsgaard, 1996, 2018a).  

While there is scientific consensus on the sentience of mammals, birds, and 
even some mollusks, like octopuses (Low et al., 2012) there is still controversy 
regarding whether, for example, insects and crustaceans (see Browning & Birch, 
2022), not to mention, whether artificial entities can experience phenomenally 
conscious states (Dehaene et al., 2017). Although I will not discuss these 
controversies much further, it is worth reiterating the idea of multiple realizability as 
it bears on the question of whether sentience can be attributed to entities with 
physical properties that diverge from the mammalian, vertebrate, or even 
biological norm.  

According to the idea of multiple realizability, a psychological state, like 
subjective pain, can be realized by distinct physical kinds (Putnamn, 1967), such as 
neurons, electronics, or green slime (see Bickle, 2020). Multiple realizability is 
already assumed in attributions of sentience to organisms, like octopuses, who 
have relatively advanced cognitive abilities and complex behaviors, but very 
different neurological underpinnings from vertebrates (see, for example, Birch et 
al., 2021). Hence, assuming multiple realizability, one cannot deny the possibility 
of sentience in an entity merely on the basis of its physical constitution. This, of 
course, has implications for the question of artificial moral patiency (see, for 
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example, Danaher, 2020) and connects to the pragmatic epistemic view discussed 
in the previous chapter (4) and in Paper I. 

5.2 Moral Agency and Moral Patiency 
So far, the distinction between moral agency and moral patiency has been 
characterized as fairly straightforward. These two concepts are generally assumed 
to refer to distinct types of morally relevant group memberships: one regarding 
the group of beings who can act morally right or wrong, and the other regarding 
the group of beings who can be treated rightly or wrongly. As we will see, however, 
there are various views and related complications about how these memberships 
are related, both conceptually and in practice. While some theories retain the 
commonly assumed distinction between moral patiency and agency, others do not. 

5.2.1 Moral Agency and Sentience 
Although not always explicitly stated, moral agents are often assumed to also meet 
the requirements of moral patiency in practice. While moral agency and moral 
patiency may be distinct concepts, they appear to overlap to a significant extent in 
real life cases. This relationship, while not necessarily given, appears to be true if 
we look at paradigm examples of moral agents. The standard moral agent in 
philosophical literature is assumed to be a typical adult human. And humans, in 
general, certainly have morally significant interests in virtue of, among other things, 
being sentient. That is, according to one type of view, moral patiency is a status 
that happens to be possessed by all creatures who are also moral agents. 

According to other accounts, however, the link is tighter. The features or 
abilities underlying moral patiency are then argued to be the same as some of the 
features or abilities required for moral agency. Moral agency is thus thought to 
necessarily imply moral patiency in virtue of some other feature or property that, in 
turn, also grounds moral agency. For example, some so-called sentimentalist 
accounts of moral judgment and moral motivation argue that certain phenomenal 
states are central to moral thinking and behavior. For instance, moral motivation 
is argued to require empathic identification or feelings of sympathy, implying 
sentience (Kauppinen, 2022). In effect, the capacity to experience certain 
phenomenal states that will confer moral patiency is assumed to be necessary for 
moral agency. 

As mentioned in Chapter 3, various accounts of moral agency similarly assume 
that phenomenal states play a central role in our practices of holding each other 
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However, the kind of sentience typically assumed to be of ethical significance 
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course, has implications for the question of artificial moral patiency (see, for 
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morally responsible. Blaming responses, for instance, are assumed to involve 
reactive attitudes like resentment or guilt, which are often characterized as, in part, 
comprising of phenomenal states (see Paper III). On such theories, participating 
in moral responsibility practices thus requires that one is prone to respond with 
such phenomenally conscious attitudes to perceived wrongdoing. Hence, 
assuming that sentience is a sufficient condition for moral patiency, the mentioned 
accounts of moral agency will have the implication that all moral agents necessarily 
meet this condition. 

The assumption that moral agency presupposes consciousness, and thus the 
features or capacities that ground moral patiency, can be found in some standard 
accounts of moral agency discussed in Paper I. For example, some believe that the 
traditional control and knowledge conditions for moral agency both presuppose 
consciousness. For an agent to have control, they need to be able to make 
conscious rational decisions, as opposed to merely behave rationally, or deciding 
in a way that do not presuppose subjectively experienced reasoning. For an agent 
to be able to navigate the moral landscape in the first place, they need to be able 
to consciously grasp and apply moral concepts to have the required knowledge 
(Himma, 2009).  

The significance of phenomenal consciousness for moral agency, while widely 
assumed, is likewise subject to great dispute in the artificial moral agency debate 
analyzed in Paper I. There, Munthe and I concur with the arguments put forth by 
those denying phenomenal consciousness as a distinct requirement for moral 
agency. Assuming that we want to maintain our current pragmatic practices of 
ascribing moral agency and responsibility, there are pragmatic-epistemic reasons 
to abandon the consciousness requirement and instead focus on observable 
features that may depend on, or indicate, consciousness and that are relevant for 
participation in moral responsibility practices. Such measurable features could, for 
example, be states or behaviors indicative or constitutive of resentment, guilt, 
sympathy, concern, and similar attitudes (see also Paper I, sec. 3).  

Before concluding this section, it is worth noting that even if all moral agents 
necessarily have the features required to qualify as moral patients, not all moral 
patients necessarily qualify as moral agents because the conditions that are 
sufficient for moral patiency are unlikely to suffice for moral agency.  
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5.2.2 Mere Moral Patients 
Given that the capacity for phenomenal consciousness is the basis of moral 
patiency, and assuming that moral agency requires features or capacities above and 
beyond sentience, there are many beings in the world who seem to be mere moral 
patients: beings who have morally significant interests but lack the features or 
abilities required for membership in the moral agency club. For example, cats and 
infants are moral patients in virtue of meeting the requirement of sentience. 
However, they do not seem to be appropriate targets of, say, blame. Thus, a 
common assumption is that moral patients are owed certain treatment from moral 
agents, without themselves necessarily being subject to any such requirements 
(Gruen, 2021). After all, the notion of moral patiency is what renders fairness- or 
cruelty-based arguments for exempting certain moral patients from moral 
responsibility practices relevant. Whether some particular treatment of an entity is 
permissible or justified depends, in the first instance, on whether the entity in 
question is a moral patient (see previous chapter, 4.3). 

However, while the importance of the notion of mere moral patiency is widely 
embraced by people in the contemporary moral patiency and agency debates, I 
wish to call it into question, and I have started to argue to this effect in Papers III 
and IV. Before elaborating further on this challenge, I will, however, first take a 
detour via broadly Kantian accounts of moral patiency as these likewise deny the 
existence of mere moral patients, but for very different reasons from mine. In 
addition, contemplating these accounts, I will argue, helps bring to light premises 
and assumption implicit in justifications of, as well as worries voiced against, the 
objective stance (see previous chapter, 4.3). These aspects will be of importance 
when I develop my own fleshed out argument for why all moral patients should 
be granted some moral agency (see 5.4 below). 

5.2.3 Kantian Views on Moral Patiency 
According to Immanuel Kant, a person is “a being altogether different in rank and 
dignity from things, such as irrational animals, with which one may deal and dispose 
at one’s discretion” (1798/2010, p. 239). This is because, on Kant’s view, 
experience-based attributes, such as sentience, are not the basis of personhood to 
begin with. Instead, for someone to be a person and therefore matter morally in 
their own right they must, in addition to an animal nature, also have a rational nature, 
which involves the capacity to will freely from reasons, set ends and assess their 
means, and regulate their behavior according to principles. On Kant’s own 
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account, to be a moral patient requires all of these specific features, features which 
he also tends to assume set humans apart from other animals. 

In this way, it is not just that moral patiency and moral agency may overlap in 
practice, or that moral agency requires features involved in moral patiency. Instead, 
Kant’s view makes the stronger claim that moral patiency, in terms of mattering 
morally in one’s own right, and moral agency, are two sides of the same coin. Moral 
agency, understood as the capacities to legislate oneself and conform to moral 
principles (Korsgaard 1996; Hill, 1997; Wood, 1999), is constitutive of moral 
patiency by granting persons the dignity reserved for moral agents and thus making 
them deserve respect (Wasserman et al., 2017).  

A possible implication of the Kantian view is that artificial entities could have, 
say, rights, if they were moral agents. Depending on the requirements of moral 
agency, this might therefore present a potential route to moral patiency for artificial 
entities that circumvents the requirement of phenomenal consciousness or sen-
tience. However, another implication, and the one I will focus on here, is that there 
are no moral patients who are not moral agents. The category of mere moral patients 
is empty. For instance, because cats, infants, and moral agency exempted adults 
lack moral agency, they are not moral patients either (Kain, 2009).  

However, this exclusion of moral agency-exempted beings from moral patiency 
does not necessarily mean that moral agents may treat cats, infants, and moral 
agency exempted adults however they want. Kant famously argued that beings 
who are not moral patients can still be morally considerable in an indirect sense. 
While such beings are, in fact, mere things and cannot be owed anything directly, 
Kant believed that one should avoid treating them cruelly as this may “dull” our 
human feelings and cause us to treat other moral agents badly (Kant, 1797/1996, 
p. 564). We should therefore “practice kindness towards animals, for he who is 
cruel to animals becomes hard also in his dealings with men” (Kant, 1780-1/1963, 
p. 240).75  

Our duties or obligations to moral agency exempted creatures and humans may 
also be derivative in the sense that we owe it to other moral agents who value such 
beings to treat the former decently. This idea is described by Carruthers (1992), 
who states that because animals are not moral contractors, they, “like buildings, 

 
  O’Neill (1998) argues that, despite appearances, our indirect duties to animals may in practice 

imply the same type of considerations as welfare-based accounts, which “is not a trivial 
protection” (1998, p. 223). She writes: “in allowing that harming non-human animals is an 
indirect violation of duties to humanity Kant endorses more or less the range of ethical concern 
for non-human animals that more traditional utilitarians allowed: welfare but not rights.” 
(O’Neill, 1998, p. 223; see also Denis, 2000). 
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would have no direct rights or moral standing. Rather, causing suffering to an 
animal would violate the right of animal lovers to have their concerns respected 
and taken seriously.” (1992, pp. 106-7). In a similar vein, Warren claims that 
infanticide is unacceptable only insofar as “there are other people who would … 
be deprived of a great deal of pleasure by its destruction” (1995, p. 453).76 

Kantian instrumentalist considerations have also been raised in relation to 
artificial entities. Some worry that the way we treat and behave to machines and 
other artificial entities may impact the way we see and relate to other humans. In 
particular, that our treatment of sentient-like or human-like artificial entities as 
mere things or objects runs the risk of negatively influencing our treatment of 
humans. Conversely, seeing and treating, say, robots as moral patients may serve 
to protect against desensitization and therefore ensure morally acceptable behavior 
toward humans and nonhuman animals Hence, granting rights or protection to 
artificial entities may act as an instrumentally motivated safeguard against the 
mentioned risks (Darling, 2016).  

Others, however, take the opposite position and argue that ascribing moral 
patiency to artificial entities that may appear to have the features required for moral 
patiency is the wrong type of solution to the mentioned worry. Assuming that 
perceiving and engaging in apparent harmful behavior toward such entities may 
desensitize humans, we should refrain from designing realistic humanoid robots 
that may appear sentient in the first place (Johnson & Verdicchio, 2018). 

Of course, many, (myself included) find the traditional Kantian position on 
indirect duties to moral agency exempted sentient beings far from satisfying. In 
addition, many present-day Kantian philosophers appear to share this assessment. 
Some have even called it a “repugnant moral doctrine” (Hill, 1997, p. 58). It seems 
intuitively obvious that the reason why moral agents need to consider the interests 
of infants, cats, and moral agency exempted adults is, at least in part, that they are 
beings who are morally considerable in their own right. If we lived in a world where 
no moral agents cared for moral agency exempted beings, or where cruelty to such 
beings had no negative effects on our attitudes and behaviors toward moral agents 
(Wood, 1998; Skidmore, 2001; Calhoun, 2015),77 there would, on Kant’s view, be 
no duty not to, say, torture animals. Hence, the reason why we should refrain from 
harming moral agency exempted sentient beings surely cannot simply be a matter 

 
  Similar indirect or instrumental reasons also figure in multi-level cognitive capacities accounts 

discussed earlier, such as McMahan’s (2002).  
77  See Wood (1998) for a critical discussion of the moral psychological assumption inherent in 

Kant’s argument. 
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of derivative or contingent instrumental reasons (Korsgaard, 2018a, 1996; 
Nussbaum, 2005, 2006; Wood, 1998; Talbert, 2006; Kittay, 1999).  

Now, while I do oppose Kant’s claim that moral agency exempted beings lack 
moral patiency, I still believe that the basic idea of duties to others as conditional 
on them having certain moral agency-related features, reflects important insights 
about human moral psychology and behavior: A typical way in which we come to 
perceive and respond to moral considerations is to see others as active and present 
agents, particularly as agents, in particular, as agents who can morally appraise us. 
That is, a central dimension of moral sensitivity and responsiveness involves 
perceiving and experiencing moral constraints as somehow originating from actual 
or prospective second-personal claims, demands, commands, objections, protests, 
et cetera.78  

These moral psychological assumptions are central to the normative claim 
developed in Paper IV. As I hope to show, they likewise figure more or less 
implicitly in a variety of different contemporary theories of moral responsibility 
and agency. In particular, the mentioned moral psychological ideas play a 
fundamental role in philosophical social contract accounts inspired by Kant’s 
moral philosophy and can thus be brought to light by considering these accounts. 

5.3 Justification, Moral Sensitivity and 
Motivation 
A common feature of many social contract accounts is the idea that reciprocal or 
mutual accountability relations with others is central to what we owe to each other 
and why we owe these things. This general idea takes two primary forms, 
contractarianism and contractualism. In the following I will briefly describe the 
former to put it to a side, and thereafter focus on the latter as a type of Kantian 
social contract theory which reveals interesting features of how and why we ascribe 
moral agency and patiency. 

According to the Hobbesian (Hobbes, 1651/1997) line of social contract 
thought (also known as contractarianism), people are first and foremost self-
interested and not intrinsically motivated by moral concern for others. However, 
given conditions of competition or scarcity, rational and self-interested agents are 
thought to understand that they each will benefit by agreeing to cooperate with 

 
78  This image of the reality of human moral psychology also fits the generally accepted notion of 

reciprocal altruism in evolutionary (moral) psychology (see Trivers, 1971 and Brosnan and de 
Waal, 2002). 
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others (Cudd & Eftekhari, 2021; Gauthier, 1986; Buchanan, 1975/2000). In this 
way, contractarianism holds that people are motivated to follow moral norms in 
virtue of a rational assessment of how to best reach their own goals, and that this 
assessment favors a strategy of cooperation and justice. Hence, sensitivity and 
responsiveness to moral considerations, including seeing and respecting others as 
moral patients, is claimed to be grounded in, and motivated by, purely instrumental 
reasons. The implication of this is that moral patiency presupposes rationality and 
self-interest, rather than sensitivity and responsiveness to moral considerations. 
Moral agency, therefore, is not really part of this picture at all albeit it may be a 
contingent secondary upshot of a social cooperation motivated by this type of 
purely instrumental reasons (as it may require accountability mechanisms to be 
managed). Since I am here interested in possible links between moral agency and 
moral patiency I will therefore set the contractarian view aside. 

5.3.1 Contractualism 
In contrast, contractualism applies a basically Kantian notion of the link between 
moral agency and patiency, as it grounds the latter in the former in virtue of a 
hypothetical agreement between all moral agents. Contrary to the contractarian 
supposition, contractualist accounts start from the assumption that people can be 
motivated both by self-interest and by respect for others. This is because moral 
agency involves the intrinsic desire to take into appropriate consideration the 
evaluative viewpoint of others. A rational moral agent will recognize that to have 
one’s claim seen as a justified moral requirement, it must be weighed and assessed 
in relation to the actual or prospective claims of others. As such, “[it] follows that 
whenever you claim a right, you commit yourself to respecting the rights of others” 
(Korsgaard, 2018b, p. 20).  

Hence, to respect someone means acknowledging them as authorized to run 
their own lives and mutually accountable for how they choose to live (Darwall, 
2006), and thus view them as a source of actual or hypothetical (reasonable, 
legitimate) claims, demands, or objections that impose moral constraints (Scanlon, 
1998, 2008; Darwall, 2006; Korsgaard, 2018b). In this way, the contractualist 
notion of moral patiency presupposes moral agency, according to contractualism, 
because a being’s standing or authority as claim-maker (that is, someone who is a 
source of moral constraints on the conduct of others) presupposes the features 
required for standing in reciprocal relations of accountability. Only moral agents 
have the features or capacities required for imposing constraints on the actions of 
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of derivative or contingent instrumental reasons (Korsgaard, 2018a, 1996; 
Nussbaum, 2005, 2006; Wood, 1998; Talbert, 2006; Kittay, 1999).  
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78  This image of the reality of human moral psychology also fits the generally accepted notion of 

reciprocal altruism in evolutionary (moral) psychology (see Trivers, 1971 and Brosnan and de 
Waal, 2002). 
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others (Cudd & Eftekhari, 2021; Gauthier, 1986; Buchanan, 1975/2000). In this 
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source of moral constraints on the conduct of others) presupposes the features 
required for standing in reciprocal relations of accountability. Only moral agents 
have the features or capacities required for imposing constraints on the actions of 
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others, since only such agents can recognize and be moved by reasons for or 
against actions in terms of, say, reasonableness (Scanlon, 1998, 2008). In this way, 
our obligations to others “are grounded in relations of reciprocal legislation” 
(Korsgaard, 2018a, p. 147). 

The fundamental idea in all these accounts is that only beings who have what 
it takes to evaluate others, morally appraise their actions and holding them 
responsible, can impose moral constraints on others. That is, only moral agents 
have what is required for membership, or participation, in the moral community, 
agreement or relationship of mutual consideration. Only moral agents are sources 
of what in the literature is variably termed directed, authoritative, relational, agent-
relative, or justice-entailing obligations, duties or considerations.  

However, the assumption that in order to impose such constraints on others: 

a being must be able to have moral claims made on it (and hence be capable 
of moral responsibility) … would exclude any human being lacking the 
capacity to have moral claims made on them—not only individuals with 
radical cognitive impairments, but infants and young children as well. 
(Wasserman et al., 2017, sec. 2.1).  

In addition, grounding rights in relations of mutual accountability means that 
“[r]ights protect a kind of liberty that the other animals do not and could not 
possibly have” (Korsgaard, 2018b, p. 11). Therefore, the mentioned accounts seem 
to encounter a problem similar to the one in Kant’s original view: moral agency 
exempted beings are counterintuitively excluded from moral patiency. 

5.3.2 Two Distinct Grounds of Moral Patiency 
Perhaps for this very reason, the present-day variants of the contractualist idea 
tend to diverge from Kant’s original view with regard to one important point: they 
leave room for other types of (non-instrumental) moral considerations beyond 
those grounded in moral agency. While only moral agents can have rights, be 
subjects of justice, be entitled to respect, be owed directed duties, et cetera, there 
are other types of moral considerations available in the case of moral agency 
exempted beings. In this way, these contemporary members of the Kantian and 
contractualist family hope to be able to account for our intuitions and views about 
the moral patiency of infants, cats and moral agency exempted adults, while 
maintaining that moral agency grounds a particular type of moral patiency that 
goes beyond the consideration owed to mere sentient beings. 
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The primary type of solution found in these accounts, is to distinguish between 
two grounds of moral patiency. On this view, moral agents are entitled to dignity, 
are right-bearers, and are owed directed duties of justice and respect. To respect 
someone implies that one recognizes a distinct form of authority, power, or 
standing that dictates our conduct toward and relations with others (see, for 
example, Darwall, 2006). However, despite the fact that beings like infants and 
nonhuman animals are claimed to be unable to reason morally or be part of 
reciprocal moral relations, they are thought to be eligible for moral consideration 
on (partially) different grounds. In this way, then, contemporary Kantian-inspired 
contractualists are increasingly recognizing “two distinct moral phenomena” (Alm, 
2023, p. 16), where one is exclusively attributed to moral agents or persons and 
the other to beings who are exempted from agency and personhood. 

For instance, some argue that because sentience implies that one has a good, 
merely sentient creatures may be owed direct duties of benevolence, which are 
grounded in a being’s animal nature as opposed to her rational and moral nature 
(Korsgaard, 2018a). Others claim that moral agency exempted beings may be 
morally accounted for by being objects of concern or sympathy in virtue of having 
a welfare (Darwall, 2006). Hence, acting out of benevolence or sympathy for a 
being’s animal nature or her welfare represents an additional way of valuing 
someone for their own sake. This type of non-instrumental moral consideration is 
assumed to be available in the case of moral agency exempted moral patients and 
does not involve seeing or treating them as a co-participant in moral responsibility 
practices.79  

Another suggestion for how one could account for moral agency exempted 
beings or entities is that they could be included via a system of “trustees” (Scanlon, 
1998, p. 183; Darwall, 2006, p. 29). For instance, Scanlon (1998) argues that, while 
it does not make sense to (actually or imaginatively) justify oneself to beings who 
cannot understand such justifications, we could perhaps indirectly ground the 
moral patiency of such beings in a contractualist framework, by justifying our treat-
ment about such beings to other rational agents acting as trustees for the interests of 
the exempted beings. What is important, Scanlon believes that the considerations 

 
79  Various authors propose that Kant’s moral philosophy seems to imply that we have duties 

regarding or about nonhuman animals despite not having any duties to them (see, for example, 
Denis, 2000). The to/about distinction, I believe, goes to the heart of the two different grounds 
of moral patiency found in many contractualist theories. 
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that such trustees could raise are “limited to objections based on experiential 
harms such as pain and distress” (1998, p. 184).80  

Consequently, on contemporary Kantian contractualist conceptions of moral 
patiency, moral agency exempted beings cannot, in and by themselves be sources 
or originators of directed duties. They can however be considered as passive 
recipients of moral consideration, such as by being objects of concern, possibly 
via a trustee among moral agents. Adopting the terminology from Paper IV, I will 
henceforth refer to the two conceptions of moral patiency proposed by Kantian 
and contractualist theories as referring to the roles of moral claimancy and wardship, 
respectively.  The claimancy role applies to parties to the moral contract or 
agreement, while the wardship role applies to moral patients who cannot be 
contractors. The objects to which these concepts refer to are thus moral claimants 
and moral wards (Paper IV).81 

5.3.3 Claimants and Wards 
Moral claimants are active, present participants or members of moral responsibility 
practices. In this way, seeing others as moral claimants implies adopting a particular 
type of the participant stance to them, or more precisely, what I in Paper III refer 
to as the claimant-directed participant stance. Moral claimants are seen as originators 
or addressors of moral claims and demands, and as having a certain standing or 
authority which makes their evaluative perspective (in terms of their actual or 
hypothetical objections, wants, goals, plans, opinions, preferences, et cetera) act as 
potential valid constraints on the conduct of others. In consequence, moral agents 
are required to consider the (actual or hypothetical) claims, demands, ends, 
objections, et cetera of moral claimants. In other words, moral agents are 
necessarily answerable and accountable to moral claimants.  

Moral wards, on the other hand, are situated outside of the boundaries of 
participation in moral responsibility practices. They are absent from actual, 
prospective, or imagined moral communicative exchanges. Seeing others as moral 
wards therefore means exempting them as claimant participants in moral 

 
80  It is worth noting that Scanlon (1998) likewise raises the possibility that the scope of 

contractualism may not encompass all of morality. Hence, he suggests that there might be other 
kinds of obligations regarding nonhuman animals and other entities, who are not parties to the 
contract.  

81  I am here building on the terminology of Kymlicka and Donaldson (2017). Note, however, that 
they use ward and wardship as a second-class citizenship status rather than a type of moral 
patiency.  
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responsibility practices. Wards do not, and should not, figure as sources or 
addressors of objections, claims, demands, etc. in the practical deliberation of 
moral agents. However, wardship is still a membership in virtue of which the being 
in question has morally significant interests in terms of, for example, having a 
welfare, a good based on being an experiencing subject, et cetera. Such interests do 
pose constraints on the actions of moral agents, but the latter are not accountable 
and answerable to wards in any genuine sense. For example, it is generally assumed 
that one has duties in relation to pure wards, such as pets or infants, in the sense 
of being required to care non-derivately for their health and wellbeing.  

The distinction between moral claimants and wards is essentially a question of 
differentiating between those moral patients who have the capacity or authority to 
make demands, impose corresponding directed-duties, and those who do not. The 
assumption that moral agency entitles a being to a particular type of moral 
consideration is, I believe, also central (but often only implicitly) to practice-
focused accounts of moral agency and responsibility. For instance, Tognazzini 
states that “reciprocity, or at least the possibility of it, does seem to go to the heart 
of what Strawson calls the participant stance” (2015, p. 34). And Shoemaker 
connects responsibility to regard via reciprocity, by stating that “we can best 
capture our understanding of regard by restricting its scope to other agents, where 
these may be humans or (some) nonhuman animals. Indeed, this makes sense 
insofar as we think of accountable agents as accountable to others.” (Shoemaker, 
2015, p. 93). Lastly, Strawson writes that “The objective attitude … cannot include 
… the sort of love that two adults can sometimes be said to feel reciprocally for 
each other” (Strawson, 1962/1982, p. 66). 

Recognizing the connection between the participant and objective stances and 
the contractualist suggestion about two distinct grounds of moral patiency can help 
elucidate some of the worries raised about the objective stance in the previous 
chapter (4.3). Opponents of the objective stance are right in pointing out that the 
implications and consequences of exemptions go beyond withholding reactions 
and ascriptions of moral responsibility. Including or exempting others as 
participants in moral responsibility practices likewise involves including or 
exempting them as moral claimants (Paper III), and therefore attributing one of 
two distinct types of moral patiency (Paper IV). 
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5.4 Questioning Pure Wardship 
My view, as expressed in Papers III and IV, challenges the assumption that a pure 
ward perspective towards agents exempted from moral responsibility practices is 
justified. In this section I develop some of these arguments and relate them to the 
contractualist distinction between two distinct grounds of moral patiency. In 
particular, I will spell out and respond to what I take to be three related but distinct 
arguments in support of the case for pure wardship, which are extrapolated from 
both the contractualist and practice-focused literature. 

5.4.1 The Argument From Symmetry 
First, there is the argument from symmetry, which is described in more detail and 
responded to in Paper III. According to this argument, a pure ward perspective is 
justified towards moral agency exempted moral patients since they lack the internal 
features or capacities required for moral agency. The idea is that if a being lacks 
the features required for being held morally responsible, they will necessarily lack the 
features or capacities required to hold others morally responsible. Hence, this 
argument appeals to an assumption about how the features or properties that 
underpin moral agency as moral defendant are the same as (or overlap with) those 
that underpin moral agency as moral claimant (Scanlon, 1998; Darwall, 2006; 
Russel, 2004; McKenna, 2012). 

In short, Paper III questions this argument by pointing out that, while the 
psychological underpinnings of the claimant and defendant dimensions are the 
same, an agent may not be symmetrically eligible as claimant and defendant in every 
given social context. One’s eligibility for moral address and moral response is 
contingent on various factors pertaining to the more precise nature of the 
interaction. Therefore, asymmetry can show up between particular agents in 
particular circumstances.  

I argue that dogs and toddlers, for instance, are asymmetrical, claimant-heavy, 
participants in relation to typical adult humans. The support for the prevalence of 
asymmetrical responsibility relations, I argue, shows why the argument from symmetry 
does not support the case for denying moral claimancy to agents who may not be 
capable of reciprocating moral claims and demands.  
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5.4.2 The Argument From Adequacy 
Secondly, there is the argument from adequacy, according to which the welfare-
based consideration available from within the ward perspective “fits the needs and 
interests” of exempted populations (Kymlicka & Donaldson, 2017, p. 842). In 
other words, moral agents are thought to be able to know, and direct themselves 
by, what they owe to moral agency exempted moral patients by the means available 
from outside of actual or prospective moral exchanges, namely, by seeing and 
relating to them as the proper objects of moral concern that they are. This assumed 
adequacy of a wardship stance is, I believe, a central, albeit seldom clearly 
disclosed, premise in justifications of the objective stance in practice-focused 
approaches to moral agency and responsibility (see the previous chapter, 4.3.1 and 
Paper IV). But, as we saw in the previous section, this assumption likewise figures 
in present day Kantian contractualist accounts of moral patiency. 

In Paper IV, I challenge the argument from adequacy by arguing that a mere 
wardship stance to moral agency exempted sentient beings involves potential 
harms due to the implication of this stance to exempt them as moral claimants. 
This is because a pure ward perspective toward a moral patient, disposes the moral 
agent to overlook or disregard the actual, possible, and hypothetical claims, 
demands, objections, and so on, of that being.  

Of course, assuming the trustee model may widen the range of possible moral 
considerations available to us. For example, this model might be taken to mean 
that we govern our behavior in light of claims, demands or objections that a 
representative actually makes, or could make, on behalf of some moral patient. 
Hence, the actual or imagined moral address of trustees may very well serve to 
scaffold moral sensitivity and responsiveness in relation to wards.  

However, considering the reasons put forth by trustees, or the reasons one 
imagines trustees to put forth, cannot substitute the much more solid scaffolding 
potential of adopting a claimant perspective. When an agent sees a moral patient 
as a moral claimant, as opposed to a voiceless and passive ward, they see things, 
including their own conduct and attitudes, from a different perceptual stance. If 
the trustee model can be said to appoint some members of one’s already 
recognized moral audience to represent the interests of absent moral patients, the 
claimant perspective grants entrance for those moral patients into the full realm of 
moral consideration. As such, this perceptive adds new members to one’s moral 
audience.  
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does not support the case for denying moral claimancy to agents who may not be 
capable of reciprocating moral claims and demands.  
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5.4.2 The Argument From Adequacy 
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moral consideration. As such, this perceptive adds new members to one’s moral 
audience.  



 146 •  NONHUMAN MORAL AGENCY 

 

A practical implication of this difference between the trustee model for pure 
wardship and a bona fide claimant stance is that the claimant perspective, but not 
the trustee model, can serve to make agents better positioned to perceive some of 
the behaviors of typically claimant exempt beings, such as very young children or 
nonhuman animals, as possible instances of moral address. As such, a pure ward 
perspective, even one supplemented with actual or imaginative address from an 
already recognized representative trustee, cannot make up for the range of 
considerations made visible by considering the evaluative perspective of the 
particular entity in question. 

Hence, although animals and small children may not be capable of, or as 
proficient in, expressing claims or demands linguistically or of considering how 
rejecting or endorsing an action may impact others, this does not take away the 
fact that all sentient beings possess a morally significant evaluative perspective 
(Talbert, 2006). As such, they have interests also in the sense of subjectively aiming 
for, avoiding, endorsing, rejecting, preferring, planning for, or liking, some state 
over another. Hence, we have reason to consider their evaluative point of view 
when considering how to act, or we will risk culpable recklessness or ignorance 
(see Papers I and II for discussions regarding precautionary reasons to ascribe 
moral agency). 

5.4.3 The Argument From Reciprocity 
Lastly, there is the argument from reciprocity, which comes in both a conceptual and 
an empirical variety. According to the conceptual version, a being who cannot be 
held accountable, lacks the authority, power, or standing to hold others 
accountable. According to the empirical form of this argument, the intrinsic desire 
of moral agents to consider the claims, demands, objections, et cetera, of other 
agents is, as a matter of moral psychological fact, only triggered when those other 
agents are perceived to be mutually accountable. The empirical variety of the 
argument from symmetry is, in part, challenged in Paper IV. The conceptual 
interpretation will be addressed below.  

Paper IV challenges the empirical variety of the argument from reciprocity by 
pointing to real-life examples of interactions where the presence and inclusion of 
moral patients in particular social settings seems to elicit a claimant-directed 
participant stance in typical adult humans. Looking at these examples, I argue, 
undermines the assumption that the moral motivation of justifying ourselves to 
others requires, or rest upon an expectation of, reciprocation.  
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The conceptual variety of the argument from reciprocity can be dealt with by 
reiterating one of the principal distinctions between contractarianism and 
contractualism. On the contractarian story, only those whose inclusion is mutually 
advantageous can be parties to the contract. This is generally taken to imply that 
people who cannot provide any benefits and who do not pose any threat to others’ 
interests are excluded. In this way, reciprocity or mutuality is, for strategic or 
rational reasons, a central premise of the contractarian social contract. This means 
that many seeming moral patients, humans and nonhumans, as well as future 
generations, are excluded from the scope of morality set by the social contract. 

According to contractualism, however, people have an intrinsic desire, essential 
to moral agency, to justify themselves to (and therefore consider) others. Hence, 
while reciprocity or mutuality are common terms in contractualist reasoning, this 
is not because of reasons of strategy or mutual advantage (Scanlon, 1998, p. 180). 
Instead, reciprocity enters the picture as a way of capturing what it means, and 
how it feels, to be morally obliged to someone. Rather than implying bargaining, 
our assumed desire to justify ourselves to others is argued to operate on the pro-
spect of what Scanlon calls reasonable rejection (Scanlon, 1998). To respect others, 
simply means taking into appropriate account their evaluative perspective. This, in 
turn, is taken to require considering, and guiding oneself by, principles that others 
could not reasonably reject.  

However, this does not in and by itself, justify considering moral agency-
exempted beings purely as wards. Reasons to reject the reciprocity argument have 
been argued by Matthew Talbert to follow from central tenets of Scanlon’s own 
theory (Talbert, 2006). Talbert believes that Scanlon’s suggestion for trustees 
makes explicit that mutuality or reciprocity is not a requirement for moral consid-
eration. Scanlon claims that the requirement of justifiability could be met in the 
case of moral agency exempted humans by considering what trustees think that 
they could reasonably reject to if they were able to engage in such deliberation.82 
However, if trustees can affirm the moral status of humans who allegedly lack the 
capacity for “judgment-sensitive” attitudes, by understanding justifiability in their 
case in counterfactual terms, reciprocity was never an issue to begin with.  

 
82  A related proposal is found in suggestions of indirect reciprocity with respect to distributive 

justice, for instance in the context of intergenerational justice (Page, 2006).  
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5.5 Concluding Remarks 
This chapter has highlighted shared assumptions between practice-focused 
accounts of moral agency, on the one hand, and contractualist accounts of moral 
patiency, on the other. In Papers III and IV, I challenge the assumption that an 
entirely objective stance towards agents exempted from moral responsibility 
practices is justified. I have developed some of these arguments by relating them 
to the contractualist distinction between two distinct grounds of moral patiency. 
In short, I claim that Including or exempting others as participants in moral 
responsibility practices likewise involves including or exempting them as moral 
claimants (Paper III). Following Kantian contractualist views of moral patiency, I 
have argued that including or exempting someone as moral claimant can be 
understood as attributing one of two distinct types of moral patiency (Paper IV). 
Moral claimancy is typically reserved for moral patients who are seen as active 
participants or members of moral responsibility practices and wardship is typically 
attributed to moral patients who are assumed to be exempted from moral 
responsibility practices. Hence, understanding the difference between the claimant 
and ward perspectives, in turn, can serve to highlight possible harms or risks 
associated with taking an entirely objective stance to someone.  

Using the contractualist and practice-focused literature, I extrapolate and re-
spond to three arguments in support of the case for pure wardship. I argue that 
none of these arguments seem able to justify exempting moral patients as 
claimants. I will return to the case for a general claimant-directed participant stance 
and its implications for contractualism in the next and final chapter. 

 

 

6 Final Discussion 

The final chapter serves as a summary of the main findings from this thesis, 
addresses some remaining issues, and points toward potential future research 
questions.  

6.1 Some Answers and Some Limitations 
This thesis has investigated the possibility of moral agency in nonhuman entities, 
with artificial intelligence agents and nonhuman animals as focal cases, assuming 
the practice-focused approach to moral agency. The principal questions guiding 
the four papers and introduction have been: Can moral agency be ascribed to 
nonhuman entities? If so, in what sense, or to what extent, can moral agency be 
ascribed to them? Should it be so ascribed? What criteria and boundaries are valid 
for affirming or denying the moral agency of nonhuman beings? I will begin by 
recapping my suggested answers to these questions and the arguments supporting 
these answers. 

6.1.1 Valid Criteria and Boundaries 
Paper I and II make explicit a number of methodological shortcomings in both 
the artificial and nonhuman animal moral agency debates. The typical procedure 
in these debates (especially among skeptics) is to consider the possibility of 
nonhuman moral agency assuming a capacity-focused approach. That is, by 
starting from an a priori set of requirements assumed to reflect widely prevalent 
features in typical adult humans relevant for moral agency (3.1.1).  

I have questioned the assumed prevalence of these features and their relevance 
as basis for requirements of moral agency. A sourcehood condition that 
automatically excludes an advanced programmed, albeit autonomously adapting 
and learning, artificial entity, runs the risk of excluding any biological organisms, 
such as humans, from moral agency as well. Likewise, requiring conscious 
reflection and deliberation for moral agency seems to set the bar of moral 
responsibility too high by excusing or exempting a large portion (maybe even the 
majority) of morally significant behavior of humans. Lastly, the emphasis on 
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phenomenal consciousness, especially in the artificial moral agency debate, makes 
explicit the importance that any purported necessary feature be specifiable in 
operationalizable terms.  

Against this background, I followed and developed Strawson’s (3.1.2) socially 
situated and naturalistic account of moral responsibility to suggest an alternative 
route. According to the practice-focused approach, the nature and requirements 
of moral agency should be determined by starting with the everyday contexts and 
behavioral patterns where this concept is assumed. Hence, assuming that moral 
agency designates the eligibility of an entity to have its conduct or character 
appraised morally, the practice-focused approach asks us to attend to practices of 
moral appraisal. 

In addition, assuming the objective of conducting valid comparative 
assessments (3.3.2), it is paramount that the assumed requirements reflect typical 
features of the alleged paradigm target: the moral responsibility practices of typical 
adult humans. As such, requirements need to be applicable to, and accurately 
represent, everyday moral interactions and the features required for engaging in 
them.  

I suggested a modest empirically informed practice-focused account (3.4). 
Moral agency can be understood as a social-normative competence. Moral agents 
acquire, and are able to conform to, socially mediated standards of appropriate 
(right/good) conduct and to refrain from conduct that is inappropriate 
(wrong/bad) on these standards. Importantly, a moral agent is sensitive and 
responsive to the morally relevant features of a situation. Such features may pertain 
to harm, wellbeing, fairness, rights, interests, et cetera, of oneself or others.  

 Westra & Andrews write: “Whether or not a pattern of behavioral conformity 
counts as a normative regularity depends on how members of a given community 
respond to individual cases of conformity and nonconformity.” (2022, p. 10). 
Hence, one can infer behavioral prescriptions and prohibitions by looking for 
whether a behavior elicits (positive or negative) social responses. A central aspect 
of moral agency is liability to reactive attitudes. This requires being prone to, as 
well as recognizing and responding to, certain expressive emotions, such as moral 
anger (Paper III), guilt, or gratitude, which convey appraisals of 
rightness/wrongness, goodness/badness, appropriateness/inappropriateness, and 
respectfulness/offensiveness.  

That is, moral agency requires the competence to internalize, recognize, and be 
moved by normative considerations pertaining to how one behaves and sees others 
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as well as the competence to react to cases of (non)conformity by engaging in prac-
tices of social maintenance. 

However, a good account of moral agency needs to also provide some guidance 
regarding when it is appropriate to include or exempt an agent from moral respon-
sibility practices. As previously mentioned (3.3.2 and 4.1.7), this creates a tension 
between descriptive desiderata on the one hand (that is, how and why we in fact 
include or exempt) and normative desiderata on the other (that is, how and why 
we ought to include or exempt) (see Argetsinger & Vargas, 2022).  

6.1.2 Normative Guidance 
How can the goal of deriving prescriptions be reconciled with the objective of 
accurately representing how people actually function and behave? I believe that 
part of a solution is to be found in fittingness accounts of moral responsibility 
ascription. A promising such account is discussed and defended in Paper III. The 
communicative emotion account of blame identifies blame with an expressive 
emotion episode (Macnamara, 2015a). According to this view, holding other 
agents responsible essentially amounts to having a particular negatively valenced 
object-directed expressive emotion.  

Reactive attitudes, such as resentment and indignation, are types of moral anger 
that appraise an agent’s conduct or attitude as wrong, bad, offensive or seriously 
inappropriate. What is more, blaming reactions involve characteristic action 
tendencies functionally aimed at conveying blame’s content to the perceived 
transgressor.  Blame seeks a response in the target or recipient. 

As such, the fittingness of blame can be taken to depend on two connected 
conditions. Firstly, moral anger is fitting to the extent that its appraisal of 
someone’s conduct or attitude is correct, that is, that the evaluation of the action 
or attitude as a blameworthy violation or transgression fits the action or attitude. 
In other words, blame is fitting if its object merits blame (Shoemaker, 2017).  

Secondly, the expression of blame is appropriate depending on the assumed 
function of directed blame. Following the response-seeking communicative 
understanding, blame is appropriate to the extent that the assumed transgressor or 
other recipient (such as onlookers) are capable of uptake of blame’s evaluative 
content.  

Such uptake, however, can be understood in a variety of ways. I will compare 
what I take to be two popular, mutually non-exclusive, definitions. First, an agent 
may be capable of uptake if they already internalized the moral consideration in 



 150 •  NONHUMAN MORAL AGENCY 

 

phenomenal consciousness, especially in the artificial moral agency debate, makes 
explicit the importance that any purported necessary feature be specifiable in 
operationalizable terms.  

Against this background, I followed and developed Strawson’s (3.1.2) socially 
situated and naturalistic account of moral responsibility to suggest an alternative 
route. According to the practice-focused approach, the nature and requirements 
of moral agency should be determined by starting with the everyday contexts and 
behavioral patterns where this concept is assumed. Hence, assuming that moral 
agency designates the eligibility of an entity to have its conduct or character 
appraised morally, the practice-focused approach asks us to attend to practices of 
moral appraisal. 

In addition, assuming the objective of conducting valid comparative 
assessments (3.3.2), it is paramount that the assumed requirements reflect typical 
features of the alleged paradigm target: the moral responsibility practices of typical 
adult humans. As such, requirements need to be applicable to, and accurately 
represent, everyday moral interactions and the features required for engaging in 
them.  

I suggested a modest empirically informed practice-focused account (3.4). 
Moral agency can be understood as a social-normative competence. Moral agents 
acquire, and are able to conform to, socially mediated standards of appropriate 
(right/good) conduct and to refrain from conduct that is inappropriate 
(wrong/bad) on these standards. Importantly, a moral agent is sensitive and 
responsive to the morally relevant features of a situation. Such features may pertain 
to harm, wellbeing, fairness, rights, interests, et cetera, of oneself or others.  

 Westra & Andrews write: “Whether or not a pattern of behavioral conformity 
counts as a normative regularity depends on how members of a given community 
respond to individual cases of conformity and nonconformity.” (2022, p. 10). 
Hence, one can infer behavioral prescriptions and prohibitions by looking for 
whether a behavior elicits (positive or negative) social responses. A central aspect 
of moral agency is liability to reactive attitudes. This requires being prone to, as 
well as recognizing and responding to, certain expressive emotions, such as moral 
anger (Paper III), guilt, or gratitude, which convey appraisals of 
rightness/wrongness, goodness/badness, appropriateness/inappropriateness, and 
respectfulness/offensiveness.  

That is, moral agency requires the competence to internalize, recognize, and be 
moved by normative considerations pertaining to how one behaves and sees others 

   FINAL DISCUSSION  • 151 

 

as well as the competence to react to cases of (non)conformity by engaging in prac-
tices of social maintenance. 

However, a good account of moral agency needs to also provide some guidance 
regarding when it is appropriate to include or exempt an agent from moral respon-
sibility practices. As previously mentioned (3.3.2 and 4.1.7), this creates a tension 
between descriptive desiderata on the one hand (that is, how and why we in fact 
include or exempt) and normative desiderata on the other (that is, how and why 
we ought to include or exempt) (see Argetsinger & Vargas, 2022).  

6.1.2 Normative Guidance 
How can the goal of deriving prescriptions be reconciled with the objective of 
accurately representing how people actually function and behave? I believe that 
part of a solution is to be found in fittingness accounts of moral responsibility 
ascription. A promising such account is discussed and defended in Paper III. The 
communicative emotion account of blame identifies blame with an expressive 
emotion episode (Macnamara, 2015a). According to this view, holding other 
agents responsible essentially amounts to having a particular negatively valenced 
object-directed expressive emotion.  

Reactive attitudes, such as resentment and indignation, are types of moral anger 
that appraise an agent’s conduct or attitude as wrong, bad, offensive or seriously 
inappropriate. What is more, blaming reactions involve characteristic action 
tendencies functionally aimed at conveying blame’s content to the perceived 
transgressor.  Blame seeks a response in the target or recipient. 

As such, the fittingness of blame can be taken to depend on two connected 
conditions. Firstly, moral anger is fitting to the extent that its appraisal of 
someone’s conduct or attitude is correct, that is, that the evaluation of the action 
or attitude as a blameworthy violation or transgression fits the action or attitude. 
In other words, blame is fitting if its object merits blame (Shoemaker, 2017).  

Secondly, the expression of blame is appropriate depending on the assumed 
function of directed blame. Following the response-seeking communicative 
understanding, blame is appropriate to the extent that the assumed transgressor or 
other recipient (such as onlookers) are capable of uptake of blame’s evaluative 
content.  

Such uptake, however, can be understood in a variety of ways. I will compare 
what I take to be two popular, mutually non-exclusive, definitions. First, an agent 
may be capable of uptake if they already internalized the moral consideration in 



 152 •  NONHUMAN MORAL AGENCY 

 

question but had to be reminded about it. That is, circumstances or other 
considerations may have blocked or dulled the agent’s sensitivity and 
responsiveness to the consideration. Second, another way of conceiving of uptake 
is to say that the agent can take on new moral considerations. Hence, according to 
this latter definition, blame may be appropriate if the recipient has the general 
capacity to be sensitized to moral considerations.  

Of course, the distinctiveness of these conceptions depends, in part, on how 
one specifies reminding as opposed to sensitizing to a new consideration. Some 
would say that as long as the moral consideration in question is something that 
follows from a coherent set of values it is not, in fact new.83 An agent can act 
wrongly “by her own lights” even if the knowledge in question “was not at the 
forefront of the mind at that moment” (Mason, 2019, p. 103).  

An alternative reading, in line with the wider definition of uptake, is to say that 
an agent’s eligibility for moral address is contingent on whether they are capable 
of being sensitized to the consideration in question. Hence, the agent does not 
need to have acted wrong by their own lights for reactions or ascriptions of moral 
responsibility to be appropriate. It is sufficient that they can come to appreciate 
and adjust to the moral consideration. This wider notion of uptake reflects the 
view of contemporary instrumentalist accounts of moral responsibility and agency. 
I will return to such accounts further down (6.2). 

6.1.3 Attributing Moral Agency to Nonhuman Entities 
I have defined the nature and requirements of moral agency in terms of a social-
normative competence to internalize social norms or standards pertaining to moral 
considerations broadly construed, and to engage in social maintenance behaviors 
assuming such norms or standards. Any entity who displays these competencies is 
a moral agent. Hence, I have argued that moral agency can be attributed to some 
existing nonhuman animals. I also believe that artificial moral agents are, in 
principle, possible.  

Canids, like dogs seem to fully meet the suggested requirements of moral 
agency in relation to conspecifics. Dogs acquire social norms by recognizing and 
internalizing standards of appropriate behavior, some of which pertain to welfare, 
harm, fairness, respect, et cetera. The rules of social play, for instance, are 

 
83  For example, Mason (2019) argues that “ordinary blame” is to judge that someone “has failed 

by her own lights” (2019, p. 103). As such, the warrant of ordinary blame presupposes that the 
perceived wrongdoing is an act of “subjective wrongdoing” (2019, p. 103). 
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standards of appropriate conduct where rightness and wrongness of a situation 
pertains to concerns such as harm, fairness, and honesty. Dogs also engage in 
practices of social maintenance by reacting to perceived violations of these rules 
and by responding to such calls or invitations. Importantly, moral norms and 
moral agency are made visible through such exchanges. 

However, nonhuman animals may not be equally eligible for moral address by 
humans. In Paper III, I argued that differences in language and asymmetries in 
scaffolding resources make it much more difficult or costly for some agents than 
others to be sensitized and respond appropriately to (some) moral considerations.  

Hence, asymmetries in various types of communicative skills, as well as social 
and material resources, can render some agents, practically speaking, exempt from 
directed blame. Differences in social context and (moral) psychological make-up 
can serve to exempt, say, dogs as well as young children from many (if not most) 
norms or expectations pertaining to typical adult humans.  

However, while toddlers and dogs, for example, may be “off the hook” (Delon, 
in press, p. 17) of most standards assumed to apply to typical adult humans, they 
can still hold others morally responsible for perceived violations or transgressions. 
For example, I have argued that dogs seem to qualify as cross-species participants 
by being able to morally address perceived moral violations in humans. As such, 
humans may have reason to be attentive and responsive to potential instances of 
nonhuman moral address.  

While machines do not seem to currently exhibit the mentioned required 
competencies as a whole, I believe that there could be artificial moral agents in the 
near future. For instance, some chatbots already appear to be able to respond quite 
competently to calls or demands to provide reasons for their conduct. And human 
users are sometimes called on to justify or take responsibility for their behavior by 
chatbots. As such, some AI could be thought of as qualifying as participants in 
moral responsibility practices in the answerability-sense. While such eligibility is 
but one aspect of moral agency, the explicitness of linguistic interaction may be 
sufficient to elicit the ascription of more fully-fledged moral agency by human 
users.  

Importantly, this thesis has argued that the development and deployment of 
increasingly advanced, autonomous, and socially competent AI applications, calls 
for a normative, rather than descriptive, approach to the question of artificial moral 
agency (Paper III). The increasing reliance on AI-tools for various types of 
decision-making processes, highlights the shortcomings of traditional intra-
individual, static and monistic moral agency accounts in favor of accounts that are 
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83  For example, Mason (2019) argues that “ordinary blame” is to judge that someone “has failed 

by her own lights” (2019, p. 103). As such, the warrant of ordinary blame presupposes that the 
perceived wrongdoing is an act of “subjective wrongdoing” (2019, p. 103). 
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able to accommodate the contextual, interactive, and dynamic nature of moral 
agency attribution.  

Policymakers, developers and users need to consider the implications of 
machines being included in social practices where moral agency is assumed. Such 
consideration may, for instance, include questions about how the appearance and 
behavior of an AI application may affect moral agency attribution. However, 
including machines in practices of moral responsibility may also be assessed with 
a view to the further effects of such attribution. For example, if some artificial 
entity appears in such a way that its behavior elicits moral appraisal, how does this 
impact the possibility to assess and determine the moral responsibility of human 
developers and users? What is more, given a moral psychological link between 
attributions of moral agency and moral patiency (Chapter 5 and Paper IV) the 
inclusion of AI in moral responsibility practices may lead to the ascription of moral 
patiency to artificial entities. 

6.1.4 Limitations 
Needless to say, there are some limitations to the practice-focused approach 
assumed and defended here. Since this approach is concerned with inter-relational 
communicative practices, it may be argued to leave out important aspects of moral 
responsibility and agency, for example, ascriptions of moral responsibility that are 
covert or private. Hence, assuming that holding others responsible, through 
reactive attitudes, can be unexpressed (that is, private), an expressive or 
communicative understanding of moral agency and responsibility would seem 
unable to account for such states. A possible implication could be that the 
conception of moral agency defended in this thesis is incomplete.  

It is true that the practice-focused approach defended in this thesis assumes 
that the reactive attitudes are inherently communicative and paradigmatically 
expressed. However, that does not mean that the account cannot recognize and 
account for private blame, for example. Nor does it undermine the attribution of 
moral claimancy in nonstandard cases, for instance to dogs or toddlers, on the 
assumption that such agents cannot entertain private blame. This is because the 
internalist stance of the communicative emotion account does not preclude the 
possibility of unexpressed blame. While, moral anger, for instance, necessarily 
involves an action priming element, its disposing effect does not exist in isolation 
from other behavioral pulls or considerations.  
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For example, a human or a dog may feel resentment or indignation toward 
someone, and consequently be subject to the action priming effects of moral anger, 
but still not express or behave in ways conveying that anger. They may, for 
instance, be afraid of the consequences were they to voice their blame towards a 
particular agent or in a particular context. Or they might inhibit their inclination 
to confront the perceived violator due to external considerations, like fatigue. 
However, just like an unsent letter, private blame still contains a message, and still is 
supposed to evoke uptake of its content (Macnamara, 2015a).84 I therefore maintain 
that a practice-focused and communicative understanding of participation in moral 
responsibility practices can accommodate private blame.  

Another possible objection toward the communicative emotion account 
follows from a cognitivist conception of blame, which conceives of (some) blame 
as mere judgments of responsibility. Assuming such an account, the practice-
focused view does not capture all types of responsibility ascription, but only a sub-
class of them. I concede that one can distinguish a sense of moral responsibility 
ascription that is void of the characteristic affective or conative elements of, say, 
moral anger (Paper III) or reactive attitudes. However, I believe that judging 
responsible in this cool and detached way is “conceptually distinct” (Mason, 2019, 
p. 100) from holding responsible. 

One may also note that the fittingness conception is not an account of desert. 
For instance, it cannot provide an answer to why and when an agent deserves to be 
blamed in the traditional backward-looking sense. Hence, conceiving of the appro-
priateness of moral responsibility ascription in terms of fittingness may, on the 
desert account, be considered to miss the mark. While a proper treatment of this 
question is beyond the scope of this thesis, I believe that considerations about 
desert can be compatible with the communicative emotion account. For example, 
while the appropriateness of blame depends on questions about fittingness and 
the possibility of uptake, the warrant of the shape or form of the particular blame 
response depends on various further factors (see Arpaly, 2002).  

In addition, it is worth noting that I take ascribing moral responsibility and 
punishing to be different things. This does not rule out the possibility that blame 
may many times feel like punishment for the recipient, or that blaming responses 
may often co-occur with, or be followed by, punishment. But on the 
communicative emotion account, blame and punishment are distinct.  

 
84  Of course, as stated elsewhere (Paper III, and Chapter 4, 4.1.1 and 4.1.2), practices of moral 

appraisal may have other functions and values.  
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6.2 Instrumentalist Considerations 
I believe that the conclusions and arguments developed in this thesis can serve to 
contribute to a wider trend in the literature on moral responsibility and agency. 
Recent years have seen a renaissance of sorts for accounts that understand the 
justification of moral responsibility practices “in instrumentalist terms” (Vargas, 
2022, p. 3; see also Vargas, 2013; McGeer & Pettit, 2015; Jefferson, 2019). A core 
assumption of these moral influence, agency cultivating or moral scaffolding accounts, and 
an underlying premise of Paper IV, is that “[w]e can “train up” cognition for 
particular environments. Environments can foster particular patterns of cares and 
commitments that shape what agents perceive as reasons. We can also restructure 
our environments to better exploit our cognitive and affective dispositions, and to 
better express and realize our cares and commitments.” (Vargas, 2018, pp. 10-11).  

Considerations about nonstandard moral agency can serve to make explicit, 
clarify, and improve, instrumentalist views. I have argued that the objective of 
making valid comparative assessment of moral agency, supports the case for a 
modest empirically informed account of moral agency. Rather than being a 
primarily intra-individual robust capacity, sensitivity and responsiveness to moral 
considerations is instead argued to be an environmentally and socially contingent 
competence. 

If the “agential capacities” of typical adult humans are “inescapably vulnerable, 
for better or worse, to the dynamics of social interaction” (Mackenzie, 2018, pp. 
76-77), this speaks against certain and neat demarcations between those who are 
included and those who are exempt from moral responsibility practices. Likewise, 
if even paradigm moral agents “rely on others to attune and calibrate our tracking 
of moral considerations” (Vargas, 2018, p. 128), the inclusion or exemption of 
nonstandard cases in moral responsibility practices may have normative 
implications.  

In Paper IV I argue that a key, albeit overlooked, source of moral scaffolding 
can be found by considering the evaluative perspective of moral patients that are 
typically exempted from moral agency. Viewing all moral patients as moral 
claimant participants is therefore argued to scaffold the sensitivity and 
responsiveness of the stance-taker by widening the scope of their perceived moral 
“audience” (McGeer & Pettit, 2015, p. 169). 

Moreover, the assumed primacy of our moral audience as a key source of moral 
scaffolding, seems to reflect a central contractualist premise, namely, that moral 
motivation (partly) consists in the noninstrumental desire to be able to justify one’s 
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actions to others (Scanlon, 1982/2013). As such, the normative case made for a 
general claimant-directed participant stance in Paper IV may provide possible 
solutions to a long-standing problem with social contract accounts that link moral 
patiency to moral agency.  

As previously discussed, Kantian contractualist theories cannot fully 
accommodate all beings who we seem to have independent, noninstrumental 
reasons to recognize as moral patients (Chapter 5). The point is not that 
contractualist theories entirely fail to account for moral agency exempted sentient 
beings. As mentioned, there are various suggestions as to how one may morally 
consider some moral patients despite recognizing their alleged absence from the 
moral deliberative space, for instance, by considering them purely in terms of 
welfare considerations, or by appointing trustees with the task of considering their 
best interest. 

However, none of these suggestions seem able to address the fundamental 
issue at stake, namely, that Kantian and contractualist accounts, typically 
conceived, assume that moral agency-exempted moral patients can and should at 
most be considered only as passive wards. However, this passive, indirect, 
derivative way of accounting for sentient beings offers a mode of moral inquiry 
that, on its own, is inadequate and potentially reckless and harmful (Paper IV).  

Following a loosely Scanlonian (1982/2013) formulation of this thesis, a 
revision of the moral psychological thesis might look something like the following: 
Moral motivation (partly) consists in the noninstrumental desire to be able to 
justify one’s actions to all beings who could pose actual, prospective, or 
hypothetical objections. Actions are not perceived to be wrong because they 
cannot be justified to mutually accountable moral agents. Instead, actions are 
perceived to be wrong because they cannot be justified to all morally significant 
beings (with a vested interest in having a say about said action).  

Needless to say, it may be the case that humans are disposed in ways that make 
the adoption of the claimant perspective to small children and nonhuman animals 
very difficult or even impossible. However, the feasibility of this stance to typically 
moral agency exempt beings may also depend on the particular shape or strategy 
of intervention. While I am less optimistic about the prospect of interventions at 
the level of individual agents, I believe that the real-world cases described in Paper 
IV (sec. 4.2) speak in favor of environmental interventions. Ultimately, however, 
the possibility of a general claimant stance to moral patients is an empirical 
question. This brings us to the last section of this final chapter. 
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6.3 Questions for Future Research 
Assuming that the claimant/ward-distinction captures a tendency in humans to 
consider a moral patient as either one of these positions at a time, it may contribute 
to discussions and research in moral psychology, in particular research on mind 
perception and moral status attribution (see Hallgren, 2012; Robbins & Jack, 
2006). Assuming that people attribute wardship or claimancy as different types of 
moral status, this would call into question the dichotomous view of moral 
agent/moral patient in moral typecasting theory (Gray et al., 2012) by showing that 
moral agency attribution, in the form of seeing someone as a moral claimant, in-
volves a distinct other-regarding perspective. The claimancy/ward distinction may 
also add to the experience/agency distinction of the two-source hypothesis (Sytsma & 
Machery, 2012) by suggesting a finer distinction within the agency source of moral 
standing. Seeing someone as a moral claimant would then constitute an additional 
way of viewing others as minded and morally significant beings, above and beyond 
seeing them as cognitively complex.  

An additional promising future inquiry would be to analyze accounts and 
conclusions of moral agency more seriously and explicitly in light of levels of analysis 
(MacDougall-Shackleton, 2011).85 I believe that doing so may serve to highlight 
the extent to which putatively conflicting philosophical theories and arguments of 
moral responsibility and agency are non-exclusionary. I am here not merely 
implying that different theoretical objectives, such as suggestions of the nature, 
structure or justification of moral responsibility practices (see Vargas, 2022) may 
render apparent distinct accounts compatible. Rather, I suggest that careful 
attention to putatively conflicting accounts or explanations of the same target may 
prove to constitute a “false debate” (MacDougall-Shackleton, 2011, p. 2077).86 The 
point here is that explanations at different levels of analysis or inquiry are, per 
definition, non-exclusive.  

The ability and inclination of an agent (whether human or nonhuman animal) 
to, for example, express resentment can simultaneously be understood in terms of 

 
85  For instance, Tinbergen’s four questions (1963; see also Sherman, 1988), and Mayr’s (1961) 

distinction between ultimate and proximate levels, suggest that we can explain behavior by way 
of various complementary levels of explanation. Following the latter, behavior can be explained 
in terms of both mechanistic causes (physiological, cognitive, etc.) and adaptive functions. An 
additional way of talking about levels of analysis is found in levels of reductionism, such as 
molecular, genetic, physiological and behavioral levels of inquiry (see also MacDougall-
Shackleton, 2011). 

86  See also Macnamara (2015b, sec. 4) for a discussion about whether seemingly conflicting views 
on blame really are incompatible. 
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its adaptive function(s), such as the ecological and intraspecies benefits of the 
behavior, and in terms of the physiological and psychological mechanisms 
responsible for it, such as its underlying neural, cognitive, and emotional processes 
or states. Hence, careful analysis of reductionist types of objections against claims 
of putative moral behavior in humans and nonhumans may prove to not necessarily 
undermine such suggestions. 

Lastly, the communicative nature of (some) moral responsibility practices not 
only underscores the potential but also emphasizes the advantages of conducting 
studies that explore social interactions between humans and machines, as well as 
humans and animals. Studies could shed light on the emergence or prevalence of, 
for example, shared norms, standards, or rules. A promising type of such 
interaction may, for example, be found in joint or collaborative endeavors, like 
games. The proposed moral-psychological connection between ascriptions of 
moral agency and patiency could be further explored and evaluated through these 
studies. For instance, researchers could examine an agent's moral intuitions and 
decisions concerning a moral patient, assessing whether these judgments and 
choices vary based on the extent and nature of the agent's interaction with the 
patient. 
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85  For instance, Tinbergen’s four questions (1963; see also Sherman, 1988), and Mayr’s (1961) 

distinction between ultimate and proximate levels, suggest that we can explain behavior by way 
of various complementary levels of explanation. Following the latter, behavior can be explained 
in terms of both mechanistic causes (physiological, cognitive, etc.) and adaptive functions. An 
additional way of talking about levels of analysis is found in levels of reductionism, such as 
molecular, genetic, physiological and behavioral levels of inquiry (see also MacDougall-
Shackleton, 2011). 

86  See also Macnamara (2015b, sec. 4) for a discussion about whether seemingly conflicting views 
on blame really are incompatible. 
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its adaptive function(s), such as the ecological and intraspecies benefits of the 
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7 Paper Summaries 

Paper I: A Normative Approach to Artificial 
Moral Agency 
In this paper, Christian Munthe and I ask: What conditions are sufficient and 
necessary for an entity to be a moral agent? We address this question by reviewing 
different positions in the artificial moral agency (or AMA) debate. Despite the fact 
that these discussions revolve around questions of moral agency in machines, we 
can identify two main rivalling conceptions of human moral agency. We dub these 
positions the standard view and the functionalist view, respectively. Although there are 
variations within each of these views, they typically diverge on two issues. First, 
they disagree on the importance of phenomenal consciousness for moral agency. 
Second, they disagree on the possibility of AMA given diverging assumptions 
about independence, autonomy, or freedom. 

According to the standard view, an entity needs to have conscious mental states 
in order to be able to act, and not just behave. This is because phenomenal 
consciousness is necessary for an entity to engage in the rational decision-making 
and evaluative processes required for moral agency. An additional argument put 
forth for the importance of consciousness is that subjective mental states, such as 
guilt or remorse, are necessary for ascriptions of moral responsibility to be 
meaningful in the first place. It would, for instance, not make sense to blame a 
machine, and hold it responsible, if it were not capable of having moral emotions 
such as those mentioned. 

Functionalists, on the other hand, deny the relevance of subjective mental 
states for moral agency. They point to the fact that we depend on observable 
features when ascribing conscious states even to typical adult humans, the 
supposed paradigm of moral agents. Given that a good theory moral agency should 
preserve current practices of ascribing moral agency, as well as the assumption that 
humans are moral agents, functionalists claim that a separate condition for 
consciousness would fail to accommodate that. Instead, we should require only 
those observable features normally taken to be required for moral agency. This, 
they claim, is in line with the assumptions and practices already in use when we 
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ascribe consciousness and moral agency to humans, and therefore lends support 
to the functionalist, as opposed to the standard, view of moral agency. 

A related suggestion to the one above, is found in what we choose to call the 
epistemic argument. Starting from our epistemic practices of identifying mental states 
and ascribing moral agency, proponents of this argument propose a pragmatic 
solution to the issue of consciousness for AMA. The suggestion is that we should 
determine moral agency solely based on whether an entity meets certain observable 
criteria assumed to indicate the possession of consciousness. In this way, the 
epistemic argument avoids conceptual reform by maintaining the standard 
requirement for subjective mental states, while still accommodating for the 
epistemic objection put forth by functionalists and others.  

The second issue separating the standard and functional view, is their position 
on the possibility of AMA meeting a condition of independence. According to the 
standard interpretation of this condition, AMA is, in principle, impossible because 
artificial entities lack the right kind of autonomy or freedom required for moral 
agency. Robots and computers, however advanced and autonomous, are merely 
behaving on basis of their programming. Just like any other tool or prosthetic, they 
are merely extensions of human intentionality. As such, they cannot be ascribed 
ownership for what they do or how they function and fail to meet the source 
control condition for moral agency. 

Functionalists, refute this conclusion, and argue that machines need not be 
construed in a way that makes them predictable or wholly reliant on original 
programming. Just like humans, artificial entities may be designed to adapt and 
evolve in response to external cues. For instance, machines may be equipped such 
that they are able to modify their programming. An artificial entity designed to 
behave in accordance with a set of normative rules, could then adjust those rules 
similar to how humans learn and adapt to changing normative environments. 
Furthermore, like machines, humans can be said to be products of code and 
programming in virtue of inheriting a genetic blueprint from their parents and 
being informed and instructed by upbringing and later environmental input. 
Excluding machines because they don’t meet the source control condition, seems 
to fail to discriminate between humans and artificial entities. 

Our evaluation of the AMA debate gives rise to three main conclusions. Our 
first conclusion is that the frequently assumed importance of consciousness for 
moral agency, is questionable. Subjective mental states are mostly motivated on 
their relevance for other features, such as rationality, moral competence, the right 
kind of independence and moral responsibility, all of which can be understood in 
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dispositional terms. Certain notions of moral competence may however still 
motivate consciousness for moral agency. As may a requirement for subjective 
mental states based on an assumed link between moral agency and moral patiency. 
However, we concur with the epistemic argument that whatever features taken to 
indicate consciousness (or any other required feature) in humans, should suffice 
for the ascription of it in machines.  

Our second conclusion is that there appears to be confusion about key 
concepts, and their relations, in the AMA debate. For instance, the term autonomy 
is used in highly diverging ways, signifying everything from the ability to move 
without direct human control, to an advanced capacity for independent decision-
making. There is also disagreement as well as diverging understanding of the 
importance and meaning of moral rationality and moral competence. If moral 
agency requires things like a moral sense, moral intuition, or phronesis, it is not 
clear why such competence or sensibility would exclude artificial entities from 
moral agency, as such features or capacities can be understood in dispositional 
terms. Furthermore, despite the philosophically widely held assumption that moral 
agency makes an entity eligible for ascriptions of moral responsibility, the relation-
ship between these two concepts is not as clear-cut in the AMA debate. These 
factors make it unclear if, and to what extent, seemingly different positions really 
are in conflict.  

Our third conclusion is that the central disagreement between standard and 
functionalist conceptions of moral agency offers little help with how to approach 
artificial entities in practice. This, despite an ever-increasing need for straightfor-
ward guidelines on how to relate to, and treat, artificial entities in contexts and 
practices that involve moral agency. To meet this need, we suggest a 
methodological re-direction of the AMA debate. We propose shifting from the 
predominant theoretical focus to a straightforwardly normative approach. We ask 
to what extent, and how, artificial entities should be included in human practices 
where moral agency is typically assumed. This normative approach actualizes 
questions about the sharing of agency and responsibility with machines, issues 
about safety and effectiveness, concerns about possible effects on human (moral) 
psychology, and questions about the possibility of artificial moral patients. 
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Paper II: A Practice-Focused Case for Animal 
Moral Agency 
In this paper, I suggest an answer to the question asked in the previous paper, by 
proposing an alternative approach to what I call the capacity-focused approach to 
moral agency. According to this widely embraced approach, moral agency requires 
certain intra-personal capacities, processes, or states, such as consciousness or 
rational deliberation. This type of approach is represented in both the standard, as 
well as the functional, views of moral agency, outlined in Paper I. In this paper I 
suggest shifting from these types of approaches to one where moral agency is 
viewed as something primarily inter-relational and dispositional.  

According to this practice-focused notion, moral agency is understood as the 
participation in certain social practices where ascriptions of moral responsibility 
are held, expressed, and undertaken. I aim to show that these moral responsibility 
practices (or MRPs) are prevalent in other animals, such as canids, like dogs and 
wolves. The practice-focused approach to moral agency thus seems to make the 
prospect of non-human moral agency more probable than commonly thought. To 
demonstrate the soundness and validity of this argument, I answer the following 
three questions: What are the main features of MRPs? What does it take to 
participate in them? Are there any credible analogs to MRP participation in 
nonhuman animals? The two first questions are answered by analyzing various 
practice-focused accounts of (human) moral agency. The third question is 
answered by presenting empirical data of canid social play and cognition, along 
with an additional, bolstering, argument.  

According to practice-focused approaches to (human) moral agency, MRPs 
and MRP participation can be summarized as follows: we share strong dispositions 
to recognize, internalize and enforce social norms. These dispositions are reflected 
in the practices surrounding indicative of social norms, such as certain moral atti-
tudes and expressive behaviors meant to communicate or signal how well some-
one’s action or omission aligns with our expectations.  

Blame, praise, and other forms of moral reactions can be expressed verbally, as 
well as nonverbally. The target of such address can respond with attitudes or 
behaviors, such as remorse, asking for forgiveness, or by providing justifications 
or explanations. Being a participant of MRPs means that one engages others, and 
is engaged with, in moral exchanges. One may sometimes be excused from 
blaming and praising reactions if circumstances explain away the wrongness of the 
perceived transgression. Some people, like young children and adults with agency-
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undermining conditions, may be exempted from ordinary MRP participation in 
virtue of not being eligible for moral reactions in the first place. This is because 
participation requires practice-relevant dispositions, such as recognizing and 
internalizing norms, being able to react to transgressions and to understand, and 
respond to, moral address.  

Canid social play is a good example of a nonhuman animal interaction where 
there are clear expectations of how one should behave and where transgressions 
are met with certain, well-defined, reaction-response exchanges. Social play is 
initiated upon a play invitation, communicated through, for instance, a play bow. 
Here, the dog or wolf, will crouch down on her front legs, facing the prospective 
play partner, with her back upright, and tail wagging. If the other canid accepts the 
invitation, play will commence and may consist in interactions such as wrestling, 
chasing, etc. The play bow, and other play signals, appear to function as 
punctuation or modifiers throughout the play interaction, communicating that 
seemingly aggressive or easily misinterpreted behavior is, in fact, benevolent.  

Canids appear to adhere to certain rules or normative expectations regarding 
social play. When the rules of play are transgressed, canids will react by pausing, 
cocking their head, and squinting, as if asking why the other party, for example, 
bit too hard, refused to switch roles or violated the standards of play in other ways. 
Sometimes, the reaction to a perceived transgression might be more direct, like 
when one canid growls or air snaps at the perpetrator. Stronger reactions, like 
these, have however typically been preceded by several subtle or polite requests 
and reminders. The alleged transgressor may respond to such reactions by 
performing a play bow, ensuring her playmate that she is still just playing. And 
usually, transgressions are forgiven and forgotten. Repeated violators, who often 
break the rules of play, will however be chased off and avoided. Puppies are 
generally treated mildly when breaking the rules of social play. 

Canid social play thus appears to involve the features of human MRP 
participation described earlier. When canids abide by the rules of social plays the 
result is behaviors that imply trust or praise, such as affiliation, continued play, 
role-reversal, and self-handicapping. Surprise behaviors or warnings, such as 
growls, from one play-partner are forms of moral address, signaling that the 
behavior did not meet her expectations. Play signaling or reconciliatory behavior, 
may save the situation by communicating that the perceived transgressor is sorry, 
just wanted to play, or acknowledges the reaction. 

Puppies or juveniles are wholly, or partly exempted, from when appearing to 
offend the rules of play, similarly to how young children, and others, are not 
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considered to be (full) participants of MRPs. Hence, the elements of MRPs seem 
to be prevalent in canids, and some canids appear to meet the requirements of 
participation. Some canids thus are moral agents in virtue of being participants of 
MRPs.  

However, to show that canid social play behavior is similar in a relevant, rather 
than merely apparent way, to human MRPs, an additional argument is needed. I 
support the analogy with what I call The Function Argument. According to this 
argument, human MRPs and canid social play behavior are both examples of 
behaviors with the function to promote and sustain peace and cooperation. 
Furthermore, the function of these behaviors and practices is realized through 
shared proximate mechanisms: being able to recognize social norms, internalize 
them, communicate about perceived transgressions, and respond and adjust 
accordingly.  

A further objection against the analogy argument is to claim that the described 
reactions and responses of canids, do not constitute relevant analogs to human 
moral practices of asking for, and giving, reasons. Moral address, like blame or 
criticism, and moral responses, like excuses, explanations, or justifications, are 
central elements of human MRPs. If these elements are missing in canid social 
practices, the latter cannot be considered relevant analogs to human MRPs.  

This challenge, I argue, does not undermine the analogy. Although the 
paradigm example of a human moral exchange is typically portrayed in terms of 
linguistic modes of communication, many day-to-day moral reactions and 
responses rely on non-linguistic modes, such as facial expression, gaze, posture, 
and non-linguistic vocalizations. An angry stare from someone usually prompts us 
to respond by figuring out whether we may have harmed or offended them. If so, 
we are disposed to acknowledge our transgression and communicate that we didn’t 
mean to, or that we are sorry. Such responses can be conveyed through mere facial 
expressions and gestures. In a similar sense, dogs and wolves utilize movement, 
posture, vocalizations, and facial expressions to address transgressions, and 
respond to such address. Canid norm exchanges are not fixed or mechanic, but 
sensitive to, not only the norms or rules, but to contextual factors such as the other 
party’s attention, emotional state, age, perceptual access, and, not least, their re-
sponse.  

However, one may still object to the arguments provided here, by criticizing 
the practice-focused approach itself. Even if canids were to behave in accordance 
with moral norms, this may not be sufficient for ascribing them moral agency. For 
a view of moral agency and responsibility to be justified, it needs to also provide 
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an account of why and when an entity’s actions are assessable as good/bad or 
right/wrong. Many capacity-focused views do this by arguing that the character, 
beliefs, actions, or omissions of moral agents need to arise in the right way (in 
terms of the right kind of processes or contents). Entities who, for instance, lack 
the right kind, or sufficient degree, of control or knowledge, cannot be ascribed 
moral responsibility, and thus are not blame- or praiseworthy.  

Even so, the practice-focused approach is compatible with normative accounts. 
Many practice-focused theories of human moral agency are, for instance, paired 
with forward-looking or moral influence-ideas, and others with views about 
attributability or virtue. Although this does not close the case, as these accounts 
may themselves be questioned, the plausibility of any requirement for moral 
agency will depend on the validity of the underlying claims. Various capacity-
focused requirements, such as conscious deliberation and awareness of 
motivations and intentions, are challenged by recent empirical findings in 
psychology and cognition. I believe that this constitutes an independent reason for 
re-evaluating our pre-theoretical intuitions on moral agency, as well as for asking 
how we should think about, use, and assess standards for moral agency. 
Furthermore, I think that the dispositional, inter-relational perspective inherent to 
the practice-focused approach fares well in light of these findings.  

Paper III: The Moral Claimant Account of 
Moral Agency 
In this paper, I highlight the implications of an often-overlooked aspect of 
participation in moral responsibility practices for the possibility of moral agency in 
non-paradigm entities. Both capacity-focused and practice-focused approaches to 
moral agency typically characterize moral agency in terms of eligibility for being 
the object or target of moral assessments and reactions. Likewise, various debates 
about the boundaries of moral agency have often assumed that the key question is 
whether a certain entity qualifies for ascriptions of moral responsibility.  

I question this common assumption and argue that moral agency, understood 
as participation in moral responsibility practices, encompasses more than merely 
participating as the recipient or target of moral appraisal, that is, as a moral 
defendant. One may also participate as the source or maker of moral address, that 
is, as a moral claimant. More importantly, I argue that an agent can be a moral 
claimant despite not being eligible as a moral defendant. In this way, participating 
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party’s attention, emotional state, age, perceptual access, and, not least, their re-
sponse.  

However, one may still object to the arguments provided here, by criticizing 
the practice-focused approach itself. Even if canids were to behave in accordance 
with moral norms, this may not be sufficient for ascribing them moral agency. For 
a view of moral agency and responsibility to be justified, it needs to also provide 
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an account of why and when an entity’s actions are assessable as good/bad or 
right/wrong. Many capacity-focused views do this by arguing that the character, 
beliefs, actions, or omissions of moral agents need to arise in the right way (in 
terms of the right kind of processes or contents). Entities who, for instance, lack 
the right kind, or sufficient degree, of control or knowledge, cannot be ascribed 
moral responsibility, and thus are not blame- or praiseworthy.  

Even so, the practice-focused approach is compatible with normative accounts. 
Many practice-focused theories of human moral agency are, for instance, paired 
with forward-looking or moral influence-ideas, and others with views about 
attributability or virtue. Although this does not close the case, as these accounts 
may themselves be questioned, the plausibility of any requirement for moral 
agency will depend on the validity of the underlying claims. Various capacity-
focused requirements, such as conscious deliberation and awareness of 
motivations and intentions, are challenged by recent empirical findings in 
psychology and cognition. I believe that this constitutes an independent reason for 
re-evaluating our pre-theoretical intuitions on moral agency, as well as for asking 
how we should think about, use, and assess standards for moral agency. 
Furthermore, I think that the dispositional, inter-relational perspective inherent to 
the practice-focused approach fares well in light of these findings.  

Paper III: The Moral Claimant Account of 
Moral Agency 
In this paper, I highlight the implications of an often-overlooked aspect of 
participation in moral responsibility practices for the possibility of moral agency in 
non-paradigm entities. Both capacity-focused and practice-focused approaches to 
moral agency typically characterize moral agency in terms of eligibility for being 
the object or target of moral assessments and reactions. Likewise, various debates 
about the boundaries of moral agency have often assumed that the key question is 
whether a certain entity qualifies for ascriptions of moral responsibility.  

I question this common assumption and argue that moral agency, understood 
as participation in moral responsibility practices, encompasses more than merely 
participating as the recipient or target of moral appraisal, that is, as a moral 
defendant. One may also participate as the source or maker of moral address, that 
is, as a moral claimant. More importantly, I argue that an agent can be a moral 
claimant despite not being eligible as a moral defendant. In this way, participating 
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as a moral claimant constitutes a distinct form of participation in moral 
responsibility practices, and expands the theoretical room of moral agency.   

To clarify the centrality of the claimant aspect of moral agency, I turn to 
communicative varieties of the practice-focused approach. According to these 
accounts, the requirements for moral agency are to be understood by appeal to 
moral address (Watson, 1987/2004). When we take the participant stance to 
someone and react to their conduct, we do so on the assumption that they will 
understand the message we are trying to convey. In this sense, the participant 
stance assumes that the other party can be engaged in a moral exchange.  

However, when looking at moral agency as the participation in certain 
communicative practices, it becomes obvious that there are, in fact, two positions, 
or roles, involved. A moral conversation implies (at least) two parties. One is the 
addressing party, and the other is the addressed party. Shifting perspectives like 
this illuminates that the notion of moral agency as a status or set of features that 
makes one eligible for moral reactions overlooks a central aspect of moral agency. 
Participation in moral responsibility practices also involves the addressing of 
others, and the eligibility requirements of this role may differ from those of being 
eligible as a defendant. This may have implications for the scope of possible moral 
agents and for everyday moral practices.  

Considering encounters with typically exempted beings, such as young children 
and dogs, are examples of interactions where they seem to occupy the moral 
claimant role. For instance, young children may make moral demands or claims on 
us, despite being ineligible for most (if not all) moral reactions themselves. A 
toddler can react in ways indistinguishable from moral resentment when we fail to 
deliver on a promise. Just imagine the look and expression of a four-year old who 
angrily states that you broke your promise to them.  

Similarly, nonhuman animals, like dogs, seem to engage with us in ways, and 
about matters, that appear to fit the moral claimant account of MRP participation. 
For example, a dog may make use of polite and gentle means of stating “here but 
not closer” toward a pushy visitor. If these reminders and demands are ignored, 
however, she may very well turn to more forceful means of communication, such 
as growls, barks, or air snaps. Despite uncertainty about the eligibility of these 
beings as defendants, they do seem to fit the conception of moral address as 
involving certain demands or claims, communicated as such. In this way, the 
participant stance should be understood as consisting of two distinct stances: the 
defendant-directed participant stance and the claimant-directed participant stance. Each 
of which track and imply distinct participatory positions. 
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However, seemingly angry reactions toward someone may not suffice as 
instances of moral address. One can, for instance, get angry at inanimate objects, 
like a malfunctioning piece of electronics. Angry and directed expressions are thus 
not, in and by themselves, sufficient for an interaction to count as a moral 
exchange. I therefore suggest requirements for moral claimant eligibility given a 
particular theory of moral address, like blame. According to the communicative 
emotion account, moral reactions are distinct from other kinds of reactions by 
virtue of their communicative content and function. Moral anger plays a specific 
role in eliciting a certain response in the recipient. Being a moral claimant means 
that one is disposed to react to perceived transgressions with certain angry emotion 
episodes involving certain sensations and feelings, appraisals of slights or 
violations, and expressive behaviors and action tendencies conveying this content 
to the recipient. Feeling resentment toward someone, thus means that we have an 
emotional state of having been wronged by them. And these attitudes are 
accompanied by certain facial features and other expressive behaviors that 
communicate this representational content to the target.  

To be an eligible target of such address requires that one is capable of 
responding in the right way to moral address by, for instance, recognizing the 
content, expressing remorse or guilt, or by providing explanations or justifications. 
A more long-term type of response would be to adjust one’s behavior in according 
to the demands perceived in the moral address. The general suitability of the 
defendant-directed participant stance, therefore, depends on whether uptake of 
the right kind is possible. Based on this, many typically exempted beings, do seem 
to qualify as moral claimants. Young children and dogs, for example, seem capable 
of having feelings of heat or anger, appraisals of having been offended or wronged, 
and presenting the offensive action or agent as something to confront.  

If being a moral defendant means that one is eligible for moral address, what 
kind of eligibility is implied in moral claimant eligibility? To answer this question, 
one needs to attend to the function of moral response. Because as the general 
suitability of the defendant-directed participant stance depends on the function of 
moral address, so does the suitability of the claimant-directed participant stance 
depend on the functional aim of moral response. Moral response can consist of an 
explanation, excuse, or even a justification. However, the general aim of moral 
response is to express moral uptake, that is, to signal or communicate that one has, 
indeed, received the message. In this sense, moral response is the salient or expressive 
aspect of moral uptake. The general suitability of moral response depends on 
whether the recipient can recognize such response.  
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The claimant-directed participant stance is a perspective from which one is 
disposed to morally respond to the moral address of others. A being is a moral 
claimant by being a suitable recipient of moral response. There are forms of moral 
response that young children and dogs anticipate and recognize. For example, even 
toddlers can understand and adjust their attitude to expressions of remorse or 
spoken utterances conveying that one is sorry or that one did not mean to. 
Likewise, dogs use and recognize reconciliatory expressions with conspecifics, and 
studies show that they use appeasement behaviors in interactions with humans. It 
seems possible that one can intelligibly respond to the demands of a dog by, for 
instance, providing them space and talking to them in a soft voice. 

I argue that moral address and moral response have distinct functional roles. 
The function of moral address is to evoke qualified uptake of its content, while 
the function of moral response is to, among other things, express, signal, or 
communicate uptake. Although the claimant and defendant participatory roles 
imply the same basic features, their corresponding eligibilities may show up 
asymmetrically between participants. For example, given the uneven distribution of 
psychological, social and material resources among participants, there are some 
beings who may not be eligible as recipients of moral address in relation to some 
other participants, but who may still qualify as sources or senders of such address. 
As such, these beings are claimant-heavy participants in moral responsibility 
practices.  

Paper IV: Moral Patiency Grounds Partial 
Moral Agency 
In this paper, I argue that, although moral patiency and moral agency are distinct 
concepts, we have normative reasons to regard the former as a ground for a partial 
form of the latter. This means that beings who are moral patients but who do not 
meet requirements for participation in moral responsibility practices, still qualify 
for a certain type of recognition and treatment typically involved in our recognition 
and treatment of moral agents.  

It is widely assumed that moral patients can be accounted for qua moral 
patients despite being denied moral agency. Assuming a practice-focused approach 
to moral agency, the participant stance is thought to be warranted to participants 
of moral responsibility practices. Beings who are wholly exempt from participation 
are accounted for by the objective stance. From this perspective, they are denied 
moral agency but may still be recognized as moral patients. Young children, 
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nonhuman animals and adults with alleged moral agency-undermining conditions 
or features are thus considered to morally matter in their own right, despite being 
denied moral agency.  

In this paper, I question this assumption and argue that a wholly objective 
stance is, practically speaking, often detrimental to one’s sensitivity and 
responsiveness to moral considerations regarding the exempted party.  This is so, 
I argue, because the participant stance involves a valuable other-regarding 
perspective, unavailable from a wholly objective stance. The recognition of some-
one as a claimant participant disposes the stance-taker in moral psychologically 
favorable ways. Seeing the other party as source or maker of moral claims and 
demands, as opposed to merely an object of benevolent concern, disposes one to 
perceive a wider range of morally relevant facts and considerations about them. 
Conversely, merely seeing someone as a ward, can limit or distort one’s moral 
sensitivity. Hence, given a commitment to promote sensitivity and responsiveness 
to moral considerations, we seem to have normative reasons to add the claimant-
directed participant stance to the way we see and regard moral patients. 

An increasingly popular way of explaining and justifying moral responsibility 
practices is to appeal to their suitability for cultivating agency (Vargas, 2013). Blame, 
moral criticism, and moral feedback are justified because they are responses that 
can scaffold and promote sensitivity and responsiveness to moral considerations. 
To ensure that moral responsibility reactions scaffold, instead of impede, moral 
agency, one needs to assess and evaluate the effect of various environments, prac-
tices, and dispositions. In this paper, I am interested in assessing the suitability of 
our exempting practices.  

Assuming a practice-focused approach to moral agency, moral agents are 
participants in moral responsibility practices. As such, the participant stance is a 
perspective we take to beings who engage, and are engageable with, in such 
practices. However, large populations of beings, such as young children and 
nonhuman animals, are considered exempt. As such, they warrant the taking of an 
objective stance. Despite their assumed exclusion from moral responsibility 
practices, moral patients, like those mentioned, are still considered wholly distinct 
from other exempted entities, such as chairs or cars. This is because the former 
have intrinsic worth and can be wronged, while the latter are excluded from the 
moral community altogether. As such, the objective stance is normally assumed to 
be compatible with accounting for moral patients. However, we do seem to have 
reason to question the suitability of a wholly objective stance to moral patients.  
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There is more than one sense that one can participate in moral responsibility 
practices, and subsequently more than one sense in which one can be recognized 
or exempted. Acknowledging this distinction is, I believe, key to understanding 
why a wholly objective stance is detrimental to the stance-taker’s sensitivity and 
responsiveness to moral considerations. According to a popular development of 
the practice-focused approach, (some) moral responsibility practices are essentially 
communicative. Engaging with others in these practices thus means taking on roles 
similar to those in a conversation. When we take the participant stance to someone, 
we may therefore do so in one, or two, senses. We may see them as someone who 
is eligible as a recipient of moral reactions, such as blame or ascriptions of moral 
responsibility. If so, we see them as a moral defendant. But we may also see them 
as a source or maker of moral reactions, a moral claimant. 

I claim that recognizing or exempting someone as a moral claimant disposes 
the stance-taker very differently toward the moral patient. This is because these 
perspectives involve distinct other-regarding perspectives. When we take the 
claimant-directed participant stance to someone, we relate to them as an actual or 
prospective source or maker of moral claims and demands. In other words, we see 
them as a potential you. They have their own unique evaluative perspective, and 
may therefore morally appraise and react to us, and others. When we exempt 
someone as moral claimant, we can only relate to them as someone to regard from 
outside of the boundaries of a moral exchange. As such, we see them as an object 
of benevolent concern, as a being with a welfare or interests. I call this the ward 
perspective.  

In this way, including or exempting as moral claimant involve distinct other-
regarding perspectives. While I believe that both perspectives are valuable, and 
complement each other, we seem to have normative reasons to avoid taking a 
wholly objective stance to moral patients. This is because adding the claimant-
directed participant stance to the way we see moral patients disposes us to perceive 
a wider range of morally relevant facts and considerations. Conversely, wholly 
exempting someone as moral claimant runs the risk of obscuring any facts or 
considerations available from the claimant-directed participant stance. We should 
therefore aim to add the add the claimant perspective to the way we see and relate 
to all moral patients, and refrain from a pure ward perspective.  

There are, I claim, both historical and current examples supporting this moral 
psychological thesis. Prejudiced thinking and oppressive practices appear to be 
correlated with views and arrangements where the moral patient in question is 
exempted as a source or maker of moral claims and demands. Slavery, 
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institutionalization, and overt paternalism are just a few examples of practices that 
have been, and, to some extents still are, defended on considerations derived from 
a primarily wardship basis. Conversely, the value of second-person address is a 
recurrent theme in recent works exploring systemic bias and discrimination.  

A general claimant-directed participant stance can be implemented despite the 
fact that large populations of moral patients may not meet the requirements for 
standard moral claimant participation. This is because the claimant perspective, 
and its disposing effects, are elicited on the mere prospect of being morally 
addressed. Prospective moral address is, in fact, something we appear to utilize on 
a day-to-day basis. We often anticipate or imagine what someone may think, feel, 
and say about the decisions and actions we, and others, make or are considering.  

One can say that adopting the claimant perspective is a fundamental part of 
ordinary human moral deliberation and decision-making. We consult imaginative 
or real others by engaging with them in imaginative or prospective moral 
exchanges to gain access to a wider range of potentially relevant facts and 
considerations. Moreover, the claimant perspective is necessary for the possibility 
of uptake of actual moral address. Arranging environments to promote the taking 
of a general claimant-directed participant stance to all moral patients can therefore 
serve as an avenue for environmentally or socially mediated moral enhancement.
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Svensk sammanfattning  
 
Kan icke-mänskliga djur och artificiell intelligens (AI) tillskrivas moraliskt agens? Inom 
filosofin har den rådande uppfattningen varit att endast människor är moraliska agenter 
då de ensamma besitter fri vilja och förmåga till medveten reflektion. Denna uppfattning 
har resulterat i att endast människor anses vara moraliskt ansvariga för sina handlingar 
och därmed som föremål för moraliskt beröm och klander. Trots att djur och maskiner 
kan orsaka skada, har de därför hittills inte ansetts vara moraliskt ansvariga. 
 
Denna avhandling ifrågasätter den skarpa gränsdragningen mellan människor och icke-
mänskliga varelser. Istället för det traditionella synsättet där moraliskt agens anses kräva 
särskilda inre individuella förmågor tillämpas ett alternativt förhållningssätt där 
moraliskt agens förstås som förmåga till deltagande i sociala ansvarspraktiker. Genom 
att skifta fokus från inre individuella egenskaper till en kontextuell och socialt avhängig 
färdighet verkar det praktik-fokuserade angreppssättet göra det mer rimligt att tala om 
moraliskt agens hos ickemänskliga djur och AI. 
 
Utifrån den nuvarande såväl som troliga framtida förekomsten av både ickemänskliga 
djur och AI i mänskliga sociala sammanhang så skulle en utvidgning av vem som är 
moralisk agent potentiellt kunna leda till en radikal förändring av våra sociala, moraliska 
och juridiska praktiker. Denna avhandling hävdar att de möjliga konsekvenserna av en 
sådan utvidgning är viktiga att beakta och föreslår att frågan om huruvida moraliskt 
agens kan tillskrivas djur eller maskiner därför borde angripas som en normativ, bör-
fråga, istället för som en rent teoretisk, är-fråga.  
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Can nonhuman animals and artificial intelligence (AI) entities be attributed 
moral agency? The general assumption in the philosophical literature is 
that moral agency applies exclusively to humans since they alone possess 
free will or capacities required for deliberate reflection. Consequently, only 
humans have been taken to be eligible for ascriptions of moral responsibility 
in terms of, for instance, blame or praise, moral criticism, or attributions of 
vice and virtue. Animals and machines may cause harm, but they cannot be 
appropriately ascribed moral responsibility for their behavior.

This thesis challenges the conventional paradigm by proposing an 
alternative approach where moral agency is conceived as the competence to 
participate in moral responsibility practices. By shifting focus from intra-
individual to contextual and socially situated features, this practice-focused 
approach appears to make the attribution of moral agency to nonhuman 
animals and AI entities more plausible than commonly assumed.

Moreover, considering the current and potential future prevalence of 
nonhuman animals and AI entities in everyday settings and social contexts, a 
potential extension of moral agency to such entities could very well transform 
our social, moral, and legal practices. Hence, this thesis proposes that the 
attribution or withholding of moral agency to different entities should be 
carefully evaluated, considering the potential normative implications.
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