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Abstract. One of the predominant debates in AI Ethics is the worry and 

necessity to create fair, transparent and accountable algorithms that do not 

perpetuate current social inequities. I offer a critical analysis of Reuben Binns’s 

argument in which he suggests using public reason to address the potential bias 

of the outcomes of machine learning algorithms. In contrast to him, I argue that 

ultimately what is needed is not public reason per se, but an audit of the implicit 

moral assumptions of societies within which algorithms are built and applied. 

Public justification is appealing since it offers us the possibility to align the 

decision-making outcomes of the algorithm with the core moral values of 

stakeholders within a constitutional democratic society. My concern is that the 

common moral principles that form the foundation of public reason are not 

necessarily neutral, as they still express specific moral ideals and normative 

standards even if there is moral agreement by society as a whole, or among 

different stakeholders within society.  

Appealing to such normative standards may thus still lead to algorithmic 

outcomes being biased as common moral values may very well still be 

discriminatory even though they are formed from a consensus, and even if 

public reason is applied as a kind of filter for potential algorithmic outcomes. 

Hence, I argue that these implicit moral norms within society that we take as a 

given in public reasoning, need to be audited from generation to generation in 

order to effectively mitigate potential algorithmic bias. 
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1 Introduction  

Due to the rise of machine learning and the complex and intimate decisions generated 

by machine models there is a growing need for reflecting on the ethical implications 

and ethical parameters of the outcomes of machine learning algorithms. These 

concerns have gained increased awareness in AI in the recent years with the rise of 

groups such as FAT/ML [8], DADM [26], and the Algorithmic Justice League [34] to 
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name a few. Organizations such as these shed necessary light on issues such as the 

transparency of decision-making, algorithmic bias, identifying discriminatory data 

policies and prejudicial training datasets.  

One of the core ethical concerns in machine learning, the focus of this paper, is the 

moral prescription embedded in machine learning algorithms. Whose morality matters 

and what moral values are important? Should the morality of the computer 

programmer count, or the moral values of the company creating the algorithm, or the 

values of the country in which the algorithm is created? Questions such as these 

illuminate the central concern, namely, which moral values are being endorsed and 

does this promotion lead to discrimination and bias?   

Reuben Binns [2], suggests turning to political philosophy for a solution. Binns 

proposes applying the method of public justification to analyse the ethical risks and 

quality of potential outcomes of the algorithms at issue. Turning to public reason is 

appealing since it offers us the possibility to align the decision-making outcomes of 

the algorithm with the core moral values of stakeholders within a liberal constitutional 

democratic society, thus legitimising the decision-making outcomes of the algorithm 

itself.  

My concern is that the common moral principles that form the foundation of public 

reason in themselves are not necessarily neutral. On the contrary, they express 

specific moral ideals and normative standards – i.e., liberal democratic moral norms – 

even if moral agreement (by society as a whole, or among different stakeholders 

within society) seems an attractive ideal as a foundation for the justification of 

algorithmic outcomes in the context of AI Ethics. Appealing to such normative 

standards may still lead to excluding some at the expense of others and encouraging 

some virtues while neglecting others. There thus still exists the possibility for 

algorithmic outcomes to be biased as common moral values may very well still be 

discriminating even though they are formed from a consensus, and even if public 

reason is applied as a kind of filter for potential algorithmic outcomes.  

Hence, I argue that societal consensus is not enough to ensure the method of public 

reason as an adequate purifier of algorithmic outcomes as it is not adequate for 

legitimising moral values. Given that it is these implicit moral norms within society 

that we take as a given in public reasoning, I argue they need to be audited from 

generation to generation in order to expose and critically evaluate implicit moral 

societal assumptions that may be deemed harmful only in a hindsight evaluation of a 

liberal constitutional democratic society. Note, this paper does not offer technical 

solutions to the problem of algorithmic bias but is a critical analysis of Binns’s article 

from the lens of political philosophy and the ethics of AI. 

In order to illustrate the need for auditing the implicit moral assumptions of public 

reason, namely liberal democratic moral norms, Section 2 is a brief account of 

structural bias in machine learning algorithms. Section 3 is an overview of the 

justificatory process of public reason that enables societal consensus in moral 

pluralistic societies. Thereafter Section 4 examines the potential risks for the 

reproduction of moral bias by machine learning algorithms using the method of public 

justification. Lastly, Section 5 offers a concluding evaluation of moral agreement as a 

basis for justification.  
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2 Structural Bias and Critical Machine Learning 

There is a growing need to re-evaluate the ethical implications that result from 

algorithmic decision-making in machine learning. Firstly, a significant concern is the 

problem of pre-existing or historical bias1 being perpetuated via the outcomes of 

machine learning algorithms. Bias in this sense is structural bias and refers to the 

development of prejudiced judgements based on preconceived views that are 

informed by societies current cultural assumptions and systemic injustices [11,12]. 

Pre-existing bias2 in the context of AI is a problem when decision-making algorithms 

mimic and propagate the social injustices that are already evident in societies [21]. 

The reasons for this propagation are diverse.  

Essentially, in developing algorithms developers construct boundaries, rules and 

success definitions for their algorithm, all of which act as both moral and practical 

constraints. Constraints are ‘practical’, in the sense that algorithms need parameters 

and rules in order to delineate relevant information from irrelevant information. They 

are ‘moral’, in that they seemingly embody normative prescriptions of the developer, 

insomuch as they delineate goals, embed values and ideological assumptions when 

modelling the algorithm, and also as they reflect and potentially amplify existing 

societal bias in training data [4,1]. The practical and moral justification for the 

exclusion or inclusion of information creates what O’Neil terms ‘moral blind spots’, 

implying that developers construct algorithms in line with their preconceived societal 

judgements [24]. This is precisely why O’Neil claims “models are opinions embedded 

in mathematics” [24].   

One of the dangers in the context of machine learning is that the justification 

underlying the decision-making algorithm is implicit and as such their moral 

reasoning may appear as “black boxes” [12, 24, 25]. As seen in [13] there is 

movement within the industry to make the constraints and success definitions of 

algorithms available to the public. Thinkers such as Crawford [6], O’Neil [24], and 

Nissenbaum [23], argue that it is not enough to publicise the underlying justification, 

but instead suggest, just as the training set, the source of the data the model learns 

from, needs to be publicly audited, to make sure that the data itself is unbiased, so too 

should the success definition of the algorithms be audited, to shed light on the moral 

assumptions underlying algorithms [24]. This opens the possibilities for widening the 

requirements of a successful algorithm to include fairness as a metric as opposed to 

the current metrics of efficiency and profit [24].  

 
1 Note critical machine learning focuses on a board range of issues, such as fairness, 

transparency and accountability in machine learning processes. The focus of this paper is 

only on bias.  
2 Note that there are a wide variety of different kinds of biases in AI ethics. For example, 

technical, emergent and representational bias to name a few.  The focus of this paper is 

preexisting bias since this form of bias addresses systemic societal injustices which can be 

propagated by implicit societal moral norms. For future detailed discussion of the forms of 

bias see  

[21] pp 4-7.  
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Even instituting fairness as a metric to measure success of algorithms is difficult as 

after all, on the one hand there is no standard interpretation of fairness, while on the 

other hand the interpretation would be dependent on the various contexts in which 

models are used [3,21,22]. Given the plurality of interpretations and understanding of 

moral and political norms, this calls for consensus on norms vis-à-vis., accountability, 

privacy and fairness [22]. Without societal consensus ethical guidelines and 

frameworks being suggested in AI ethics are ineffective. [15] echoes this concern 

when arguing that ethical guidelines offer superficial aid to ethical concerns in the AI 

industry, considering that current guidelines are voluntary and not an obligation, nor 

are there consequences for those that do not uphold the principles. Similarly, ethical 

frameworks in AI are so vast that they create a rise of ‘ethics shopping’ insofar as 

developers can choose frameworks that align with their own agenda, making the 

guidelines ineffective [9]. As a result, ethical norms and parameters in AI are 

currently bound to relativistic debate and implementation.  

Binns [2] offers an attractive solution to try reach moral agreement in AI ethics. 

Using the method of public justification, he claims that consensus can be formed 

regarding core moral values, which we turn to now.  

3 Public Reason  

Prior to discussing Binns’s argument for the use of public reason in algorithm 

accountability, allow me some background remarks on public reason and its use in 

political philosophy and liberal theory.  

In essence, public reason as a method of justification for moral and political 

principles requires that these principles are publicly justifiable and accepted by those 

to whom these principles apply [27]. This tradition of moral agreement of overarching 

principles that can act as a moral consensus for societal rules traces back to thinkers 

such as Hobbes [17], Kant [19], Rosseau [33] and more recently to Rawls [30] and 

Habermas [16]. Public reason is intrinsically tied to liberal theory, since a key premise 

of this method of justification is the conception of persons as free to construct their 

own social, moral and political norms. Considering that persons have the freedom to 

construct their own moral views, this gives rise to the phenomenon of moral pluralism 

in constitutional liberal democratic societies. Moral pluralism is a notion used by 

liberal theorists such as Rawls to denote an essential feature of liberal societies i.e., 

moral disagreement regarding fundamental moral principles, ideals and values. The 

‘burdens of judgement’ in a liberal society signify that we need to allow room for 

reasonable disagreement among moral values yet develop moral consensus on 

political principles [30].   

Consequently, moral truths (i.e., universal moral views namely religious, 

metaphysical or philosophical doctrines that prescribe comprehensive moral values) 

cannot be the basis of moral agreement in liberal societies since all citizens hold 

contrasting and conflicting views on what the foundation of moral truth should be 

[30]. The only type of moral agreement citizens can hope for is to agree to political 

principles and values that all citizens could indorse and would consider morally 

reasonable for all citizens to follow given the circumstance of moral pluralism. To put 
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it another way, citizens in acknowledging their diverse moral values and ideals reach 

agreement on political principles and values that align with and promote their own 

values. 

This point of ‘moral congruence’, Rawls refers to as the ‘overlapping consensus’ 

[30]. An overlapping consensus is achieved when the same conception of justice 

receives public support from diverse comprehensive doctrines. Keep in mind though, 

as stated above, that all citizens affirm the same political principles, yet do so for 

different reasons, influenced by the different moral doctrines that they adhere to [29]. 

These political principles that citizens agree on then limit the boundaries of what is 

acceptable moral disagreement within a liberal constitutional democracy.  

Public reason requires that political principles can be affirmed by persons 

upholding multiple moral doctrines for the principles do not presuppose an antecedent 

truth of any one moral doctrine. But if moral truth is not the foundation for political 

principles, and citizens of liberal society hold conflicting moral values, what is the 

underlying foundation of the political principles that they all can endorse? 

Rawls’s seminal account of public reason in ‘Justice as Fairness’ introduces the 

method of ‘reflective equilibrium’3 to justify the underlying common moral norms 

that could be the foundation for political principles of a liberal society. Broadly 

speaking, reflective equilibrium is a method to expose and align the moral 

assumptions (i.e., ‘moral sentiments’) and acceptable political principles (i.e., 

‘considered judgements of justice’) of citizens of a constitutional democracy [31,32]. 

A state of wide equilibrium is reached when, after continual reflection, implicit moral 

values that are common to all citizens are identified.  

One of the core implicit moral values is freedom of conscience. All citizens would 

recognize themselves and others as having the freedom to choose how to give their 
life meaning, given the premise that liberal societies are characterised by moral 

disagreement. Other implicit moral norms in a liberal society include toleration, 

equality, and freedom to name a few. These are all core implicit moral norms as they 

help facilitate citizens individual freedom.  

These implicit moral values act as points of convergence of all citizens’ conflicting 

moral doctrines, and if citizens can agree to uphold these implicit moral norms then 

these norms become the underlying constitutional essentials for the political 

principles [31]. Given this, citizens can develop moral agreement without appealing to 

moral doctrines directly, but rather by appealing to these implicit moral standards that 

are collectively shared across all moral doctrines to which they subscribe. Political 

principles that best manifest these common implicit moral values are principles that 

all persons would agree to. Principles such as freedom of thought, freedom of 

movement, freedom of occupation, and equal opportunity to wealth are examples of 

the kinds of political values that citizens would find reasonable to uphold [28].  

Allow me a hypothetical example to illustrate my point. A citizen belonging to the 

Islamic or Christian religion may choose to uphold the same political virtue of 

toleration or choose to uphold the value of liberty of conscience, as a citizen who 

subscribes to Atheism, as these values and principles themselves help to secure both 

 
3Although Rawls popularized the term ‘reflective equilibrium’ and applied this method to the 

field of political philosophy, this method of justification was development prior to him by 

Nelson Goodman – see Fact, Fiction, and Forecast [14].  
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citizens’ ability to practice their moral doctrine. There can be variants of both 

Christianity, Islam, and any other religious, metaphysical or philosophical moral 

doctrines. However, the radicalized versions of any moral doctrine will not be 

acceptable in a liberal society since they would not align with the implicit moral 

norms of a liberal society such as liberty of conscience. The significance is that only 

liberal versions of any moral doctrine can be aligned with and encouraged by the 

implicit moral norms themselves. This moral prescription is necessary for the 

possibility of moral agreement in a liberal society, the implications of which are 

discussed in the following section. For now, it is important to turn to Binns’s 

argument.  

Binns [2] in acknowledging the plurality of moral views between various 

stakeholders, recognizes the problem that some stakeholders may not be accepting of 

the moral justification used by the developers when constructing any algorithm. As 

such, this would lead to a further rise in moral disagreements and widespread debate 

as to what method and values should be used when modelling algorithms. To 

circumvent this disagreement, Binns, as previously stated, turns to public reason to 

develop moral consensus between those that model algorithms (i.e., ‘decision-maker’) 

and those to which algorithms apply (i.e., ‘the decision-subject’). Since the ‘decision-

maker’ and the ‘decision-subject’ exist in a society characterised by freedom of 

conscience, the possibility for moral consensus seems unlikely, since, by definition, 

moral pluralism makes moral agreement appear less plausible. This situation could 

lead to a standoff between prioritising either the ‘decision-maker’s’ or the ‘decision-

subject’s’ moral values and interests. Either way this prioritisation would lead to some 

disenfranchised stakeholders [2].  

Binns suggests using public reason as the gate keeper of accountability when 

modelling algorithms. For Binns, public reason as a method of justification can be 

applied between ‘decision-makers’ and ‘decision-subjects’ to mediate reasonable 

ethical and epistemic standards from the unreasonable, by identifying the overarching 

common values all persons can agree to. This agreement then sets the boundaries for 

acceptable rules in AI.  

The advantages of public reason in AI, according to Binns, are the following: 

Firstly, it can help identify problems of algorithmic bias by identifying biases in the 

data or in the modelling, whilst comparing the moral values represented in bias 

incidents to determine if they are unreasonable by reference to the implicit moral 

norms underpinning liberal societies. Secondly, if stakeholders agree to collective 

moral norms they find reasonable to guide the industry, this could legitimise the 

decision-making aspect of modelling algorithms. Thirdly, public reason may be a 

useful method of justification to denote public and private algorithmic accountability, 

since different values, scope and context to which an algorithm applies may be the 

reason for an action being discriminatory or reasonable. Subsequently, Binns suggests 

public reason could be used to determine reasonable epistemic standards from the 

unreasonable, where there is debate over correlation, causation and the nature of a 

relation between entities. Lastly, public reason could be used to delineate common 

moral values from moral doctrines, while making sure that the latter are not used as a 

justification for preferential treatment in the modelling of algorithms or as grounds for 

objection to algorithms [2].  
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Binns acknowledges two problems: Firstly, the method of public reason is 

currently being used in AI seeing as general ethical frameworks and recommendation 

policies such as AI4People [10] align their guidelines with legal and political 

principles that govern liberal societies. Secondly, as mentioned in the previous 

section, opacity of the decision-making aspect of algorithms implies that it may prove 

impossible to know if the justification of algorithms aligns with the moral values in a 

liberal society. Yet, Binns claims the goal of algorithms and their training data can 

still be assessed in light of public reason [2].  

Binns’s argument for public reason to guide accountability in AI is attractive as it 

provides a solution to the continual disagreement between stakeholder’s interests and 

values. However, a shortcoming of public reason is that it is only applicable to liberal 

societies, as previously mentioned. The implication of this is that it cannot act as the 

method for public justification on a global scale, since not all countries subscribe to 

liberalism. Considering that there are countries that are modelling and training 

algorithms with their own moral doctrines guiding the decision-making process, it 

seems that a universal method of justification for AI accountability, founded on public 

reason is less likely than Binns perhaps suggests. Without all countries agreeing on 

the same implicit moral norms, there is no basis for moral agreement in public reason. 

However, on a national and supranational level public reason remains a possibility as 

long as it is among liberal societies with the shared moral values see ‘Artificial 

Intelligence: The Global Landscape of Ethics Guidelines’ [18].  

Acknowledging the problem that public reason is only applicable to liberal 

societies — since it requires persons to uphold liberty of conscience as an implicit 

moral norm — illustrates that there is moral prescription encapsulated into the content 

of public reason. Hence, liberal societies are not neutral or accommodating of all 

moral values. Instead, the values that are accommodated are those that are liberal in 

nature. I will address why this is a concern in more detail in the following section.   

 

4 The Necessity to Audit Implicit Moral Norms  

As established in the previous section, toleration, equality and freedom of conscience 

are some of the core implicit moral values of a liberal society. Moral values such as 

these promote political principles such as the absolute4 respect of individual rights, 

freedom of speech, equal opportunities and tolerance to those citizens which hold 

alternative moral doctrines. Due to this, the rights and liberties of persons must be 

given a prioritised position of importance in that they have to be instituted and 

affirmed unconditionally. Hence, the political principles they promote are not 

prejudice against persons based on their race, gender, sexual orientation or religious 

affiliation. In fact, these moral values and political principles encourage inclusion of 

dissimilar persons and their freedom to develop, pursue and follow their own ends in 

line with their chosen moral doctrine. 

 
4 Rights remain absolute insofar as they are the prioritised values in liberal constitutional 

democracies.  
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If these implicit moral norms are not inherently prejudicial why did I suggest 

earlier that it would be necessary calling for a continual audit of these norms of a 

liberal society? The reason is precisely because these moral values are just that, 

prescriptive notions of good and bad ideals that have become normalised, and used as 

the moral foundation against which we distinguish morally permissible from morally 

impermissible actions.  

Liberal societies will necessarily include some values at the expense of others; that 

is the nature of morality itself. Unavoidably theorists, when developing moral or 

political theories, cannot account for all possible forms of life, there are certain moral 

assumptions that have to be made, and these assumptions will then delineate the 

permissible from the impermissible moral actions. Thus, any political system will 

naturally favour, and hence encourage certain societal ideals, and as a result would 

exclude other moral ideals.  

Thus, liberal values are, once again, not neutral values. Instead, the implicit moral 

norms of liberal society become societal moral ‘blind-spots’, insofar as citizens are 

encouraged by their social context, and reenforce the values that surround them. 

Similarly, stakeholders (those modelling algorithms and those impacted by 

algorithms) in AI industry make decisions from within their social, moral and political 

context. The societal moral norms of our time will inform what we think is the correct 

moral judgements to make. Even if public reason is used to clarify reasonable moral 

values for potential algorithmic outcomes, the implicit moral values that underly this 

societal consensus still promote moral ideals. In order to be cognizant of the moral 

ideals promoted in liberal constitutional societies it is important to audit the values 

and their implementation to assess the ostracizing impact of these values, which may 

be deemed harmful only in hindsight evaluation.  

To illustrate this point, let us return to the hypothetical example from the previous 

section.  To recap, a feature of liberal society is moral pluralism. Insomuch as persons 

wish to affirm their own freedom to choose their own moral doctrines and life plans, 

the foundation for moral agreement (i.e., public reason) is freedom of conscience.  In 

recognising freedom of conscience as the implicit moral norm of liberal societies, 

persons indirectly accept that their moral doctrine is not the only doctrine that can 

exist in a liberal society. Hence, by agreeing to this, citizens acknowledge and 

reaffirm the moral view that there are multiple moral truths. To put it another way, 

citizens of a liberal society have to concede that there cannot be only one moral truth 

i.e., one moral doctrine that should govern the social and political context. Thus, even 

if citizen A subscribes to Islam, citizen B subscribes to Judaism and citizen C 

subscribes to Atheism, all citizens have to be conscious that their fellow citizens have 

the right to choose their own moral doctrine. Given this, citizen A, B and C cannot 

hold radicalised or fundamentalist versions of their moral doctrines, owing to the fact 

that by definition a radicalised version of any philosophical, metaphysical or religious 

doctrine implies that there is only one moral truth, and that all persons should uphold 

this antecedent notion of moral truth. An example of political system founded on this 

form of reasoning is a theocracy, which promote a religious moral truth. Therefore, 

citizens of liberal democracies that would subscribe to religious fundamentalism 

would not identify with the implicit moral norms of liberalism (such as liberty of 
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conscience), hence they are not able to reach moral agreement via the method of 

public reason. Considering that such citizens could not publicly justify their moral 

doctrine, their moral doctrines would be considered unreasonable in a liberal society.  

This suggests that the kinds of moral doctrines that can flourish in a liberal society 

are purely liberal moral doctrines. That is to say liberal citizens can have any 

religious affiliation if and only if they denounce the radicalised version of their moral 

doctrine. The importance of this is that although liberal society is not prejudiced 

against religious affiliation, there are moral doctrines that cannot gain support via 

public reason.  

What happens to individuals in liberal societies who hold radicalised moral 

doctrines? I argue that there is a potential tendency for algorithmic outcomes to 

exclude or censor such individuals, on social media platforms such as Twitter, 

Instagram and Facebook, on two grounds, firstly for instances of hate speech and 

secondly for not upholding liberal values.  

In the infancy of social media platforms, public discourse was not hampered by 

regulations regarding when a post represents freedom of speech or when it transitions 

to hate speech. With the rise of increasing incidents of xenophobia, racism, sexism, 

bigotry and harassment, platforms have altered their community guidelines to try 

address these intolerances and others. In addressing these intolerances many social 

media platforms are starting to rely on algorithms to detect and censor user’s content 

before it becomes available to other users and causes harm [5]. Although these 

algorithms are in their early stages their potential to identify these discriminatory acts 

is alluring. Yet currently certain forms of discrimination are harder for algorithms to 

identify then others. For example, Facebook’s algorithm identifies and removes only 

38% of hate speech incidents as opposed to 99.5% of terrorist activity and 86% of 

violent images [20].  

What these figures illustrate is the difficulty in identifying hate speech from 

freedom of speech. Take for example a social media user in a liberal constitutional 

society tweets: The only God that exists is Allah all other religious Gods are false 

Gods. Does this moral view express a liberal moral doctrine or a radicalized moral 

doctrine? One could argue that it appears to be an expression of this user’s moral 

point of view. Alternatively, the fact that the user acknowledges and makes the 

statement that no other Gods exist, is implying an antecedent moral truth claim. If it 

were the latter, it would be problematic as the statement then contradicts the liberal 

value of liberty of conscience.  

The question we need to ask is: Does censoring the above kinds of statements – 

that may not seamlessly align with liberal values – lead to protecting individual 

liberty or the creation of what would become historical bias and discrimination in 

hindsight evaluation? I suggest that only by critically auditing the implicit liberal 

moral values and their interpretation on an institutional and societal level would 

policy makers, ethicists, computer scientists, private and public corporations be able 

to arrive at an informed understanding of the kinds of biases and discrimination that 

could be promoted as a result of encouraging liberal values. 

 In view of the above, even if public reason is an appealing method of justification 

to gain moral agreement between stakeholders in the AI industry for liberal societies 
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on a national and supernational level, the fact is that public reason, as a filter for 

identifying implicit moral values to determine reasonable algorithmic outcomes, 

needs to be reenforced by the continual auditing of the implicit moral norms that 

constitute the content of public reason. It is only through critical and continual 

examination of implicit moral values that we can hope to become aware of the 

implicit moral assumptions of liberal society. Current societal values are the hardest 

to identify as they are normalised, yet the most important to audit or expose, precisely 

because we have normalised them; after all, they naturally become the ‘moral blind-

spots’ of liberal democratic societies.   

5 Conclusion 

 

How to combat historical prejudices and its proliferation when modelling algorithms 

is a huge hurdle in AI. This article aims to show that some of these hurdles can be 

overcome with the use of public reason as suggested by Binns. Public reason offers 

the attractive possibility of gaining societal consensus in constitutional liberal 

democracies characterised by moral pluralism. I argued however that the dilemma 

remains that public reason can only be the foundation of moral agreement in liberal 

societies, since not all countries subscribe to liberalism and uphold the moral value of 

liberty of conscience. Hence, many countries do not have the shared moral norms 

necessary for the foundation of agreement. Due to this, currently public reason 

remains a viable method of justification for regional, national and supranational 

agreement only.  

This, points to the question: Is a global ethics framework centered on public reason 

possible, considering the moral disparity between countries? No matter the type of 

societal agreement, the concern remains that although persons may have shared moral 

norms and may agree to uphold moral values this agreement alone is not sufficient to 

legitimize the moral values themselves. Moral norms can still be discriminatory even 

if shared by all persons as I have shown above.  

Accordingly, even if all algorithms are modelled in line with liberal constitutional 

democratic moral norms, these norms are in fact not neutral since they are still 

morally prescriptive. As such they prescribe liberal moral doctrines and values. This 

is precisely why one should never ask the question: is it possible to develop neutral 

and unbiased algorithms? Since no algorithm can be morally neutral. There is always 

a moral assumption embedded into its framework. Therefore, one should rather ask: 

how do we model algorithms in line with the implicit moral norms of said society, 

and does the institutionalization of these norms promote bias or discriminate either 

directly or indirectly? Given this, I argue, it is important to re-enforce the notion that 

moral agreement via public reason does not imply moral neutrality which is currently 

not acknowledged in the Ethics of AI.  

The impossibility of moral neutrality, shows then that the potential for the 

perpetuation of historical bias does not end with the implementation of public reason. 

Instead, I suggest that only by AI stakeholders constantly reflecting and evaluating the 
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societal moral norms and the moral assumptions underlying public reason, would it be 

possible for bias and discrimination to decrease. After all, the greatest obstacle to 

algorithmic accountability is the normalization of current societal moral values. 

Auditing the moral values of liberal democratic societies not only helps to identify 

implicit moral ‘blind spots’, but also helps to identify when moral opinions stated in 

public social media forums are reasonable, thereby reducing the potential of 

unreasonable censorship when modelling algorithms. A further point of research 

would be unpacking how the auditing of liberal societal moral norms should be 

undertaken and its implications for both public and private sectors of societies. 

Although the method of auditing moral norms requires further explanation (that is not 

possible here), it is apparent that such actions need the expertise of social scientists, 

especially philosophers, this paper is thus in the final instance, also a definite plea for 

the recognition by the tech community that inter-and multi-disciplinary collaboration 

is of core importance in the domain of the ethics of AI.   
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