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Abstract

The Common Prior Assumption (CPA) is central to the economics of information and the
foundations of game theory. Recent contributions (Dekel and Gul, 1997, Gul, 1996, Lipman, 1995) have
guestioned its meaningfulness in situations of incomplete information where therexisuniestage and the
primitives of the model are the individuals’ belief hierarchies. We address this conceptual issue by providing
characterizations of two local versions of the CPA which are in terms of the primitives and, therefore, do not
involve a counterfactual and problemat ante stage. The characterizations involve three notions:
Comprehensive Agreement, no error of beliefs and common belief in no error. Comprehensive Agreement is
defined as the absence of “agreement to disagree” about any aspect of beliefs; it is a generalization of
Aumann’s (1976) notion of agreement. The entire analysis is carridaicailly, that is, with reference to the
“true state” (which represents the actual profile of belief hierarchies) and does not rely on the Truth Axiom
for individual beliefs.

The results are also applied to the problem of generalizing the notion of Bayesian updating to single-

person, intertemporal situations without perfect recall and without given information partitions.

*

We are grateful to Bart Lipman and two referees for helpful and constructive comments. Seminar participants at
Harvard, Penn, Princeton, USC and Yale provided useful comments. We also greatly benefited from discussions
with participants at the SITE Workshop on the Epistemic Foundations of Game Theory (Stanford), in particular
Steve Morris.



1. Introduction.

The Common Prior Assumption (CPA) plays an important role in game theory and the
economics of information. It is the basic assumption behind decision-theoretic justifications of
equilibrium reasoning in games (Aumai®87, Aumann and Brandenburger, 1995) and no-trade results
with asymmetric information (Milgrom and Stokey, 1982). Not surprisingly, the CPA has attracted its
share of criticism. In models afsymmetric information(where there is aex antestage at which the
individuals have identical information and subsequently update their beliefs in response to private
signals), the controversy focuses on the plausibility or appropriateness of assomingnnessf the
prior beliefs (see Morris, 1995). What we are interested in are situatiansoohplete information
wherethere is neex antestage and where the primitives of the model are the individuals’ beliefs about
the external world (their first-order beliefs), their beliefs about the other individuals’ beliefs (second-order
beliefs), etc., i.e. their hierarchies of beliefs. In this context, the CPA is a mathematical property whose
conceptual content is not clear. This has given rise to a novel and, in a way, more radical, criticism of the
CPA, one that questions its vaneaningfulnes# situations of incomplete information (Dekel and Gul,

1997, Gul, 1996, Lipman, 1995). We view this skepticism as a significant contribution to our

understanding of situations of incomplete informati@n the other hand, we shall argue that it would be
mistaken to draw the negative conclusion that the CPA cannot be given a meaningful interpretation in this
context. Indeed, the main results of this paper (Theorems 1 and 2), make clear what we are assuming
when we accept the CPA: they provide a characterization of Harsanyi consistency in terms of properties

of the belief hierarchies that are entirely unrelated to the ideaef antestage.

The skepticism concerning the CPA in situations of incomplete information can be developed
along the following lines. As Mertens and Zanii®85) showed in their classic paper, the description of
the “actual world” in terms of belief hierarchies generates a collection of “possible worlds”, one of which
is the actual world. This set of possible worlds, or states, gives rise to a formal similarity between
situations of asymmetric information and those of incomplete information. However, while a state in the

former represents a real contingency, in the latter it is “a notational device for representing

' For a rather different but similarly forceful criticism of the implausiidenterfactualnature of veil-of-
ignorance interpretations of the CPA see Binmore and Brandenburger (1990).



the profile of infinite hierarchies of beliefs” (Gul, 1996, p. 3). As a result, notions such as that of a
common “prior”, “seem to be based on giving the artificially constructed states more meaning than they
have” (Dekel and Gul, 1997, p.115). When the beliefs of the individuals can be wsvithey were
obtained by updating a common prior on some information, they are dddleshnyi consistent.
Harsanyi consistency is a well-defined mathematical property, but, due to the “artificial nature” of the
states in situations of incomplete information, “we do not know what it is that we would be accepting if

we were to accept the common prior assumption” (Gul, 1996, p.5).

The key primitive notion in our analysis is that of Comprehensive Agreement. In order to
motivate it, we take as point of departure the observation that, in some special cases, it is easy to find an
interpretation of Harsanyi consistency which does not invohexamtestage. In particular, in situations
of completeinformation (characterized by the fact that the beliefs of each individual are commonly
known) Harsanyi consistency amounts to identity of beliefs across individuals. It thus seems natural, in
situations ofincompleteinformation, to think of Harsanyi consistency as likewise amounting to equality
of thoseaspectsof beliefsthat are commonly knowr-or instance, one can take as an aspect of beliefs
the subjective probability of an event E, in which case Agreement reduces to the notion introduced by
Aumann (1976), which says that if the subjective proibatof E of each individual is common
knowledge, then these probabilities must be the same. Subjective probabilities of events are rather special
aspects of beliefs and are not rich enough to fully capture the conceptual content of Harsanyi consistency.
Thus, in Section 3, we defin@omprehensive Agreemeas the absence of “agreement to disagree”

aboutanyaspect of beliefs (“belief index”) in an appropriately defined general class.

In Theorem 1 (Section 3) Comprehensive Agreement is shown to be equivalent to lacakak

notion of Harsanyi consistency called Harsanyi Quasi Consistency. This result should be thought of as a
representation theorem relating conditions on belief hierarchies (Comprehensive Agreement) to a
mathematical construct (Harsanyi consistency). In the special case where the Truth Axiom is postulated
for individual beliefs, Theorem 1 can be viewed (with the aid of the further characterization given in
Proposition 1) as a local version of a well-known result in the literature establishing the equivalence
between the CPA and no trade undesymmetricinformation (Morris, 1994). While primarily
conceptual, this reinterpretation is not a matter of course, as evidenced by the fact that the above-
mentioned critics did not seem to perceive any relevance of this pre-existing result to the issue of the

meaningfulness of the CPA under incomplete information.



Rather than viewing Agreement as a (remarkable) implication of the existence of a common
prior, we propose to take it as a primitive property of belief hierarchies. On the technical level, this
change of perspective has two implications. First of all, one needs to define a general concept of what
Agreement is about. This is formalized in Section 3 in terms of the notion of belief index. Secondly,
Comprehensive Agreement defined as equality of commonly known aspects of beliefs is a concept that
applies topairs of individuals. In Section 5 we point out how one can mathematically extend the results
to the case of more than two individuals, based on a notion of Expectation Consistency. It is not entirely
clear, however (and potentially an interesting question for future research), whether Expectation

Consistency is a legitimate primitive concept under incomplete information.

Harsanyi Quasi Consistency (equivalently, Comprehensive Agreement) is too weak a notion to
allow the translation to situations of incomplete information of results that are based on the Common
Prior Assumption, such as Aumann’s (1987) characterization of correlatdibrieom. For this one
needs a stronger notion oflacal common prior, which is defined in Section 4 and called Strong
Harsanyi Consistency. The second main result of this paper (Theorem 2) provides a characterization of
Strong Harsanyi Consistency in terms of the conjunction of Comprehensive Agreement, no error of

individual beliefs and common belief in no error of beliefs.

In Section 6 we reinterpret our results by applying them to the case of single-person,
intertemporal belief revision; note that here under the standard assumption of perfect recall the CPA
coincides with Bayesian updating, and is commonly accepted as eminently plausible. We set out to
formulate a general notion of intertemporal consistency of Bayesian beliefs for settings in which recall
may be imperfect and/or information implicit. This is a non-trivial issue, particularly since in the
absence of perfect recall there is no well-defined prior to update on. We suggest that intertemporal belief
consistency can be identified with intertemporal Harsanyi consistency derived from intertemporal

Agreement.

Section 7 discusses related literature. All the proofs are given in Appendix C. Appendix A
clarifies the relationship between belief indices and the decision functions studied in Cave (1983),
Bacharach (1985) and Rubinstein and Wolinsky (1990). In Appendix B an intermediate (purely

subjective) notion of Harsanyi consistency is discussed briefly.



2. Interactive belief models

DEFINITION 1. AninteractiveBayesian modglor Bayesian model, for shozri); a tuple

B =(N, Q tmaip}l,>

i
where

* N={1, ..., n}is a finite set oindividuals

* Q is a finite set obtates(or possible Worldsﬁ The subsets of2 are calledevents.

e r0Q isthe “true” or “actual” staf[‘e

®* O is a set ofexternal circumstances facts of nature

* @:Q - O is afunction that specifies, for every state, the facts of Nature that are true at that state.

* for every individual LN, p: Q — A(Q) (whereA(Q) denotes the set of probability distributions over

Q) is a function that specifies herobabilistic beliefssatisfying the following property [we use the

notation p_rather than ga)]: Ua, BUQ,

if pw([}) >0 then R=P, Q)

Thus p. DA(Q) is individual i's subjective probability distribution at statend condition (1) says

that every individual knows her own beliefs. For everlyl Q, we denote byllpi = piall the event

w0 Q: P.,=R, }. Itis clear that the sét| p=p,) w0 Q1 is a partition of2; it will be referred

to as individual i'stype partition

For every individuallN, i's possibility correspondende: Q - ZQ\D , is defined as follows:

? For a similar definition see, for example, Aumann and Brandenburger (1995), Dekel and Gul (1997) and
Stalnaker (1996).

: Finiteness of2 is a common assumption in the literature (cf. Aumann, 1987, Aumann and Brandenburger,
1995, Dekel and Gul, 1997, Morris, 1994, Stalnaker, 1996).

4
We have included the true state in the definition of an interactive Bayesian model in order to stress the
interpretation of the model as a representation of a particular profile of hierarchies of beliefs.



l.(a) = supp Pa's

Thus, for everyallQ, 1(a) is the set of states that individual i considers possilde at

From this, individual i'sbelief operatorB, : 7N is obtained as follows1E U Q, BE =
{w0Q : () O E}. BE can be interpreted as the event that (i.e. the set of states at which) individual i

believes for sur¢hat event E has occurred (i.e. attaches probability 1 Q[dNEbice that we have allowed

for false beliefs by not assuming reflexivity of the possibility correspondeniaes @, a L1 1.(a) or,

equivalently, p (a) > 0), which—as is well known (cf. Chellad984, p. 164)- is equivalent to th&ruth

Axiom:E D Q, BED E (if the individual believes E then E is indeed t7rue)
The common belief operator, & defined as follows. First, for every K), let BE = () BE,
iON
that is, BE is the event that everybody believes E. The event that E is commonly believed is the infinite

intersection:

BE=BE n BBE nBBBE n
e e e e e e

The corresponding possibility correspondends then defined as follows: for evemy] Q,

° If uOA(Q), suppu denotes the support gf that is, the set of states to whiglassigns positive probability

® Thus Condition (1) of Definition 1 can be stated as follawisIN, Ja0Q, [p =p I =Bllp =p_II.

" On the other hand, note that by Condition (1) of Definition 1, the possibility correspondence of every
individual i satisfies the following propertigsta,S0Q,
Transitivity: if g0 Ii(a) then II(B) g Ii(a),
Euclideanness: if g0 Ii(a) then Il(or) O Ii(/}).
It is well known (see Chellas, 1984, p. 164) that transitivity of the possibility correspondence is equivalent to
positive introspectionf beliefs:OE O Q, BiE a BiBiE (if the individual believes E then she believes that

she believes E) and euclideanness is equivalardgative introspectioof beliefs:O0E O Q,
-BEUB-BE (if the individual does not believe E, then she believes that she does not believe E; for every

event F~F denotes the complement of F). Furthermore, non-empty-valuedness of the possibility
correspondence is equivalentcinsistencyf beliefs: O E O Q, BiE 0= Bi—| E (the individual cannot

simultaneously believe E and not E).



L(@={wdQ:a0-B,~{w}}.

: 8 , " :
It is well known' that I, can be characterized as ttransitive closureof [ J I, , thatis,
iON

Da,B0Q, BUOI,(a) if and only if there is a sequengi,, ... i ) in N and a

sequencén, n,, ...,N_) in Q such that: (i, = a, (ii) n_=Band (iii) for every
k=1,..,m,n0O Iik(nk_l).

We will make use of the following graphical representation of a possibility correspondence

Q- 2° (cf. Figures 1-4). States are denoted by points and for every twostatels, 8L I(a) if
and only if either (i)a andf are enclosed in the same cell (denoted by a rounded rectangle), or

(i) there is an arrow fromx to the cell containing, or (iii) there is an arrow from the cell containiog

.9
to the cell containing.

A state in a model determines, for each individual, her beliefs about the external world (her
first-order beliefs), her beliefs about the other individuals’ beliefs about the external world (her second-
order beliefs), her beliefs about their beliefs about her beliefs (her third-order beliefs), anddso on,
infinitum. An entire hierarchy of beliefs about beliefs about beliefs ... about the relevant facts is thus
encoded in each state of an interactive belief model. For example, consider the following model, which
is illustrated in Figure 1. N = {1, 2},Q = {1, B}, © ={spelling: Harsanyi, spelling: Harsaniyy(1) =
{spelling: Harsanyi}, @) = {spelling: Harsaniy}, [(7) = L(B) = {B}, 1,(1) = {1}, 1(B) ={B} Thus
I,(1) ={rt, By and | (B) = {B}. Here state represents the following beliefs. Individual 2 is a game-

theorist who knows the correct spelling of his name (Harsanyi), while individual 1 mistakenly believes
that the spelling is Harsaniy. Furthermore, individual 1 mistakenly believes that it is common belief

between them that the correct spelling is Harsaniy.

? See, for example, Bonanno (1996), Halpern and Moses (1992), Lismont and Mongin (1994). These authors
also show that the common belief operator can be alternatively defined by means of a finite list of axioms,
rather than as an infinite conjunction.

° This is a general way to represent possibility correspondences as directed graphs: see Bonanno and Nehring
(1997, Remark 2)



spelling: spelling:
Harsanyi Harsaniy

Figure 1

Conversely, given any profile of infinite hierarchies of beliefs (one for each individual) satisfying
minimal coherency requirements, one can construct an interactive Bayesian model satdhéhaue state

T the beliefs of each individudlIN fully capture i's original infinite hierarchy of beliefs (see Armbruster and

Boege, 1979, Boege and Eisele, 1979, Brandenburger and Dekel, 1993 and Mertens and Zaﬁ)lir, 1985)

3. Harsanyi Quasi Consistency and Comprehensive Agreement

In this section we definelacal version of the notion of a “common prior”. The issue of how to

properly formulate this notion locally does not seem to have been raised before in the literature.

In an incomplete information context, properties such as Harsanyi consistency (i.e. the existence of a
common prior) are to be defined locally, that is, with respect to the trua.sfateequivalent, and
mathematically more elegant, alternative is to define a property as an event, i.e. a set of states; the property is
then satisfied at the true staté and only if r belongs to that event. A characterization result will

correspondingly be stated as the equality of two events.

0 _ . .
Finiteness of2, however, cannot be guaranteed in general.



DEFINITION 2. For everyuJA(Q), let HQCu (for Harsanyi Quasi Consistency with respect to the

“prior” ) be the following eventa U HQCu if and only if

(1)  DiON, Ow0l,(@), if u(llp=p,J) >0then p =u(-llp=p,J) " and
)  p.(@)>0.

If aO HQCH, U is called docal common prior atr. Furthermore, 1etHQC = UHQCH .

HOA(Q)
For example, in Figure &t i be such that(B) =1. TherHQCu ={r, B}; henceHQC = {7, 3}.

The conceptual content of the notion of Harsanyi Quasi Consistency is not clear. The interpretation
which is most often attached to it is the following paraphrase of Definition 2: imagimeanestage where all
the individuals had the same “information” represented by th@ aed individual i had “prior” beliefs

p U A(Q); imagine next that, at state individual i is given the “information” represented by the event
Ip. = p Il and updates his prigr on the basis of this information. If the “posterior” beliefs of individual i at
statea coincide with p - and all the individuals had the same prior beliefs, then their actual beliefs are consistent

in the sense of Harsanyi (1967-68). As explained in the introduction, several authors have remarked that in a
situation of incomplete information the notion of@nantestage is highly problematic. The reason for this is that
the states other thar(the true or actual state) are merely “fictitious constructs, used to clarify our understanding
of the actual world” (Lipman, 1995, p. 2); thus the “prior stage is meaningless (i.e. it becomes impossible to
associate the prior stage with a sensible thought experiment)” (Gul, 1996, p. 5). Our purpose is to find an
alternative explication of the notion of Harsanyi consistency which does not involve a counterfactual and artificial

ex antestage.

Note first that in some special cases such an alternative interpretation is readily available: in particular,
in the case of complete information (where the beliefs of each individual are commonly known) Harsanyi
consistency amounts to identity of beliefs across individuals. Thus we propose, in situdticospiete

information, to think of Harsanyi consistency as likewise amounting to equality of beliefs in some appropriate

u({x n lp =p I
u(lp=p_J)

ll/,l(-|||pi = piwII)DA(Q) is defined as followddxQ, u( x| ||pi = piwll): , Where, for every

event EO0 Q, u(E) = z U(w) -
wlE



sense. Clearly, it cannot be complete equality of beliefs, because of the very definition of incomplete

information: such equalitl); precludes, of necessity, incomplete information. At most one can require equality

of aspectof beliefs and the question is: which aspects? Taking a cue, again, from the case of complete
information, it seems sound to require equality of those aspects of beliefs tbatnanenly knownFor

instance, one can take as an aspect of beliefs the subjective probability of an event E. In that case the condition
we are looking for is simply the notion of Agreement introduced by AumEdire), which says that if, for a

given event E, the subjective probability of E of each individual is common knowledge, then these probabilities
are the same. However, subjective probabilities of events are rather special aspects of beliefs and, as illustratec
in Figure 2 below, not rich enough to fully capture the conceptual content of Harsanyi consistency. Our aim in
this section is to define the notion of “aspect of belief” in generaCamdprehensive Agreemeat the absence

of “agreement to disagree” about any such aspect.

The nature of our argument can be illustrated with the aid of Ql¥%6( key example, which is
reproduced in Figure 2. There are two individuals. Individual 1 believes that some fact q (e.g. that it rains) is true
Individual 2 is uncertain as to whether or not q is true, but is certain that individual 1 knows whether q is true or
not and, in fact, it is common knowledge that 1 knows whether or not g holds. Individual 1, in turn, is uncertain
as to whether 2 assigns probability 0.4 or probability 0.5 to q being true and considers both possibilities equally

likely. This, again, is common knowledge. These belief hierarchies are represented by state

q q not q not q

B T y o

1: ©0.5 0.5e 0.5 0.5

T Y
2 ¢ 0.4 O0.6e
E 0.5 O.SQ
B 5
Figure 2

' Of beliefs on the state spa€ei.e. equality of the belief hierarchies.

10



In this example, for no event£EQ is the subjective probability of E of both individuals common belief at

7. Hence Agreement as defined by Aumann (1976) is vacuously satisfied. However, the individuals’ beliefs

at r cannot be derived from a common prior over the 5eB{y, o} 13, that is, they are not Harsanyi
consistent. The preceding discussion suggests that there ouglsotodsespect of the individuals’ beliefs
about which they agree to disagree. Indeed, such an aspect is given by the expectation of the random
variable Y defined as follows: Y[ =0, Y(8) = 0.22, Y{) = 0.20 and Y§) = 0.02. It is easy to check that it

is common belief at (true at every state) that 1's expectation is 0.11 while 2's expectation is 0.12. Given
any random variable Y, one can view the expectation of Y gi&{@) as an index or aspect of the beliefs

represented by p. In generabelief indexwill be any function oA\(Q).

We now define formally a general notion of agreement. Agreeaseatiuality of beliefds
essentially a two-person property. Hence, for the remaining part of this section, we specialize to the case

where N = {1,2} (for a possible extension to the case of more than two individuals see Section 5).

DEFINITION 3. LetX be a set with at least two elementgraperbelief indexs a function

f:AQ) - X " that satisfies the following propertytp,qUA(Q), OxOX, Dad[o,1],
if f(p)=f(q) =x thenf(ap + (1-a)q) = x.

Let / denote the class of proper belief indices.

The following are examples of proper belief indices

() Let EO Q be an arbitrary even = [0,1] andf" the following belief indext E(p) =p(E); thuéE(pi )

is individual i’'s subjective probability of event E at state

13 . . , - : . "
Indeed such a common prigr would have to satisfy the following four, jointly inconsistent, conditions:

H(@=u@, pY=p(d, u@=u) and u(y =1.5u(1).

H It may seem that a belief inddxdepends on the set of stat2sHowever, this is not so: one should think of
f as being defined on the “universal belief space” (cf. Mertens and Zamir, 1985). Indeed, all that matters is
the restriction off to | (7).

1 See Appendix A for a discussion of the relationship between belief indices and the “decision functions”
considered in the literature (Bacharach, 1985, Cave, 1983, Rubinstein and Wolinsky, 1990).

11



(i) LetY:Q - R be arandom variabl¥X =R and f,, be the belief index given by, (p) = ;Y(w) plw) ;
thus f, (p,,) is i's subjective expectation of Y at state

(iii) Let A be a set of actionsX = HandU:AxQ - Ra utility function. Define the belief index

f,AQ) - 2" as follows: f,(p) =argmax’ U (a,w)p(w); thusf (p ) is the set of actions

alJA I

that maximize individual i's expected utility at state

Given a proper belief index A(Q) - X and an individualliN, definefi ' Q - X by fi(w) = f(pi w)
and, for everyk(IX, denote the eveRtuQ : f(w) = x| by If =xI[.

DEFINITION 4. Given a Bayesian model and a proper belief inflex(Q) - X, at

a O Q there isAgreement for for f-Agreementif and only if, for allxl, X2|:|X,
if a0 B*(Ilf1 =x | nlIf, =x2||) then x =x,.

That is, if ata it is common belief that individual 1's belief indexx!Lsand individual 2's index izz, then

X, =X, Let f-Agree be the set of states where thereAgreement:

f-Agree = (1] =B, (lIf,=xll n lIf,=x]l).

X, %0X
7%

EXAMPLES. (i) Consider a model where there@mplete informationthat is,JE O Q,
0i0{1,2}, BED B,BE. Thena [id-Agree [whereid is the identity function od(Q)] if and only if

P,.=h, if and onlya O HQC. (i) In the example of Figure 2f, -Agree =0 [where Y is the random

variable defined there and, for evefyaQ), f,(p) = Z& Y(w) dw)].

The notion of proper belief index defines in a general way what disagreement afayubét is

essential to an appropriate definition of “agreement in genanalr incomplete informatiomnd is

12



lacking from the literature, which has dealt with generalizations of Aumann’s (1976) theorem under

.. . 16 . . . .
asymmetric information. Properness is hecessary to ensure that public (i.e. commonly believed)
inequality of the value of the belief index can indeed be interpreted as genuine disagreement, rather than as

a byproduct of asymmetric information. To clarify this point, consider the following example:

_ ___(T B _(t B _(t B . .
Q={1, G}, P, =Pg= RS and R, = 0 1/ Let f be theamproperbelief

1 1
2 2
index defined by:f (p) = [1- 2p(t)|. Thent OB, (|If, = 0l n [If, = 1I|). This public inequality of the

value of f merely reflects the public fact that individual 2 knows the true state whereas individual 1 does

not, and therefore cannot be viewed as genuine disagreement. This example is generalized in Corollary A.1

in Appendix A.

A comprehensive notion of agreement is obtained from the entire class of proper belief indices.

DEFINITION 5. LetCA (for Comprehensive Agreement) be the following event:

CA = m f-Agree.
fOf

The following theorem characterizes Comprehensive Agreement as equivalent to Harsanyi Quasi

Consistencyl/g. The key step in the proof of Theorem 1 is the observatiormthatlQC is equivalent to

non-emptiness of the intersection of the convex hull of the sets of commonly possible beliefs of the

e Bacharach (1985), Cave (1983), Geanakoplos (1989), Geanakoplos and PolemarchakiSqf882),
(1990), Rubinstein and Wolinsky (1990).

17 . . . . .
Comprehensive Agreement searches, as it were, logical space for disagreement about anything. Any such

(dis)agreement is aactual propertyof individual belief profiles at the true staterather than being merely

a “behavioral’consequencef such beliefs in a hypothetical “opinion game”, on roughly the same footing,
for instance, as absence of common knowledge trade (as in Geanakoplos, 1989, 1992). Being an actual
property, it makes sense to view Comprehensive Agreemergrasitive qualitative condition on the
individuals’ belief profiles, rather than merely as a welcome but coincidental fact which certain profiles
happen to exhibit.

18 o . . . . o o
A qualitative version of Theorem % in terms of “union-consistent” qualitative belief indices and
qualitative agreement is given in Bonanno and Nehring (1997, Proposition 3).

13



individuals ata: aJHQC if and only if ﬂ coP(a) # L1 where co Ra) is the convex hull of () =

iON

{p, HAQ) : wlll, (a)} (see Lemma C.3 in Appendix C).

THEOREM 1. CA = HQC.

Note that Comprehensive Agreement has been defined as a fact about agents’ beliefs. It may
obtain without this being known to every individual. On the other hand, “disagreement”, defined as the
negation of Comprehensive Agreement, is equivalent to common belief in disagreement,tka is,

B.(~CA).

The following proposition makes the notion of Comprehensive Agreement more transparent by

establishing its equivalence to agreement on two-valued proper belief indices, which in turn are those

with a betting interpretation. L&ED o be the class of proper belief indicesA(Q) — X such that:

(1) X ={0, 1}, and (2) f "(2) is closed.
PROPOSITION 1. 0] CA = m f-Agree;

f07,

(i) fO 5[2 if and only if there exists a random variable ¥ - R

1 if ; Y(w) p(ew) = 0

0 otherwise

such that, for all pA(Q), f(p) =

In view of Proposition 1, Theorem 1 is a local re-interpretation (for situations of incomplete
information) and a generalization (to the case where false beliefs are allowed) of a result by Morris (1994,
Lemma A.3, p. 1343) concerning the equivalence between the existence of a common prior and the absence of

common knowledge trade in situations of asymmetric information. A related result can also be found in

Feinberg (1995, Proposition 2, p.l%)

10 See Section 7 for further discussion.

14



4. Strong Harsanyi Consistency requires Truth

The notion of Harsanyi Quasi Consistency is rather weak: it allows the “common prior” to assign zero
probability to the true beliefs @il the individuals (even if none of the individuals has false beliefs: see

example below) and it is compatible with some individuals believing that there is agreement to disagree.

EXAMPLE. Consider the model of Figure 3. Let] A(Q) be such that(f) = 1. TherHQCu =Q.

Thus atr Harsanyi Quasi Consistency is satisfied even though the type (beliefs) of each individual is assigned

zero probability by Note that at both individuals have correct beliefs 1. (7) n 1.(1)).

B y T
! o o]

Figure 3

Not surprisingly, Harsanyi Quasi Consistency is too weak a notion to allow the translation to
situations of incomplete information of results that are based on the Common Prior Assumption, such as
Aumann’s (1987) characterization of correlatedilégium (see Bonanno and Nehrint998a, Section 4).

In order to strengthen the notion of Harsanyi Quasi Consistency one needs to tighten the connection between
the implied prior and the true beliefs/state. The following definition does so by requiring the prior to assign

positive probability to the true state.
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DEFINITION 6. For everyulA(Q), IetSHCu (for Strong Harsanyi Consistency with respect

to the “prior” 1) be the following eventa O SHCu if and only if
Q) al HQCH, and
2)  wu(a)>0.

That is,SHCu = HQCu N suppu. Furthermore, IEBHC = USHCH .

HOA(Q)

For example, in the model of Figure 1, wl®C = {1, 8}, SHC = {£}. It is easily verified that
the common prior adr is locally unique that is, ifa U SHCu n SHC  thenu(-| 1.(a)) = v(-| I,(a)). An
analogous claim cannot be madeHspC.

It is shown in Appendix C (Corollary C.1) thatafl] SHCu thenu(w) > 0 for allw O | (a) O

{a}. As a result, the belief hierarchies@tre entirely determined by the local common priar and by

the possibility correspondences |

A Bayesian model iglobally strongly Harsanyi consisteifit SHC = Q. It is easily seen that in
this case, for someA(Q), SHCH: ol Thus, global Strong Harsanyi Consistency is equivalent to the

existence of g@lobal common priou. Any global common prior has “full marginal support” (FMS), i.e.

y(||pi = pi'a||) >0,0i0N, Oa O Q.
A common-prior model of Asymmetric Informatisra tuple = (N, Q2,171,060 {Ti}iDN, y>

where N,Q, 1, © andgare as in Definition 177 is a partition of@ (individual i's information partition)

anduA(Q) is the individuals’ common prior. The (ex interim) Bayesian m@lel{N, Q, 1, ©, ¢,

{p,}y ) is compatible with4 if, for alliON anda0lQ, T(a) =IIp, = p_Il (where T(a) is the cell of T,

20
= i i i = 1
SHC = Q holds if and only i1 a0Q, Ou(a)dA(Q) such tha’uDSHCu(a). Lettingu Z @,u(a) we
ald

have thatd alQ, aDSHCu, that is,SHCu =Q.
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that containgr) andl w0, TION, if u(llp =p |I) >0then p =u(-|llp, =p ). If 4 has FMS
thenB is unique and hgs as a global common prior. gf does not have FMS, arf8lis compatible with
A, thenu(SHCu) =1, that is, ex interim beliefs are strongly Harsanyi consistent with ex ante probability

1. It need not be the case, though, HQIC = Q.

Having ensured the positive “prior” probability of the true state, Strong Harsanyi Consistency
allows an immediate local translation (to situations of incomplete information) of probability one results
based on the Common Prior Assumption obtained in an asymmetric information context. In particular, in a
strategic set-up such as the one of Aumann and Brandenburger (1985), Aumann’s (1987) characterization
of correlated equilibrium translates into the local and non-probabilistic statement that common belief of
rationality andSHC at the true state imply that the strategy profile at the true state belongsuppbg s
of some correlated-equilibrium distribution (see Bonanno and Neii99@a, Theorem 3). Theorem 2
below replaceSHC with locally meaningful assumptio%ls While SHC is more satisfactory in its
implications, we have introduced a separate notidtQ@C for two reasons: to determine the common-
prior implications of Comprehensive Agreement in isolatiaithout reliance on Truth-type conditions
which do not seem to be justifiable on rationality grounds alone (as, for instance, in the example of Figure
1)22 — and to emphasize an element of arbitrariness in the formalization of the Common Prior Assumption

that arises in an incomplete-information setting.

Let T (for Truth) be the following event:
T=(] () (-BEOE)
iON  E[®
ThusalT if and only if ata every individual has correct beliefs (for every event E and every individual i,

if alBE thenaDE)ZB. For example, in FiguredJ T and in Figure 3althought O T, tU B, T = { £}

21 e I .
For anon-epistemiqgustification of correlated equilibrium based on no-arbitrage arguments, see Nau and

McCardle (1990).

2 Sometimes the Common Pridssumption is motivated by appeal to the “Harsanyi doctrine” (see, for
example, Aumann, 1987).

% It is well-known thataOT if and only if, for everylN, aDIi(a).
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THEOREM 2. (0 foranyn, SHC = HQC n T n B,T,

(i) henceforn=2, SHC = CAnTn B, T

Thus the gap betweetQC andSHC is filled by the requirement that the individuals’ beliefs be
correct and that this fact be common belief (we call this joint condition the Truth Axiom). This condition
is not just an internal consistency assumption on beliefs but rather adds external requirements of
conformity between individual beliefs and facts of nature. As a consequence the notion of Strong Harsanyi
Consistency is more than a consistency requirement proper. This observation motivates an intermediate
notion, which is a purely subjective strengthening of Harsanyi Quasi Consistency: it requires only that the
beliefs of each individual be accounted for (i.e. be given positive probability) by the common prior. This

intermediate notion (callddC) is discussed in Appendix B, where it is shown th@&t= B SHC and

HQC =-B,~HC.

By Theorem 2, ifa O HQC n - SHC then ata the Truth Axiom is violated. However, one can

improve Theorem 2 significantly by noting thd@QC (henceCA) itself incorporates “Truth conditions”.
To see this, leT (for Truthof common belief) and _, (for Truthaboutcommon belief) be the following

events:

T = (| (-B.EDE).

ER®

T.=(] () ~BBEOBE)

iON  ER®
ThusaOT if and only if ata whatever is commonly believed is true (for every event &, 1B, E then

alE) * Truth of common belief is qualitatively weaker than Truth: since it is always true*fh%tB

Q, T can be viewed as Truth shorn of any intersubjective implicatidpg. on the other hand,

captures the notion that individuals are correct in their beliefs about what is commonly baligved:

T, ifand only if, for every event E, if, at individual i believes that E is commonly believed, then, at

2 It is straightforward thamDT* if and only if, a0l (a).
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a, Eis indeed commonly believed (for every event E and individuatiJiB,E thenallB, E) ®

With the aid of these two notions, Theorem 2 can be strengthened as follows:

SHC =CANnT nBT

. T o+ Thus Strong Harsanyi Consistency is equivalent to the conjunction of

Comprehensive Agreement, Truahcommon belief and common belief in Trathoutcommon belief.
Even with this improved characterization it remains trueSh#t is a significantly stronger property
thanHQC: while the latter does not rely on any event being commonly believed by the individuals

(Comprehensive Agreement stating merelyathgenceof common belief in certain kinds of events), the
former involves positive common belief assumptions in an essentiaZI?\Wey.have noted above the
weakness of compared td; likewise, BT _ is significantly weaker than,B. In particular, in
contrast to BT, Truth about common belief is vacuously satisfied in situations of complete information.
In addition (again in contrast to belief in the correctness of others’ beliefs), Truth about common belief
has no agreement-type implications (see Bonanno and Neh&@g, Remark 9).

T, ensures that an individual’'s belief frdisagreement impliede factoexistence of

f-disagreement (hence, by contraposition, also that Comprehensive Agreement can obtain only if it is

known to both individuals). Giveh_, (but not necessarily otherwise), individuals can communicate

% Within a belief and knowledge framework, it is shown in Bonanno and Nehring (1998B)Ctéman be
interpreted as an intersubjective notion of caution.

% In Bonanno and Nehring (1998b, Proposition 5) it is shownTthatB.T =Q n T n B*TCB whereQ is
the property of qualitative agreement, which is implie€CBy Using this result and Theorem 2, we get that

SHCOCANT n B*TCB. The converse inclusion follows from Theorem 2 and the fact®hatT n
T

CB’

27 *
To further understand the above charazétion of SHC, let NI (for Negative Introspection of common

belief) be the following event\'II* = ﬂ (B,E [ B -B._E). ThusalINI if and only if, for every event E,
ER®

if, at a, E is not commonly believed then, @tit is commonly believed that E is not common belief. It can

be shown (see Bonanno and Nehring, 1998a) Nhat= TCB N B*TCB and thereford n B*TCB =T n

B, NI* = T* N B*T* N NI* n B, NI*. Hence the gap between the weakepC) and the strongesSHC)

versions of Harsanyi consistency is bridged by effectively assutoaly the knowledge axioms for
common belief that do not come with its definition, namely Negative Introspection and Truth. This is
significantly weaker than assuming locally the knowledge axiom for individual belieT, ireB, T, as in

Theorem 2.
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their f-disagreement without revealing any information about their beliefs, in a Geanakoplos-

Polemarchakis-style dialogﬁse and thus, by “disagreeing forever” abfuempirically confirm their

silently assumed disagreement.

5. Extension to more than two agents

While (Strong/Quasi) Harsanyi Consistency has been defined for the general case of n
individuals, Comprehensive Agreement as equality of commonly known aspects of beliefs is restricted

to two individuals.

One may wonder whether there is a way of extending the above characterization of Harsanyi
consistency to the case of more than two individuals. A possible avenue is suggested by Proposition 1,
according to which-in the two-person case Comprehensive Agreement is equivalenExpectation
Consistencydefined as the nonexistence of a random variableQ¥— R such that it is common
belief that individual 1's expectation of Y is positive and individual 2’'s expectation ¥fis positive.

This can be generalized to the case of n individuals as follows: Expectation Consistency is satisfied at a

stateal1Q if and only if there do not exist random variables ¥ - R (i =1, ..., n) such that: (1)

0 wdQ, ;Y(w) =0, and (2) ata it is common belief that, for every individual i’s subjective
i

expectation of )(is positive, that is, a 0 B*(IIE1 >0 n ... n ||En > 0||), where

IE, >0l ={wDQ: ;Yi(x) R., (X >0}. Replacing Comprehensive Agreement with Expectation

Consistency, the characterization results of Theorem 1 and of Theorem 2(ii) hold for the case of any

. .. 29
number of individuals.

Expectation Consistency seems conceptually rather less satisfactory than Comprehensive
Agreement. In particular, since Expectation Consistency refeliffeéoentbelief indices for different
individuals, it cannot be understood as a generalization of the notion of “equality of beliefs”, in contrast

to Comprehensive Agreement. As a result, it is not clear whether Expectation Consistency can be

% See Geanakoplos and Polemarchakis (1982).

% The direct proof strategy of Theorem 1 can be used here as well: this has been shown by Samet (1996a), who
provides an elegant proof of the required characterization of the non-emptiness of the intersection of a finite
number of closed convex subsets of the unit simplex.
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meaningfully elucidated without implicit reference toeanantestage. Finally, and relatedly, it is not
clear how Expectation Consistency can be axiomatically justified (as it has been in the case of two

individuals by Proposition 1) when there are more than two individuals.

6. Intertemporal application: Bayesian updating without a prior

In this section we reinterpret our results by applying them to the case of single-person,
intertemporal belief revision. In contrast to multi-person settings, the Harsanyi doctrine (which states
that differences in beliefs ought to be attributed to differences in information) has largely gone
unchallenged in this context. In fact, under the standard hypothesis of perfect recall (a sequence of
information partitions such that the partition at time t+1 is a refinement of the partition at time t) the

Harsanyi doctrine can be identified with the assumption of Bayesian updating. Yet the assumption of

perfect recall is empirically often unrealistic; its relaxation has been the object of recent invegct)igation
Our purpose in this section is to formulate a general notion of intertemporal consistency of Bayesian
beliefs without making restrictive assumptions on the nature of belief formation. This is a non-trivial
issue, particularly since in the absence of perfect recall there is no well-defined prior to update on!
Below, we propose to identify intertemporal belief consistency with intertemporal Harsanyi consistency

derived from intertemporal Agreement.

The most general way of representing an individual's evolution of beliefs over time is precisely
in terms of a Bayesian model (cf. Definition 1), where the set N is now interpreted as a set of dates and,

for tUN, the event [E represents the event that at date t the individual believes E. The true state

encodes the actual evolution of the individual's beliefs over time, that is, the facts believed by the
individual at every date, as well as her beliefs about her past and future beliefs. For example, the model
of Figure 1 represents the situation where initially (i.e. at date 1) the individual wrongly believes the
spelling to be Harsaniy and anticipates maintaining this belief in the future, but in fact at date 2 she
switches to the correct belief that the spelling is Harsanyi. Furthermore, at date 2, she remembers that
she previously held a different belief. This example is particularly interesting in that it captures the type

of belief revision that underlies much of equilibrium analysis in extensive games, where updating on

% See, for example, Battigalli (1995), Halpern (1995), Piccione and Rubinstein (1994).
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zero probability events is crucial. The example confirms that in a truly general analysis of interactive

belief systems one cannot and should not postulate the Truth Axiom.

Consider now the example of Figure 3. Let q be a fact of Nature which is truendty and
false atB. In a single-person, intertemporal interpretation of this model the individual initially correctly
believes g and anticipates maintaining the belief in g in the future, but correctly anticipates not
remembering his previous beliefs: at date 2 he does not remember whether at date 1 he believed q or not

g. Thus we have an example where perfect recall is lacking.

Under the single-person intertemporal interpretation, the common belief operator captures the

notion ofintertemporally evident belieB,E is the event that at every date the individual believes E and
believes that she believed E in the past and will believe E in the future and sof ois ¥ belief index
andal f -Agree then ata it is intertemporally evident to the individual that the value of the index at

date 1 is different from the value of the index at date 2. Comprehensive Agreement rules this out for

every proper belief index and therefore can be viewed as a generalization of the principle of reflection

and of dynamic Dutch book argumear%tsln this context our main results (Theorems 1 and 2) can be
interpreted as providing a justification of “Bayesian updating without a prior”; note that the truth-like

conditions such as B __ are non-trivial here in that they rule out the abseneetofal surprises.

7. Related literature

In an interesting recent paper, Lipman (1995) has shown that the existence of a common prior
imposes almost no restrictions on the first k levels ¢ <of a belief hierarchy. From the point of view
of this paper, Lipman’s result may be viewed as a meta-proposition stating that any characterization of
Harsanyi consistency must involvafinite-order conditions. This suggests that characterizing
conditions cannot be much simpler than the ones offered in Theorems 1 and 2, which are infinite-order
conditions of a simple kind. Note that Lipman’s resiglt compatible with the existence of a
characterization, unlike ours, in terms of arbitrarily deep (unbounded) finite levels of belief hierarchies

(such a result has been recently provided by Samet, 1996b).

o See, for example, Goldstein (1983), van Fraassen (1984), Maher (1993).
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In the context of asymmetric information, Morris (1991, 1994) established the equivalence
between the existence of a common prior and the absence of common knowledge trade. As remarked in
Section 3, in view of Proposition 1, the equivalence between Harsanyi Quasi Consistency and
Comprehensive Agreement can be viewed as a local translation of Morris’s result to the case of
incomplete information. Morris does not discuss the relevance of this result to incomplete information
settings. The focus of his paper is on the extent to which no trade results hold in an asymmetric
information framework when there are heterogeneous priors. Morris’s results establish the relationship
between interim efficiency properties (which are closely related to agreement properties) and consistency

conditions on prior beliefs.

The closest work to ours is the independent contribution of Feinberg (1995, 1996), which nicely
complements ours by providing infinite and syntactic versions of a characterization relating the CPA to

Agreement. Feinberg, like Morris, does not raise the issue of the conceptual content of the CPA under

. . . 32 . . . .

incomplete information. In contrast to Feinberg, we have been concerned in this paper with the
definition of an appropriate general notion of Agreement under incomplete information, and with the role
of “Truth-type” assumptions in the characterization of alternative local notions of Harsanyi consistency.

The main differences between our approach and Feinberg's are the following:

* Feinberg has a dual knowledge/belief framework (his results are about what is cokmoamiy
about individuals’ beliefs, rather than about what is commonly belfgved)

» If the Truth Axiom is postulated for individual beliefs (i.e. beliefs have “full support”) then
Feinberg’'s common knowledge operator and our common belief operator coincide and therefore
Feinberg's result (1995, Proposition 2, p.5) coincides with our Theorem 1 (concerning our Theorem
2, note that when the Truth Axiom hol#4$QC = SHC, hence Theorem 2 collapses into Theorem 1).

*  When the Truth Axiom does not hold (individual beliefs do not have “full support”) then Feinberg's

definition of Agreement, if formulated locally, would be equivaleh‘tlt‘@)CK which is obtained by

32
Indeed, his goal seems to have been to establish a converse to the Agreement Theorem in Aumann’s (1976)
original set-up: “The purpose of this study is to investigate the converse situation, i.e. whether the lack of a
common prior implies the existence of common knowledge disagreement” (1995, p. 2).

* So does Samet (1996&@amet (1996b) assumes the Truth Axiom for beliefs, thus identifying beliefs and
knowledge.
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replacing the common belief operatoriB our definition ofHQC with the common knowledge

operator (where the knowledge operator of individual i is obtained from the type pa{tlt'p'lon

pllwd Q). However,HQCK is substantially weaker th&QC, as the example of Figure 4

shows.

B sy T 5 dashed rectangles
- — = - — — denote the type

] | v
|, | (o J—e 07 o5 | partitions
]

By T 5 |
Ll
B y T 5
\i e e el common knowledge
73 - *y* o g partition
Figure 4

Here, according to Feinberg's definition, there is Agreement everywhere (in particular at
1) whereas, according to our definition, aindividuals 1 and 2 agree to disagree. Note that here

behavioral implications would be determined by the belief systemd}{ Hence HQC is the relevant

concept, noHQCK.34 Note also that in this exampted T n B, T, which shows that the gap between

HQCK andHQC cannot be bridged by local assumptions onhtbiéef hierarchies in the manner of
Theorem 2. Indeed the example illustrates thahy belief hierarchy can be embedded in a

knowledge/belief hierarchy that satisfiieiQCK at the true state (we thank Bart Lipman for this

observation).

* Of course, we do not suggest that a dual knowledge/belief framework is indispensable for his results; if
anything, the analysis of this paper would seem to suggest the contrary.

* The analogous bridging assumption Iﬂﬁ;)CK would ber 00 K, T, that is, full support of individual beliefs.
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* Finally, Feinberg defines Agreement as expectation consistency. As noted in Section 5, Agreement as
“equality of beliefs” makes perfect sense under incomplete information while it is not clear that

expectation consistency can be understood without reference to a prior.
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APPENDIX A
Decision functions and belief indices

The received approach to generalizing the notion of agreement beyond Aurd@@@sdriginal

one is based on the concepdetision functiorD : 2 - A, where A is a set adctions A decision
function either is interpreted as describing individuals’ behavior in response to hypothetically received
information (as in Bacharach, 1985) or can be viewed as a mathematical construct (the “predicate

functions” of Rubinstein and Wolinsky, 1990). Both interpretations rely asgmmetric information
context, for which they are designagdn particular the behavioral explication relies heavily on the

interpretation of events as real contingencies (i.e. as informegtioﬁblat decision functions (however
interpreted) are entities of a rather different kind than belief indices clearly emerges from the fact that the
assignment oéqualdecision functions to both individuals is, and needs to be, justified &ysamption

of like-mindedness, i.e. in Bayesian terms, by their having a common prior. By contrast, identity of the
belief index in the definition of Comprehensive Agreement simply reflects the requirement that agreement
(or disagreement) be abaartething. Indeed, a decision function is naturally viewed as a derived entity
describing the value of a belief index evaluated at a posterior that is obtained from a (fixed) prior and a
(variable) information set. Recall that a decision function D satisfieéSuteThing PrincipldSTP) if,

whenever {P} _ is a partition of E and D(P=a for all KUK, then D(E) =a (cf. Bacharach, 1985). As

kOK
shown by the following two propositions, a decision function basedpoopeer belief index (cf.

Definition 3) satisfies the STP while an improper one generally does not.

PROPOSITION A.1. Fix an arbitraryuJA(Q) with full support (i.e(w) > 0,0 awl1Q).

Given a belief indexf : A(Q) - X define the decision proceduf?/': 2 X as follows:E O Q,

D¥(E) =f(u(-| E)). If f is proper, therD! satisfies the Sure Thing Principle.

% In such a context, both Bacharach (1985) and Rubinstein and Wolinsky (1990) emphasize the possibility of
non-Bayesian generalizations of Aumann’s (1976) result.

37
However, even under asymmetric information, a behavioral interpretation of decision functions is not
unproblematic, as pointed out by Moses and Nachum (1990).
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Proof. Let uA(Q) have full support. Boose an arbitrarfyll / and letD}': 2 X be given
by Df (E) =f(u(-] E)). We want to show thdD} satisfies the Sure Thing Principle. Létz E 0 Q be
an arbitrary event and {E..., E } be a partition of E. Suppose thax! (E) =x foreveryk=1, .. m

LetX =f _l(xo) andy, = u(-|E). Theny UX forall k=1, ..., m. Sincél 7, X,is a convex set. It

follows that, sinceu(-| E) :ﬁ gu(Ek) H(DE,), u(-| E)O X, Hence,D{ (E) =f(u(-| E)) =x,. =

To obtain the converse of Proposition A.1,3et= {0,1}. Let marg, : A(Qx =) - A(Q) be the

function that associates with evegy U A(Qx =) the marginal oft on Q: UwlQ, marg (U )(w) =

;ﬁ(w, £). Given a belief indek: A(Q) - X define f : A(Qx=) ~ Xas: f =fo marg,. Finally,

given I OA@Qx=)andf:A(Q) - X define the decision proceduﬁff‘: 2%"= _ X as follows:

0E 0OQx

., D{(E)= f (m (| E)).

PROPOSITION A.2. Suppose that, for evepy [ A(Qx =) that has full marginal
support on= (that is, for alk0=, U (Qx{&}) > 0), 5{7 satisfies the Sure Thing Principle. THeris

a proper belief index.

Proof. Let p,d1A(Q), f:A(Q) - Xandx [IX be such thai(p) =f(g) =x. Fix an arbitrary
alJ[0,1]. We want to show thd¢ap + (1-a)q) =x. LetQ = Q x {0,1} and definep, g, JA(Q) as
follows: 0 wdQ, p(w,0) = p(w), p(w,1) =0, q(w,0) =0, q(wl)=q(w), 4 =ap +(1-a)Qq. Let

E,=Qx{0}and E,= Qx{1}. Then marg( &I (| E ))=pand marg @I (| E))=q. Let

f =fo marg, and D' 2%"= . X be defined byD/(E) = f (@ (| E)). ThenDF(E ) =f(p) =x
and Df'(E ) =f(g) =x. Since {E , E }is a partition ofQ and D/ satisfies the Sure Thing
Principle, Df(Q) =x. But Df(Q) = f (1) =f(marg,(f1)) =f(ap + (1-a)q). =

The following corollary shows that properness is a necessary requirement for the notion of

Comprehensive Agreement if the latter is to be an implication of Strong Harsanyi Consistency.
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COROLLARY A.1. Letf:A(Q) —» X be animproper belief index (that i$,0 7).

Then there exists a Bayesian model with state s@ac§0,1} for which SHC =Q x {0,1} and

f -Agree=1.

Proof. Letf : A(Q) — X be an improper belief index, that i§,0 /. Then there exist p,tn(Q)
with p # g, XX andall(0,1) such thak(p) =f(q) =x andf(ap + (1-a)qg) = y# x. Construct the following
Bayesian model with state spa@= Qx{0,1}: 0 @0Q, p,=H, D@ OE , p,, = P and

Ow O El, P.» = 0, wherep, @ and i are as in the proof of Proposition A.2. In this mdgieiC =

Q and a(IIT l=y|| N IIT 2=x||)= Q. Sincex;ty,T -Agree=[]. &

From the point of view of the present paper, the generalizations of Aumann’s (1976) result by
Bacharach (1985), Cave (1983) and Rubinstein and Wolinsky (1990) can be translated to a Bayesian

incomplete information context as follows.

PROPOSITION A.3. LetuA(Q)and f be any belief index such th@! (cf.

Proposition A.1) satisfies the Sure Thing Principler [f] HQCH NTnBT thentO f -Agree

Proof. Let T [ HQCH N T n B,T. Then by Theorem %, 0 SHCH. Hence, by Lemmas C.2 and

C.6 (see Appendix C), the reduced model W@tk 1 (1) = I (7) O {1} is a partition model. Thus, by a
standard application of Bacharach’s result (1985)[1fB, (|| Df;=all n || Df ,=b|) thena=b,
where|| DY ;= all={wD Q: Df(l;(w)) =a} and similarly for|| D{ ,=b||. It follows from the

definition of Df thatr O f -Agree. ®

The sufficiency part of Theorem 1 (Section 3) drops the Truth Axiom (i.e. the ¢lausen

B,T), and—more importantly-replaces the Sure-Thing-Principle requirement orthely non-

primitive entity D} by that of properness df .
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APPENDIX B
An intermediate notion: Harsanyi Consistency

As noted in Section 4, Harsanyi Quasi Consistency is a very weak property, in particular, it
allows the “common prior” to assign zero probability to the true beliefallofhe individuals (see
Figure 3). On the other hand, Strong Harsanyi Consistency imposes an external requirement of
conformity between individual beliefs and facts of nature and therefore cannot be seen as an internal

consistency assumption on beliefs. An intermediate notion, Harsanyi Consistency, requires only that the

true beliefs of each individual be given positive probability by the commonagrior.

DEFINITION B.1. For everyullA(Q), IetHCu (for Harsanyi Consistency with respect
to the “prior” 1) be the following eventa O HCu if and only if

Q) al HQCH, and
(2 DiON, u(lp =p,l) > 0.

Furthermore, leHC = UHCH .

uCA(Q)

The following result is proved in Bonanno and Nehrib@96).
PROPOSITION B.1. (i HQC = -B,-HC; (i) HC =B,SHC =B,HC.

From (ii) of Proposition B.1 we get that Harsanyi Consistency holds at a state if and only if at

that state everybody believes that it hold€ (= ﬂ B,HC). It follows that a necessary and sufficient
iCN

condition for Harsanyi Consistenopt to be satisfied is that (at least) one individual fail to believe that
it holds. In other words, any failure of Harsanyi Consistency can be locaiadimdividual's belief
hierarchy alone. Thus, Proposition B.1 may throw some light on Gul's (1996) puzzlement in this

regard.

From the above proposition and Theorem 2 the following corollary is obtained.

COROLLARY B.1. HC = B.CAn BT,

38 — . . . . _ .
Note, however, that Definition B.1 is consistent with the local common prior assigning zero probability
to thetrue state
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APPENDIX C: proofs

DEFINITION C.1. For everyulJA(Q), IetCOMu (for Compatibility with the “prior”u)
be the following eventa [ COMH if and only if, JiON, u(llp = pi'all) > 0 implies P, = p(-lllp =
pivall).Thus (cf. Definition 2)a [J HQCu if and only if (1)a O B*COMH and
(2) u(l.(a)) > 0.

LEMMA C.1. Letg0O COMH N suppy. Then,OiON, 0O Ii(ﬁ) and !(ﬁ) U suppu.

Proof. Let 3 U COMH n suppy. Fix an arbitraryN. SinceB 0 [|p, = pi'ﬁll andu(p) > 0,
u(llp, = pi,ﬁH) > 0. Hence, sincﬁDCOMu R, = u(-11lp, = pi'ﬁll). Thus Qﬁ(ﬁ) > 0, that is BUIL(B).
Furthermore, fix an arbitranll.(8). Then Qﬁ(y) > 0 and therefore, sinc%p: u(-11lp, = pi'ﬁll),
p(y) > 0. Thus () U suppy. =

LEMMA C.2. Letul A(Q), aDHQCu and S = J(a) n suppu. Then, for every LI N,
{l (o) : wl S}is a partition of S.

Proof. Fix an arbitrary [ N. By transitivity and euclideanness ofdf. Footnote 7), any two

elements of {(w) : w0 S} are disjoint. Thus we only need to show tlhgkli(w) = S. First we show
wS

that S U I, (w) . Fix an arbitraryBOS. SinceaDHQCu , allB,COM | (cf. Definition C.1) hence

wdS

BOCOM . Hence by Lemma C.18 O I(B). Thus S = J{at O !/ (w). Next we show that

wdS wS

U l;(w) O S. Fix an arbitrary U S. By definition of |, 1 (8) U 1,(8) and by transitivity of | 1,(8) U
wlbs

l.(a). Thus Kp) O 1.(a). SinceBDCOMu (shown above), by Lemma C.1(3 U suppu. Hence
LB OS. Thus| 1 (w)OS.m

wlbSs
REMARK C.1. A possibility correspondence | @ - 2% is secondary reflexivef
Oa,p0Q, BUI(a) implies BUI(B). Secondary reflexivity is implied by euclideanness (cf. Footnote 7).
Hence for everyliN, | is secondary reflexive. It follows from the definition ofthat | is also
secondary reflexive.

LEMMA C.3 (Convex hull characterization 6fQC). Let alJQ anduUA(Q) be such that
suppu O I (a). Then
() @ DHQC , if and only if 4 [ [ coP(a),
iCN

where co Ra) is the convex hull of f) = {p, UA(Q) : wll, (a)}, and, therefore,

(i) aOHQC ifand onlyif (| coP(a)# 0.
iCN
Proof. (i) Let a U HQCu . By Lemma C.2, since suppU |,(a), {l (o) : U suppy} is a

partition of supgu. The sets {(w)} are of the form|p, = ql| for appropriate ¢ P(a). It

w O suppu
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follows from this and Definition 2 that = DZ q u(llp, = dll) hence that [ ﬂ coP(a).
atR(

a) iON

Conversely, le 0 [} coP(a). Fix an arbitrary O N and lety = a, q for appropriatea;, = 0

iN qtRTa)
adding up to 1. Consider any_gP,(a) such thap(l/p. = qll) > 0, i.e. (since the supports of any two

elements of Ra) are disjoint)afq > 0. Then, by the dijointness of the supports of the element¢a)f P
q =4 (- |supp q) (- |lIp, = dll). The latter equality follows from the fact that] [|p, = [\ supp q
implies u(w) = 0.

(i) Let a 'HQC. Then there exists all A(Q) such thatr UHQC . Letu=v (- |1,(a)).
Thena O HQCu and supu O |, (a). Hence by part (iu O ﬂ coP(a). ®

iON

PROOF OF THEOREM 1 (the proof is illustrated in Figure C.1)ufose that
a [ f-Agree for somef [J J, that is, there existl, xzDX such thatxl £X, anda O B*(Ilfl = X1|| N
If, =x]I), thatis, J(a) O lIf =x Il n lIf,=xll. Then f 7(x) O P(a) and f™*(x) O PJa). Since
x 2%, f7(x)n f(x)=0. By definition of /, f *(x)and f *(x) are convex sets. Hence
f™(x) O coP(a) and f *(x) O coPa). Thus ¢ n coP,=0. Hence, by Lemma C.3,

a OHQC.

Conversely sppose thatr IHQC. Then, by Lemma C.3, &§(a) n coP(a) = L. Since
coP(a)is convex and compact, by the separating hyperplane theorem (see, for example, Border,
1985, p. 11), there existsx:[RIQI with ¢ # 0 and aradR such that, for athcoPl(a) and

. 1 if ple=za
gdcoP (a), c-p>a> c-q. Letf: A(Q) — {0,1} be given by:f (p) = . Then
2 0 otherwise
fOJ and|(a)O If, =1l n [If,=0ll. Thusa Of-Agree. ®

@ £

Figure C.1

£
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Proof of Proposition 1. Define?z-Agree as ﬂ f-Agree and recall that
fo7,
CA = ﬂ f-Agree. (i) ThatCA [0 J,-Agree is clear, sincé [ /.. Thus we only need to show that

fOg
the violation of Comprehensive Agreement implies the violatioﬁzo‘-‘ngreement. The second part of

the proof of Theorem 1 shows thatif] HQC, then there exists drn] ?2 such that
a U f-Agree. But, by Theorem 1HQC = CA.
(i) LetY: Q - R andf: A(Q) - {0,1} be such thaf(p) = 1 if and only if
; Y(w) p(w) =0. We want to show that [ ?2, that is, (1)f _1(0) and f _l(l) are convex sets
o

and (2)f (1) is a closed set. Let [ (0) andAC[0,1]. Let r =Ap + (1-A) g. We want to show
thatf(r)=0, that is, % Y(w) r(w) <0. Now, % Y(w) r(w) = % Y(w)[A fw) +(1-2) w)]

=A a+(1-A)b, wherea = ; Y(w) p(w) andb = ; Y(w) g(w) . By hypothesis, a<0 and b<0.

HencelAa + (1-A)b <0, that isf(r)=0. The proof thatf _1(1) is convex is similar. The proof that
f (1) is closed is straightforward.

Conversely, lef : A(Q) - {0,1} belong to?z. We want to show that there exists a
Y : Q - R such that, for all pA(Q), f(p) = 1 if and only if ; Y(w) p(w) =0. Sincef _1(0) and
w

f _l(l) are disjoint convex sets, by the separating hyperplane theorem, there @E{glwith

c# 0 and aralIR such that _1(1) O {yD[RIQI y-c=a}and f_l(O) O {zD[RIQI :z-c<a}. Let
v:Q - {1, 2, ..., R]|} be a one-to-one mapping (a numbering of the elemen® ahd define

Y:Q - R as follows: Y¢) =c vy 2 wherec ” is thev(w)th coordinate o€. Then, for every

pOA(Q), ; Y(w) pw) =y, -y, @=y,t-a>0 ifand only if g1f (1), WherQ/pD[le is
w
the vector whose jth coordinate isgfor thatcw for which v(w) = | andalR'”'is the vector in which
every coordinate is equal ol
LEMMA C.4. LetuOAQ). If ad HQCu n suppy then,Ui UN, a U 1(a). Thus (cf.
Footnote 23)—IQCH N suppu O T.

Proof.Let a O HQCu n suppu and fix an arbitrary N. Sincea U ||pi = pi'a||,
u(llp,= pw||) > 0. Choose an arbitrafyl 1.(a). Then Ps= P, and therefore(|lp = pivﬁll) > 0. Since
(@) D'1.(a), BU 1.(a). Hence, sincer L) B,COM  (cf. Definition C.1),810 COM . Thus p =
uC | llp.= pivﬁll). Sinceu(a) > 0, Qﬁ(a) > 0. From this and the equali%p P, We get Qa(a) >0,
thatis,a O 1(a). @

LEMMA C.5. Lety 0 A(Q). ThenHQC  n suppy [ B*<HQCH N suppy).
Proof. Fix u [0 A(Q). In view of the definition of B it is sufficient to show that
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Oi ON, HQCH n suppu O Bi<HQCH N suppu). (C.2)
Leta U HQCH n suppy and fix an arbitrary 1 N. We want to show thaf(ér) U HQCH N SUppy.
Sincea HQCH ,al B*COMH (cf. Definition C.1). By definition of B B*COMH 0 BiB*COMH.
Thusa U BiB*COMH , that is,
l(a) O B*COMH. (C.2)

By Lemma C.4a [ 1.(a) and by definition of |, 1.(a) U 1, (a). Thusa U I, (a) and, since
all B*COMH ,al COMH . Hencea O COMH N suppp. It follows from Lemma C.1 that
l.(a) O suppy. (C.3)

From (C.2) and (C.3) we get thedl) U B*COMH n suppy. Fix an arbitrary3 [ 1.(a). By (C.3),
H(B) > 0. By Secondary Reflexivity of (cf. Remark C.1) U I.(8). By definition of [, 1.(8) U 1,(B).
Thusu(l,(B)) > 0. By (C.2),30 B*COMH . Hence (cf. Definition C.13 [J HQCH. Thus

l(a) O HQCH. (C.4)
The conjunction of (C.4) and (C.3) yields (C.W).
COROLARY C.1. LetaO HQCH n suppu. Then,Ow O 1 (a) O {a}, p(w) > 0.

LEMMA C.6. Let 0T n B.T. Then,OBO1.(a), .(a) = (D).

Proof.Leta O T n B, T and fix an arbitrary3 0 I (a). That |(B) O I,(a) follows from
transitivity of |.. Thus we only need to show thaid) U | (B). By definition of |, sinceBCl,(a), there

exists a sequencéj, ... ] ) in N and a sequend® , n,, ...,n_) in Q such thatn =a,n_=p and,
foreveryk=1, .., mn0 IJ. (n,_,)- By transitivity and euclideanness Pf(d:f. Footnote 7), since, [
k 1
Ij (0), IJ. (o) = Ij (n,). SincealIT, arDIj (0). ThusarDIj (n,). Sincen Ul (o) andallB,T, /71DIj (n,)-
1 1 1 1 1 2
Since/72DIj (n,), by transitivity and euclideanness of I. (n,) = IJ. (n,)- Thusr]lDIj (n,). Repeating
2 2 2

PR

this argument m times, we get thatk =0, ..., m, n, DIj (n,.,)- Thus, by definition of,| n O
k+1
I,(n ), thatis,alll (B). Hence by transitivity of Il (o) U 1,(3). ®

LEMMA C.7 (see Bonanno and NehrirtP97) For every event E] Q, B.E = BB,E.

REMARK C.2. Itis well-known thatif B: 2 — 2% is the belief operator obtained for a
possibility correspondence Q2 - o° (that is,0E O 29, BE = {w Q: I(w) O E}) then it satisfies
the following properties. NecessityB= Q ; Conjunction: B(En F) = BEn BF; Monotonicity: if
E O F then BEL] BF.

PROOF OF THEOREM 2. First we show thaBHC O HQC n T n B, T. Leta O SHC.
Then there exists @ J A(Q) such thatr [ SHCH. SinceSHCH = HQCH N suppy, by Lemma C.4
SHCH 0 T. By Monotonicity of B (cf. Remark C.2), EHCH 0B, T. By Lemma C.SSHCH 0
B.SHC,. ThusSHC 0B,T. Hencex UHQC, n T n BT OHQC n T n BT.
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For the converse, let 1 HQC n T n B, T. Then there exists @] A(Q) such that
al HQCun T n B,T. Sincea U HQCu , M(1 (a)) > 0, that is, there exists] |, (a) such thau(f)
> 0. Furthermoreq UJ B*COMH (cf. Definition C.1). By Lemma C.7,*BOMH = B*B*COMH. Thus
I,(a) O B*COMH. HenceS [ B*COMH. By secondary reflexivity of I(cf. Remark C.1)B U I (B).
Thusu(l (B)) > 0. HenceB O HQCu N suppu = SHCu . Sincea U T, a Ul (a) for all i L] N. Hence
a Ol (a). By Lemma C.6, sincBL I (a), I.(a) = 1.(B). Thusa U I (f). By Lemma C.SSHCH O
B*SHCH. Hencel O B*SHCH , thatis, J(B) U SHCu . Thusa O SHCu .
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