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Cognitive Penetration and the
Reach of Phenomenal Content

Robert Briscoe

 Introduction
*e phenomenal character of a perceptual experience depends, in part, on its rep-
resentational content. What it is like to enjoy the experience of seeing a bowl of
fruit, for example, is determined by (among other things) the various shapes, sizes,
colors, and textures that objects are represented as having in the experience. In
keeping with recent usage (see e.g. Kriegel  and Bayne ), I shall employ the
expression ‘phenomenal content’ to refer to that component of a perceptual state’s
representational content that supervenes on its phenomenal character. Features that
are represented in a perceptual experience, but that can vary without any change in the
experience’s phenomenal character—supposing there be such—are outside the scope
of phenomenal content as understood here.1

Are the phenomenal contents of visual experience informationally encapsulated?
Can information originating from outside of the visual system in,uence the way
an object appears to an observer, where ‘appears’ is interpreted in a phenomenal as
opposed to epistemic sense and where the relevant in,uence on experience is direct,
e.g. not mediated by shi-s in selective attention? If so, then it is psychologically
possible for two observers (or for one observer at di.erent times) to have visual
experiences with di.erent phenomenal contents while seeing and attending to the
same distal stimuli under the same external conditions as a result of di.erences in
other representational mental states.2

*is chapter critically examines two di.erentways of defending the claim that visual
phenomenal content is not informationally encapsulated, that it can be ‘penetrated’ by

1 See Prinz () for an argument that conscious perceptual experiences can have contents that are not
re,ected in their phenomenal character. A visual experience, e.g., on Prinz’s account can represent an object
as having the high-level property of being an apple even if that property makes no di.erence to the way the
object (non-epistemically) visually appears.

2 *is formulation is adapted from Siegel ().
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nonvisual sources of information about the world or the perceiver’s body. I shall refer
to this claim, in what follows, as the ‘penetrability thesis’ (or ‘*esis P’ for short).
Some philosophers have recently argued that acquiring the capacity to categorize

an object as belonging to a certain high-level kind can alter the way the object
subsequently appears. For example, your visual experience of seeing a tiger before
acquiring the ability to distinguish tigers from non-tigers, it is claimed, can have a
di.erent phenomenal character than your visual experience a-er acquiring the ability.
It is then argued that the best explanation of the putative phenomenal contrast between
the two experiences is that the latter, unlike the former, represents the high-level kind
property tiger. *e conclusion that visual phenomenal content can come to include
high-level properties—and thus is not restricted to low-level attributes such as shape,
size, and color—has been referred to as ‘expansionism’ about phenomenal content,
while its denial has been referred to as ‘restrictivism’ (Prinz ). I shall use this
terminology here.
*eorists who pursue one or another variation on this line of argument take what I

shall call the ‘high road’ to*esis P: they seek to show that visual experience can come
to represent high-level properties via some sort of top-down in,uence on lower-level
processing from cognitive systems involved in object recognition. Outputs emanating
from systems dedicated to categorizing perceived objects on the basis of the high-
level kinds to which they belong can, under certain conditions, expand the stock of
attributes that objects may be represented as having in conscious vision and hence, it
is claimed, the way they therea-er look (see Siegel : ).
A rather di.erent approach to defending *esis P eschews appeal to intuitions

about how objects may phenomenally appear to an observer a-er acquiring certain
recognitional dispositions. Further, it does not undertake to show that outputs from
object-recognition systems can extend the reach of visual phenomenal content. Rather,
it relies on psychophysical and neuroscienti?c evidence to motivate the claim that
information originating outside the visual system can modulate the way an object’s
low-level attributes visually appear. Accordingly, I shall refer to this second approach
as the ‘low road’ to *esis P. Unlike theorists who take the high road, theorists who
take the low road attempt only to show that information present in areas outside the
visual systemcandirectly a.ect the value that some low-level, representational variable
assumes, for example, by changing the weighting assigned to one or another source of
optical stimulus information.
*is chapter is divided into three parts: Section  is dedicated to preliminaries and

lays out the distinction between informational encapsulation and cognitive impen-
etrability. In Section , I critically examine three recent high-road arguments for
*esis P deployed respectively by Susanna Siegel (; ), Tim Bayne (), and
William Fish (). I argue that none of them ultimately proves to be successful. In
Section , I switch from o.ense to defense. In particular, I argue—in keeping with the
low-road approach—that there is a substantial body of psychophysical and neurosci-
enti?c evidence that information originating outside the visual system can modulate
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the way an object’s low-level attributes visually appear. Visual phenomenal content, I
show, is signi?cantly in,uenced not only by crossmodal interactions between vision
and other exteroceptive senses such as touch and audition but also by interactions
between vision and nonperceptual systems involved in motor planning and construc-
tion of the proprioceptive body image.

 Some Preliminary De?nitions and Remarks
Informational encapsulation is the most important of the nine de?nitive properties of
amentalmodule enumerated by Jerry Fodor (; ). According to Fodor, if a per-
ceptual input system such as vision or audition is informationally encapsulated, then
the way it processes a set of inputs is computationally insensitive to whatever informa-
tionmight be present elsewhere in other modular or non-modular systems. Cognitive
impenetrability, by contrast, only excludes high-level penetration, e.g. penetration by
the subject’s beliefs, expectations, desire, and other centrally accessible mental states.
As Pylyshyn puts it, ‘if a system is cognitively penetrable then the function it computes
is sensitive, in a semantically coherent way, to the organism’s goals and beliefs, that is, it
can be altered in a way that bears some logical relation towhat the person knows (:
; emphasis added). *at a perceptual input system is cognitively impenetrable,
in this sense, is consistent with informational unencapsulation. Even if processing
internal to the system is impervious to high-level in,uences of various kinds, it may be
computationally sensitive to low-level information originating elsewhere in the brain.

Fodor and Pylyshyn have focused primarily on the question of whether the non-
conscious, ‘early’ visual system is informationally encapsulated and/or cognitively
impenetrable.*e notions of informational encapsulation and cognitive penetrability,
however, can be usefully extended to discussions of conscious visual experience (e.g.
Macpherson ; Siegel ; Wu ). Visual experience, to a ?rst approximation,
is informationally encapsulated if its phenomenal contents are not directly in,uenced
by sources of information emanating from outside of the visual system. And visual
experience can be characterized as cognitively impenetrable if its phenomenal con-
tents are not directly in,uenced by high-level, centrally generated mental states, such
as beliefs, desires, and intentions.3

Orthogonal to the distinction between informational encapsulation and cogni-
tive impenetrability—a distinction with respect to putative sources or causes of
penetration—is a distinction between di.erent kinds of e!ects on phenomenal con-
tent. High-road arguments for *esis P, as characterized above, maintain that infor-
mation emanating from object recognitional systems can cause high-level properties

3 A direct causal link of some kind, however, isn’t enough. As Wayne Wu () has argued, to establish
that visual phenomenal content is penetrated by information originating in some non-visual system Y , it
is further necessary to provide a mechanism whereby the computations that support visual experience are
able to exploit Y as a representational resource.
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to be represented in visual phenomenal content. For example, acquiring the ability
to distinguish tigers from non-tigers might cause the high-level property tiger to be
represented in one’s visual experience of a tiger. On the assumption that the source of
penetrating in,uence here is a properly cognitive one, this would be a case in which
a high-level penetrator has a high-level e.ect on phenomenal content. Alternatively, a
high-level, cognitive penetrator might have a low-level e.ect on phenomenal content,
e.g. by modifying the way an object’s shape, or orientation, or lightness appears.
Correspondingly, a low-level penetrator could, in principle, have either low-level or
high-level e.ects on phenomenal content.

 High-Road Approaches to*esis P
In this section, I critically assess three di.erent arguments for the view that acquiring
object-recognitional dispositions can cause high-level properties to be represented in
the phenomenally conscious contents of visual experience. *e ?rst two arguments,
developed respectively by Susanna Siegel () and Tim Bayne (), employ
an essentially phenomenological methodology. *e third argument, developed by
WilliamFish (), by contrast, draws support from an array of recent psychophysical
and neuroscienti?c ?ndings.

. $e method of phenomenal contrast

In the method of phenomenal contrast, a putative di.erence in phenomenology
between two overall experiences, OE and OE, is treated as an explanandum that
di.erent, rival hypotheses about the contents of visual experience compete to explain
(Siegel ). Siegel brings the method to bear on two cases in which acquired
recognitional dispositions seem to a.ect phenomenology.*e ?rst case contrasts one’s
overall experience when looking at a page of Cyrillic text before learning Russian with
one’s overall experience of looking at the same page a-er learning Russian.*e second
case contrasts one’s overall experience when looking for pine trees in a forest before
and a-er learning to discriminate pines from other kinds of trees. A-er acquiring the
relevant recognitional skills, ‘you can spot the pine trees immediately: they become
visually salient to you’ (Siegel : ).

*e argument from these cases to what Siegel calls the ‘Rich Content View’ has the
following structure (let ‘VE’ and ‘VE’ designate the visual experiences one has when
enjoying overall experiences OE and OE, respectively):

() *e overall experience OE of which VE is a part di.ers phenomenologically
from the overall experience OE of which VE is a part.

() If OE di.ers phenomenologically fromOE, then there is a phenomenological
di.erence between visual experiences VE and VE.

() If there is a phenomenological di.erence between VE and VE, then VE and
VE di.er in phenomenal content.
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() If there is a di.erence in phenomenal content between VE and VE, then it is a
di.erence with respect to the high-level properties represented inVE andVE.
For example, the change in how salient or attention-grabbing the pine trees are
to you in the second case, Siegel suggests, is to be explained by the presence of
the high-level property pine in the phenomenal content of VE and its absence
in the phenomenal content of VE.

Siegel defends premise () against re-descriptions according to which OE and OE
di.er in respect of either occurent non-sensory, cognitive phenomenology or ‘mood-
like’ background phenomenology.*ere are other relevant alternatives in the Cyrillic
text case, however. In particular, reading words in a language that one understands
o-en elicits auditory (and sometimes visual) imagery that is absent when one scans a
page of text written in an unfamiliar alphabet. Grasping the meaning of what we read
can also, in many cases, a.ect our emotional responses. A sign on a forest trail that
reads BHИMAHИE: MEДBEДИ ГPИЗЛИ ПOБЛИЗOCTИ! (BEWARE: GRIZZLY
BEARS NEARBY!) will elicit quite di.erent feelings from Russian speakers and non-
Russian speakers, respectively.

When it comes to the pine-tree example, themost promising skeptical tack, it seems
to me, is rather to challenge premise (), i.e. to accept that there is some sort of
di.erence in phenomenology between VE and VE, but to deny that it is speci?cally
a di.erence with respect to the high-level kind properties that the two experiences
respectively represent.

It is plausible, as Siegel suggests, that an important respect in which the experience
of seeing pine trees changes a-er one learns to recognize them has to do with their
visual salience. Once you know what a pine tree looks like, the presence of a pine
tree in your ?eld of view (at least when you are looking for one) is apparent in a
way that it wasn’t before. (And plausibly such a change in your experience is itself
phenomenologically salient: you notice that it is now easier to ?nd pine trees than
it was before.) *ere are two di.erent ways, however, in which visual salience can
be conferred on a perceived object. On the one hand, objects sometimes have low-
level features in virtue of which they ‘pop out’ from their background and capture the
perceiver’s attention in an exogenous, bottom-upmanner. A bright yellow triangle, for
instance, will be especially noticeable when presented against a background ?lled with
dark, purple discs. Evidently, acquiring the ability to recognize pines does not cause
them to be visually salient in this sense.

On the other hand, an object can be visually salient as the result of top-down factors
that in,uence the allocation of overt or covert selective attention.*e paradigm here
is having a stored, inner representation of some kind—for example, a mental image or
concept—that guides or otherwise in,uences you when searching for the object in a
structured, visual scene. Presumably, it is this latter, recognition-based kind of visual
salience that is at issue in Siegel’s second example.

Inwhat does recognition-based, visual salience consist? Recentmodels of top-down
or ‘guided’ visual search suggest that high-level knowledge about a target object can
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prime or con?gure the visual system to ?nd it in a scene, in particular, by amplifying
the conspicuity of the object’s location in what vision researchers refer to as the
perceiver’s ‘saliency map’ (Koch and Ullman ; Wolfe ; Blaser et al. ; Wolfe
et al. ; Underwood et al. ). A saliency map is an abstract, topographical
representation that records the overall attentional strength of each location in visual
space. *e greater the attentional strength of a location on the map, the more likely
it is to be selected. Evidence gathered in research on top-down search suggests
that a location’s attentional strength is a function of both pre-attentive, bottom-up
feature processing and top-down, cognitive in,uences of various kinds. For example,
stored knowledge about an object’s visual appearance might increase the selection-
relevant weightings assigned to visual representations of certain low-level features,
e.g. certain shapes or colors, if they are distinctive of the object (Wolfe et al. ).
Alternatively, knowledge about the object’s most probable locations in the distal scene
might increase the attentional strength of certain regions on the saliency map while
decreasing the attentional strength of others. Subjects, for example, are much more
likely to ?xate locations on a sidewalk or road when looking for bicycles than when
looking for chimneys or clouds (Henderson and Hollingworth ; Henderson et al.
).
For present purposes, the main point is that the increased visual salience or

attention-grabbingness of the pine trees in Siegel’s second case can be parsimoniously
explained without recourse to the hypothesis that acquiring the ability to recognize
pines causes a certain high-level kind property to be represented in visual phenomenal
content. Rather, in the context of visual search, the visual salience of pines may
be ampli?ed in a top-down manner by knowledge about their distinctive, low-level
features and/or their statistically most probable locations in the scene. Plausibly, both
kinds of knowledge are o-en acquired in the course of learning to discriminate
pine trees.
It should be emphasized in this connection that implicitly categorized stimuli can

capture visual attention evenwhen subjects are not explicitly looking for them. Studies
of inattentional blindness (IB) reported in Mack and Rock () provide evidence
that nonconsciously perceived stimuli are o-en implicitly categorized at the highest
levels of perceptual processing. According toMack andRock’smodel of late attentional
selection, objects that are implicitly categorized as highly meaningful or task-relevant
have the ability to defeat IB and capture the perceiver’s attention (: chs  and ;
also see Mack ). Another way, then, in which acquiring the ability to recognize
an object can contribute to its visual salience is by making the object capable of
defeating IB even when it isn’t the target of deliberate visual search. *e object will
seem especially salient, in other words, because implicit categorization has made it
attention-grabbing.
*ese proposals need to be ,eshed out in more detail than is possible here. *ey

hopefully serve to show, however, that the boost in a kind’s visual salience a-er subjects
have learned to recognize its members can be parsimoniously explained without
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recourse to the expansionist conclusion that the relevant high-level kind property has
come to be represented in visual phenomenal content.

. Associative visual agnosia and the method of phenomenal contrast

A contrast argument recently developed by Tim Bayne () appeals to changes
in phenomenology that are consequent not on the acquisition of recognitional dis-
positions but rather on their loss in ‘pure’ associative agnosia. In relevant cases,
visually acuity, form discrimination, D perceptual organization, and other low-level
perceptual abilities remain intact, but patients are incapable of categorizing objects as
belonging to certain high-level kinds, for example, as tigers, or teapots, or tomatoes.
Bayne contends that associative agnosia is characterized by a loss of a ‘layer’ of

high-level phenomenal content. *e three brief arguments he presents in support of
this claim are motivated by a description of de?cits in a patient with visual agnosia
provided by Rubens and Benson ():

For the ?rst three weeks in the hospital the patient could not identify common objects presented
visually and did not know what was on his plate until he tasted it. He identi?ed objects
immediately on touching them. When shown a stethoscope, he described it as ‘a long cord
with a round thing at the end’, and asked if it could be a watch. He identi?ed a can opener
as ‘could it be a key?’ Asked to name a cigarette lighter, he said, ‘I don’t know’, but named
it a-er the examiner lit it. He said he was ‘not sure’ when shown a toothbrush. Asked to
identify a comb, he said, ‘I don’t know’. When shown a large matchbook, he said, ‘It could be
a container for keys’. He correctly identi?ed glasses. For a pipe, he said, ‘Some type of utensil,
I’m not sure’. Shown a key, he said, ‘I don’t know what that is; perhaps a ?le or a tool of some
sort’. He was never able to describe or demonstrate the use of an object if he could not name
it. If he misnamed an object his demonstration of its use would correspond to the mistaken
identi?cation. . . .Remarkably, he could make excellent copies of line drawings and still fail to
name the subject. . . .He easily matched drawings of objects that he could not identify, and
had no diNculty in discriminating between complex non-representational patterns di.ering
from each other only subtly. He occasionally failed in discriminating because he included
imperfections in the paper or in the printer’s ink. He could never group drawings by class unless
he could ?rst name the subject. (Rubens and Benson : –)

Bayne uses associative visual agnosia to develop a quick contrast argument for expan-
sionism. Although the patient’s experience of low-level perceptual attributes is intact,
it is nonetheless ‘extremely plausible’, he suggests, ‘to suppose that the phenomenal
character of his visual experience has changed’ (Bayne : ). But since the patient,
by hypothesis, has not lost low-level phenomenal content, it follows that he must have
lost high-level or categorical phenomenal content.

Restrictivists will regard this contrast argument as simply question-begging.*ere
is nothing in the quoted passage from Rubens and Benson () that goes beyond
the standard, textbook characterization of associative visual agnosia: viz. the presence
of normal abilities to discriminate low-level perceptual attributes in the absence of
abilities to recognize (properly categorize) the objects towhich those attributes belong.
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*ere is nothing in this characterization, by itself, that underwrites the claim that
associative agnosia leads to a ‘disruption to the phenomenal looks of objects’ (p. ).
Bayne deploys two brief additional arguments in support of the proposal that

‘ “x looks F to S” can capture a genuine phenomenal-looks claim even when “F”
expresses a property that is not sensory in any natural sense of that term’ (: ).
Both proceed by defending view that the kind of object recognition that is impaired
in visual agnosia falls on the perceptual side of the perception/cognition divide.
*e ?rst argument is based on the claim that ‘object recognition of this kind resists

doxastic penetration. It does not matter what one believes about an object; it still
looks like a pipe, a stethoscope, or a cigarette lighter’ (Bayne : ; emphasis
added). *is argument, however, begs the question against restrictivism once again.
*e restrictivist about phenomenal content, as Bayne acknowledges, is quite happy to
allow that a thing can look in a non-phenomenal, epistemic, or comparative sense
like a pipe or some other high-level kind of object. What the restrictivist will not
allow, without a convincing argument, is that a thing can also sometimes look in a
phenomenal sense like a pipe.
*e second argument relies on the claim that object recognition cannot be restored

in associative agnosia by the ‘insertion’ of a belief about the perceived object’s high-
level kind properties.*e argument goes like this:

() According to nonperceptual, doxastic models of object recognition, there are
two components in visual recognition, a belief component and a looking com-
ponent: seeing that such and such a type of object is present is a matter of
forming an appropriate belief or judgment on the causal basis provided by one’s
visual experience of the object.

() But suppose that a patient with pure associative agnosia ‘su.ers from a freak
neurophysiological condition that causes him to believe that every object he
is looking at is a pipe. *is case satis?es . . . the causal condition on visual
recognition, but it seems doubtful whether it suNces to reinstate the missing
experiential content’ (Bayne : ).

() Hence, doxasticmodels of object recognition are inadequate. ‘Perceptual recog-
nition is not simply a matter of believing that such and such a type of object is
present whilst enjoying low-level visual experience’ (Bayne : ).

*is line of argument is doubly problematic. First, premise () again simply assumes
that a layer of experiential content is missing in visual agnosia. Second, it is doubtful
that proponents of nonperceptual models of object recognition would accept the freak
neurophysiological condition described in premise () as an adequate causal basis
for recognizing something as a pipe. In order to recognize an object O as a pipe, it
might be argued, it isn’t suNcient that seeing O just somehow causes you to form the
belief thatO is a pipe. Rather,most psychological theories of object recognition suggest
that the adequate causal basis minimally would involve perceivingO to have a certain
cluster of visual attributes, e.g. a certain shape and size, and, in addition, computing



!
!

“-John-Zeimbekis-Ch-drv” — // — : — page  — # !
!

!
!

!
!

OUP UNCORRECTED PROOF–REVISES, //, SPi

 r. briscoe

the similarity between O and a stored, inner representation of the category pipe.
From this empirically informed perspective, a ‘freak’ neurophysiological condition
that somehow causes you to believe that every visually perceived object is a pipe is
a condition in which no object is visually recognized as a pipe.

Bayne, I conclude, fails to show that cases of pure visual associative agnosia provide
any non-question-begging reason to think that the reach of perceptual phenomenality
extends to high-level properties.

. Empirical arguments for high-level properties in visual experience

Unlike Siegel and Bayne, William Fish () has evinced skepticism about the
prospects of using an essentially phenomenological methodology to determine the
scope of phenomenal content. Instead, he appeals to three di.erent sources of empir-
ical evidence to motivate the conclusion that high-level properties appear in the ‘sen-
sory, presentational component’ of visual experience—in its phenomenal character—
and not merely in our cognitive or ‘interpretive’ responses to that component.4

Although Fish is primarily concerned with the question of which properties appear
in the sensory component of visual experience rather than with the question of
whether or not visual experience is cognitively penetrable, the empirical evidence he
reviews is certainly germane to the latter. As Fiona Macpherson () writes:

People who subscribe to the existence of high-level content in visual experience are likely to
reject cognitive impenetrability. *is is because many of the arguments for high-level content
proceed by arguing that learning can a.ect which visual experience one has. . . . For example,
plausibly, the visual system does not come ready-made to represent pine trees or the speci?c
individual that is my brother.*is is a type of tree and a particular human that not all humans
will encounter. If all such speci?c representational abilities had to be built-in to the visual system
it would be enormous and unwieldy. But, perhaps on repeated exposure to pine trees or to my
brother, a subject can come to notice features that all and only such trees have and that all and
only that person has. And perhaps the subject’s knowledge of these features can feed into their
visual system so that they come to have visual experiences that are sensitive to those features,
at least sensitive in a way that they were not before. In this way, the subject would come to have
visual experiences that they did not have before—visual experiences that represent pine trees or
my brother. In other words, a very plausible mechanism for visual experiences coming to have
high-level content is that the visual system is penetrated by the cognitive system. (: –)

Hence, if psychological ?ndings suggest that high-level properties are represented in
the phenomenal contents of visual experience—or, as Fish would rather put it, in its
presentational component—then this would be seemingly good reason to suppose that
visual phenomenal content has been penetrated by information originating outside of
the visual system.

4 Although Fish’s naïve realist commitments lead him to speak of properties that appear in the presen-
tational component of visual experience rather than properties that are represented in visual phenomenal
content, this doesn’t a.ect my assessment of the evidence he adduces or the arguments he develops.



!
!

“-John-Zeimbekis-Ch-drv” — // — : — page  — # !
!

!
!

!
!

OUP UNCORRECTED PROOF–REVISES, //, SPi

the reach of phenomenal content 

Fish’s ?rst source of evidence involves the ?nding that high-level object and scene
properties can be perceived in the absence of focal attention. In particular, subjects
engaged in a task that required them to attend to a -letter array presented in central
vision were found to be able to determine with about % accuracy whether a scene
presented in peripheral vision contained either animals or vehicles (Li et al. ).
Here is the argument that Fish develops for the conclusion that high-level kind
properties ?gure in the presentational component of visual experience:

() ‘It would seem independently plausible . . . to suppose that, for processes of
interpretation to take place, we would need to allocate additional cognitive
resources to the task. . . . [I]f a property requires attention to be perceived, per-
haps this is evidence that it should be located in the interpretative component
of a visual experience; if it can be perceived preattentively, this is reason to
think that it appears in the presentational component’ (Fish : ; emphasis
added).

() *e best interpretation of ?ndings reported by Li et al. () is that kind
properties such as animal or vehicle can be perceived without attention.

() So there is reason to think that kind properties such as animal or vehicle can
appear in the non-interpretive, presentational component of visual experience.

*ere is good evidence that an object’s properties can be perceived without atten-
tion. Indeed, psychophysical ?ndings garnered in the previously mentioned studies
of inattentional blindness suggest that a pre-attentively perceived object may be
(implicitly) categorized as belonging to a certain high-level kind (Mack and Rock
; Mack ). *e problem is that the same studies also provide compelling
evidence that attention is necessary for conscious perception. In other words, a pre-
attentively perceived object may be categorized by the visual system as an animal, or
a vehicle, or some other high-level kind even though the object is absent from the
sensory, presentational component of visual experience, contrary to premise ().5 In
addition, the interpretation of the ?ndings reported by Li et al. () in premise
() is contestable. In particular, there is no reason to think that the scenes presented
in subjects’ peripheral vision were completely unattended. Rather, as Jesse Prinz has
pointed out, di.use, nonfocal attention may have been allocated to them (Prinz :
–). It is worth mentioning that the experimenters themselves conclude only that
‘rapid visual categorization of novel natural scenes requires very little or no focal
attention’ (Li et al. : ; emphasis added).

Fish’s second source of evidence comes from studies that suggest that high-level
properties can be rapidly detected. For example, Fabre-*orpe et al. report that human
subjects can detect the presence of an animalwith %accuracy and amedian reaction
time of ms in natural images that are ,ashed for only ms (: ).

5 See Cohen et al. (: ) for further evidence in support of this assessment.
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Fish assumes that, if properties can be detected quickly, then this is evidence that
they appear in phenomenal character. Why? Quoting Prinz, he appeals to a dominant
view of visual processing in cognitive science:

[P]erception may work in the following way. A-er transduction, a signal is propagated through
a hierarchically organized sequence of subsystems, which begin by producing representations
of local features and move on to representations that are more global and invariant.

(Prinz : )

*e idea, I take it, is that if a property is detected quickly, then, given the above view
of how visual perception works, its detection must occur at a relatively early stage
in the visual processing hierarchy and, hence, prior to the involvement of cognitive,
interpretative mechanisms.

*e problem is that the above account of perceptual processing actually implies that
detection of viewpoint-invariant, high-level kind properties occurs at the uppermost
stages of the processing hierarchy—for example, in the lateral occipital complex—
not at earlier, feature-representing stages such as V or V (see e.g. Grill-Spector
and Malach ). Categorization may be astonishingly rapid, but it is driven to a
signi?cant extent by even faster local feature processing. So, contrary to Fish, the
rapidity with which objects and scenes are categorized as having certain high-level
properties does not provide evidence that those properties are represented at a ‘pre-
interpretive’ level of perceptual processing.

Fish’s ?nal source of evidence comes from studies of visual adaptation and its
a-ere.ects. Adaptation to an oblique grating, for example, can cause vertical lines
subsequently to look tilted in the opposite direction. Similarly, adaptation to the
downward ,ow of water in a waterfall can make stationary objects on the riverbank
appear to ,ow upwards for a few seconds. While the underlying mechanism of
adaptation isn’t fully understood, it is generally thought to involve reduction of activity
and/or sensitivity in neural populations involved in processing the adapting stimulus
attribute (Grill-Spector et al. ).

Fish appeals to the existence of seemingly high-level adaptation a-ere.ects to
motivate the claim that high-level properties appear in the presentational component
of visual experience. In particular, he appeals to evidence provided by Burr and Ross
() that numerosity is susceptible to adaptation. Adapting to a large number of
dots on a circular patch, Burr and Ross report, decreases the apparent numerosity of
a neutral (averagely populated) patch, while adapting to a small number of dots has
the opposite e.ect.6 *e conclusion that high-level properties can sometimes appear
in the presentational component of visual experience is then inferred by means of the
following argument:

6 A demonstration is available here: <http://www.current-biology.com/cgi/content/full////DC/>
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Figure . Adapting texture density versus adapting numerosity. Reproduced, with permission,
from Durgin ()

() ‘[A]ll agreed primary visual properties—the properties (such as size, orienta-
tion, shape, colour and motion) that everyone agrees appear in phenomenal
character—are susceptible to adaptation’ (Fish : ).

() ‘So if we can show that another property is also susceptible to adaptation, we
have an argument that this property appears in phenomenal character too’ (Fish
: ).7

() Burr and Ross () provide evidence that numerosity is susceptible to adap-
tation.

() So there is evidence to think that numerosity, a high-level property, appears
in phenomenal character. As Burr and Ross conclude: ‘just as we have a direct
visual sense of the reddishness of half a dozen ripe cherries, so we do of their
sixishness. In other words there are distinct qualia for numerosity, as there are
for color, brightness, and contrast’ (: ).

It is open to question, however, whether Burr and Ross () do in fact provide
evidence for adaptation to numerosity. An empirically well-motivated, alternative
explanation is that the numerosity judgments made in Burr and Ross’s experiment are
based on perceived, relative texture density rather than perceived, relative numerosity
(Durgin ). Consider Figure .. Following adaptation to the two circular texture
patches in the top row, a neutral patch subsequently presented within the region
adapted to the less numerous but more dense texture (bottom row, right) appears less
dense, and hence less numerous, than a neutral patch presented within the region

7 *e inference from () to () commits the converse error, but I shall put this objection aside to focus
on premise ().
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adapted to the more numerous but less dense texture (bottom row, le-). Unlike
numerosity, however, texture density is a low-level visual property. So evidence that
texture density is susceptible to adaptation does not support the claim that high-level
properties can appear in phenomenal character.

Fish also appeals to evidence that adaptation to a human face can a.ect the visual
appearance of subsequently seen faces. Adapting to a picture of a face that has been
horizontally or vertically extended, for example, makes a picture of the original, non-
distorted face appear distorted in the opposite direction (Webster and MacLin ).
Adapting to an ‘anti-face’ (see Figure .)—a synthetic face created by locating the
position of a target face relative to the average face in high-dimensional face space and
then inverting the di.erences between them—makes the average face appearmore like
the target face and also makes it easier for subjects to identify the target face (Leopold
et al. ). Adapting to a female face makes a subsequently presented androgynous
face—formed by morphing between a female and male face—appear more masculine
(Webster et al. ). Adapting to certain facial structures and textures and can lead
to signi?cant a-ere.ects in apparent age (O’Neil and Webster ).8

Corresponding to speci?c di.erences in con?gural and surface properties between
faces, then, there are speci?c di.erences in adaptation and resultant visual a-ere.ects.
Webster and MacLeod () argue that these a-ere.ects support a norm-based
model of face coding and a normalization model of face adaptation. According to
the norm-based coding model, individual faces are represented in the visual brain in
terms of their direction and distance from a prototypical or average face in a high-
dimensional, perceptual face space (see LoRer et al.  and Leopold et al. 
for consistent fMRI evidence). And according to the normalization model of face
adaptation, adapting to an individual face ‘renormalizes’ perceptual face space so that
the face that appears perceptually neutral or average is shi-ed in the direction of the
adapting face.9

Studies and current theoretical models of face adaptation, while suggestive, don’t
seem to provide compelling evidence that high-level face properties ?gure in what
Fish calls the ‘presentational component’ of conscious visual experience. One source of
diNculty is that a-ere.ects induced by complex, real-world objects are likely to re,ect

8 For a detailed review of ?ndings and theoretical assessment, see Webster and MacLeod ().
9 Webster and MacLeod review several sources of evidence for a norm-based coding system. Here

are two. First, adapting to a con?gurally distorted face signi?cantly alters the appearance of a neutral,
undistorted face, but adapting to the neutral face does not a.ect the appearance of the distorted face
(Webster and MacLin ).*e renormalization model predicts this asymmetry: ‘the neutral face simply
reinforces the current norm or neutral point in face space and hence changes nothing, whereas the distorted
adapting face induces a shi- in the neutral point so that the previously neutral faces are no longer seen
as such’ (Webster and MacLeod : ). Second, the appearance of the adapting face is itself altered
by the adaptation process so that it looks less distinctive, i.e. less divergent from the norm, and, further,
produces a global shi-s in the same direction for all other faces in face space, e.g. adapting to a horizontally
extended face makes every subsequently seen face look narrower.*is again suggests the immediate result
of adaptation is a ‘recentering’ of face space nearer to adapting stimulus so that the adapting face appears
perceptually less distinctive and closer to the average.
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Original face Anti-face

Figure . Faces and their corresponding anti-faces. Reproduced, with permission, from
Leopold et al. ()

changes in sensitivity at all levels of the visual processing hierarchy, starting as early as
the retina (this is the problem of what Xu et al.  call ‘a-ere.ect inheritance’). In
consequence, a-ere.ects that are suggestive of adaptation to some high-level attribute
or category may in many cases be caused by adaptation of simple feature detectors or
mechanisms that represent ‘holistic’ but low-level stimulus attributes. *us Webster
and MacLeod write:

[T]he selectivity of the adaptation for di.erent natural facial categories [e.g. race or gender] does
not require that themechanisms of face coding are directly tuned to these speci?c categories, for
as long as the mechanisms can be di.erentially adapted by di.erent categories they will result
in selective a-ere.ects. (: )
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[I]t remains unclear whether there are special axes in the representation of faces—perhaps
corresponding to prominent natural categories—or if the selectivity of the a-ere.ects simply
re&ects the distances between the stimuli in face space . . .*e point is that we cannot be con?dent
that facial attributes that appear salient or ecologically relevant are the stimulus attributes that
face processing is directly encoding. (: ; emphasis added)

In short, the available scienti?c evidence underdetermines the question of whether
the a-ere.ects observed in face adaptation studies re,ect changes in the sensitivity of
neurons that explicitly represent high-level facial attributes or at the level of neurons
that code for the lower-level ‘building blocks’ of possible faces. Hence, it is unclear at
present how best to characterize the nature of face adaptation a-ere.ects.

Preliminary grounds for skepticism about Fish’s assessment, however, comes from
a recent study of cross-category adaptation. Javadi and Wee () adapted subjects
to images of objects strongly associated with one gender, e.g. lipstick for females or
motorcycles for males, and then asked them to judge the gender of an androgynous
face. *ey found that subjects were more likely to characterize the appearance of
the androgynous face as masculine when the images were of objects associated with
women, and vice versa. It is highly implausible, however, that there is a high-level,
visible property or ‘look’ that is common to feminine faces, tubes of lipstick, and
tiaras (or to masculine faces, motorcycles, and electric razors). But, if not, then at
least some gender-related visual a-ere.ects do not seem to arise in consequence
of adaptation to the presence of high-level gender properties in visual phenomenal
content.10

 Low-Level E.ects on Visual Phenomenal Content
According to*esis P, visual phenomenal content is not informationally encapsulated,
i.e. it can be penetrated by information from outside the visual system. In the last
section, I criticized recent ‘high-road’ approaches according to which acquiring the
ability to categorize an object as belonging to a certain high-level kind can cause the
relevant kind property to be represented in visual experience (or to be present in
what Fish calls its ‘presentational component’) and thereby alter the way the object
subsequently appears.

*e approach to defending*esis P, examined in this section, doesn’t undertake to
show that inputs from cognitive systems can extend the reach of visual phenomenal
content: it is neutral with respect to the question of whether such inputs can augment
the range of attributes that objects may be represented as having in conscious seeing.

10 It should also be emphasized that there are numerous respects in which perceptual processing for
faces is special, i.e. involves face-speci?c cognitive and neural processes (for discussion, see McKone et al.
). Hence, even if expansionist conclusions with respect to face perception were empirically warranted
by face adaptation research, there would be no guarantee that they could be extended unproblematically to
perception of other kinds of objects.
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Rather, it relies on psychophysical and neuroscienti?c evidence to motivate the claim
that information originating outside the visual systemcanmodulate theway an object’s
low-level properties visually appear.
*ere is a large body of evidence that when visual information about the envi-

ronment con,icts with information received in another modality, vision typically
dominates. In the ventriloquism e.ect, for example, the visually perceived location
of a stimulus captures auditory localization of a sound source. Vision has also been
found to exert a dominating in,uence on both touch and proprioceptive estimates of
limbposition and body posture (Stratton ; Harris ; Rock andHarris ).*e
e.ect of vision on othermodalities is not limited to spatial localization. It can also have
a striking in,uence on speech perception. In the McGurk e.ect, for example, which
syllable a speaker is heard to pronounce strongly depends on how her lips visually
appear to move.
It would be a mistake, however, to think that when the senses con,ict, vision is

always the recalcitrant modality. While evidence that vision can a.ect phenomenal
contents in other modalities has been available for over a century (Stratton ),
recent ?ndings from studies of multisensory integration suggest that the in,uence can
also go in the other direction. In what follows, I present four cases in which sources
of information originating outside of the visual system a.ect the way an object’s low-
level properties appear in visual experience. *e ?rst three are cases of what I shall
refer to as ‘synchronic, low-level informational penetration’ (or SLIP). A fourth case,
by contrast, suggests that visual phenomenal content can sometimes be cognitively
penetrated by the subject’s high-level intentions to engage in motor actions.

. Tactile-visual SLIP

*ere are numerous, independently variable sources of information in the light
sampled by the eye.*emore important of these include binocular disparity, vergence,
occlusion, motion parallax, texture gradients, shading, re,ections, and relative size
(for a comprehensive review, see Bruce et al. ). In many cases, however, visual
estimation of an environmental property is optimized by recruiting sources of auxil-
iary information from outside the visual system.*esemay be directly integrated with
available sources of optical stimulus information and/or used to change the weighting
assigned to one or another source of such information.

Receiving touch-based information about a surface’s D orientation, for example,
can in,uence the way the surface subsequently visually appears. Ernst et al. ()
performed an experiment in which texture-based and disparity-based sources of
optical information about a surface’s slant were set in con,ict.*ey found that haptic
feedback consistent with one or the other source of visual information changed the
subsequent visual appearance of the surface’s slant for up to twenty-four hours. For
example, when haptic signals were consistent with the texture-speci?ed slant, the
visual appearance of the surface’s D orientation was closer to the texture-speci?ed
slant than before training.
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*is ?nding indicates that the weighting of a source of visual information in
perceptual processing is not always determined by its overall ecological reliability,
but can also be modulated contextually by feedback from other senses. In a recent
study, vanBeers et al. () undertook to estimate how rapidly theweightings assigned
to visual cues change during training with haptic feedback. Subjects were instructed
to place a cylinder ,ush onto a slanted, checkerboard surface. *e apparent D
orientation of the surface was perceptually determined on the basis of bothmonocular
and binocular cues. In some trials, these cues could con,ict; when this was the case,
the haptic feedback that subjects received as they placed the cylinder on the surface
was consistent with one but not the other cue. Van Beers et al. estimated the weights
respectively assigned to monocular and binocular cues in each trial by monitoring
the orientation of the cylinder just before it contacted the surface. *ey discovered
that signi?cant cue reweighting occurred a-er only about  con,ict trials with small
but non-negligible changes in weights a-er each trial (: ).*is result constitutes
empirical evidence that visual orientation perception is susceptible to synchronic, low-
level informational penetration (SLIP) by touch.

. Audiovisual SLIP

Asmentioned above, in themost familiar examples ofmultisensory integration, vision
exerts a dominating in,uence on other senses. *e previous subsection, however,
shows that the in,uence can ,ow in the other direction, with vision exhibiting sus-
ceptibility to change in the face of intersensory con,ict with touch. In this subsection,
I review evidence that what see can also be in,uenced by what we hear.

In the ‘stream-bounce illusion’ (Sekuler et al. ), audition in,uences an object’s
perceived trajectory in space. Subjects are shown an ambiguous display in which two
objects can be perceived either as streaming through each other (without a change in
their directions) or as bouncing o. of each other (with a reversal in their directions),
depending on whether or not a brief sound is heard when they coincide. *e nature
of the illusory e.ect, however, isn’t fully understood. One possibility is that the sound
modulates motion perception simply because it causes attention to be momentarily
withdrawn from the moving targets (Watanabe and Shimojo ). Consistent with
this hypothesis it has been found that other transient attention-capturing stimuli, e.g.
a visual ,ash or a brief tap on the subject’s ?nger, bias the visual system toward the
bouncing interpretation of object motion.*is speaks against the presence of audio-
visual SLIP in the etiology of the illusion.

Persuasive evidence for audio-visual SLIP, however, comes from the ‘sound-induced
,ash illusion’ (Shams et al. ; ). When a black disk is ,ashed once, but
accompanied by two brief beeps, it is visually experienced as having been,ashed twice.
‘*is phenomenon’, Shams and co-authors suggest, ‘clearly demonstrates that sound
can alter the visual percept qualitatively even when there is no ambiguity in the visual
stimulus’ (: ). Information originating in the auditory system, it appears, can
sometimes in,uence the phenomenal contents of visual experience.
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Several sources of evidence point to a perceptual, non-cognitive interpretation of
this e.ect. First, the illusion is insensitive to the observer’s beliefs: knowing that
the disc has only been ,ashed once does not eliminate the illusion. Such belief-
independence is o-en taken to be a hallmark of perception. Second, the e.ect does not
appear to be due to either task diNculty or to a cognitive strategy that involves counting
the number of beeps. *ird, neuroimaging studies have shown that the illusion is
correlated with changes in activity in low-level visual cortical areas, including V
(Watkins et al. ; Mishra et al. ). *is speaks strongly against a cognitive
interpretation of the e.ect. Last, Rosenthal et al. () found that the illusion is
signi?cantly resistant to feedback training in which subjects are apprised about their
errors. Together, these ?ndings suggests that audition is genuinely a.ecting visual
phenomenal content by means of SLIP.

. Proprioceptive-visual SLIP

Size constancy is a basic feature of visual experience. We see a ?re hydrant, for
instance, as having roughly the same intrinsic or ‘absolute’ size despite variations in
our perspective and other viewing conditions. What is it, however, to perceive an
object’s intrinsic size and not merely its size relative to other objects in our ?eld of
view? Clearly, it is not enough that there be some proximal stimulus variable whose
values correspond to variations in the extent of the object. Perceivers must also make
use of a spatial scaling scheme of some kind that assigns intrinsic sizemeaning to those
values.11 In the case of human perception, how is such scaling achieved? If the units
in terms of which perceived spatial extents are scaled are not conventional units such
as feet or inches (Peacocke ), then how are they scaled?
One philosophically in,uential answer to this question, dating back toMalebranche

in the th century, is that an object’s perceived size is scaled to one’s sense of the
size of one’s own body. ‘Our sight’, Malebranche writes, ‘does not represent extension
to us as it is in itself, but only as it is in relation to our body’ ([–]: I.,
§; quoted by Simmons ). *e purpose of spatial vision isn’t to provide us with
information about objects suitable for precise, mathematical calculation, but rather to
adapt our actions to the structure of the Denvironment. In keepingwith this purpose,
visual experience represents properties such as size, shape, and distance using a body-
relative scaling scheme that action-planning systems understand. As Simmons puts it,
‘Sensory perception . . . re,ects one’s own body in the way it represents objects.*is in
turn helps to explain why sensory perception is especially suited to helping the mind
to direct its body safely through the world’ (: ).
*e idea that visual perception makes use of an egocentric, body-relative scaling

system ?nds supports in several decades of psychophysical work on size and distance
perception. One reliable source of information about spatial layout, for example, is the
‘horizon ratio’ (Sedgwick ; ). Because the horizon line is always at eye level

11 An analogous problem arises with respect to distance perception. See Schwartz (: ).
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in the optic array, the height of an object from its base to the point where it visually
intersects the horizon is equal in height to the elevation of the perceiver’s eyes above
the ground. Hence, the ratio of the object’s height (h) to the height of the perceiver’s
eyes (e) is approximately equal to the ratio of the vertical visual angle subtended by
the object (H) to the vertical visual angle subtended by the portion of the object below
the horizon (E):

h/e = H/E

In other words, the height of an object, when estimated using the horizon ratio, is
scaled in eye-height units. For example, if a tree’s horizon ratio is :, then the tree is
approximately ?ve eye-height units tall.

*ere is psychophysical evidence that the visual system makes use of the horizon
ratio, among other sources of information, when estimating an object’s height (Mark
; Warren andWhang ; Rogers ) as well as when estimating its egocentric
distance (Ooi et al. ) and width (Wraga ).12 If human perceivers do make use
of eye-height-scaled information, then it should, in principle, be possible to modify
how far and/or how large objects appear in visual experience by altering a subject’s
awareness of the size of her own body.13 *is prediction is borne out by a recent study
of the perceptual e.ects of the so-called ‘body swap’ illusion.
Partial body-ownership illusions are well known. For example, in the rubber-hand

illusion (Botvinick and Cohen ), subjects vividly experience tactile sensations as
arising in a prosthetic rubber handwhen it is stroked in synchronywith strokes applied
by the experimenter to the subject’s own, unseen hand. Using a similar visuotactile
stimulation technique, however, it is also possible to induce the illusion of owning an
entire body distinct from one’s own (Lenggenhager et al. ; Petkova and Ehrsson
; Lenggenhager et al. ). In  study, van der Hoort and colleagues sought
to determine whether it is possible (a) to induce illusory ownership of an abnormally
large or small arti?cial body and, if so, (b) whether the induced illusory experience, in
turn, in,uences visual perception of spatial layout.
Subjects, lying on their back and looking toward their toes, were presented via a

head-mounted display with real-time video of the abdomen and legs of an arti?cial
body, varying between , , and  cm in height. To induce the body-swap illusion,
the participant’s body and the arti?cial body were touched in synchrony for four
minutes. *is resulted in a powerful body-swap illusion, even when subjects were
visually presented with the torso and legs of a small, -cm doll. ‘[M]ost participants’,
van der Hoort et al. write, ‘were not aware of the extremely small size of the doll that

12 For a helpful overview, see Bennett ().
13 Warren and Whang () showed that subjects overestimate height and width when e.ective eye-

height is underestimated.*eir experimental paradigm, however, involved use of a false ,oor that surrepti-
tiously increased the target’sH/E ratio rathermanipulation of subjects’ internal representations of body size.
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they felt ownership of. Instead, they experienced themselves to be located in a “giant
world” ’ (: ).
*e experimenters then investigated whether the illusory change in body size also

evoked changes in the perceived distances and sizes of external objects shown in
the display. Subjects, when asked to walk with their eyes closed to the previously
seen location of an object, it was found, walked a signi?cantly longer distance during
the small-body condition and a signi?cantly shorter distance during the large-body
condition. Verbal estimates of object size were found to be congruent with behavioral
measures of distance perception. When subjects experienced themselves as owning a
very large body, for example, they saw objects not only as closer but also as smaller
than when they experienced themselves as owning either a very small or a normal-
sized body.
In order to exclude the possibility that these e.ects were due to use of the body

seen in the display as a visual, relative size cue, van der Hoort et al. manipulated
the strength of the illusion by touching the prosthetic body in or out of synchrony
with touches applied to the subject’s own body. Although the size of the body seen
in display was the same in both conditions, only the synchronous touch condition
lead to signi?cant distortions in visual space perception. In other words, subjects only
experienced distances as signi?cantly shorter or longer when they had the illusory
experience of owning the prosthetic body.

Two points are important. First, perceivers’ representations of their own body size
appear to be both highly labile and rapidlymodi?able under conditions of intersensory
con,ict: when synchronous visual and tactile cues disagree, the brain swi-ly alters
its representation of the body’s metric properties in deference to vision. Second, the
?ndings reviewed here suggest that perceivers use representations of their own body
size to calibrate visual estimates of the distances and sizes of objects in the external
word, much asMalebranche originally proposed. Taken together, they provide further
support for proprioceptive-visual SLIP. In particular, they provide support for the
claim that the computations underlying conscious visual space perception make use
of nonvisual, proprioceptive information about body metrics as an informational
resource.

. Intentions for action penetrate visual size perception

A number of studies, beginning with Aglioti et al. (), have reported that the
Ebbinghaus illusion has a signi?cantly greater e.ect on visual awareness than on
visually guided grasping. Although the disk surrounded by small circles in the illusion
display typically looks about % larger than the disk surrounded by large circles,
the increase in maximum grip aperture when reaching for the former disk exhibits
a magnitude of only %.

*is ?nding in addition to various pieces of neuropsychological evidence has been
used tomotivate a dual-systemsmodel of visual processing according towhich ‘vision-
for-perception’ and ‘vision-for-action’ are subserved by functionally and anatomically
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distinct processing streams in the primate brain (Milner and Goodale /).14
According to proponents of the dual-systems model, the illusion has a di.erent e.ect
on visual awareness than on visually guided grasping because the former makes use of
di.erent sources of visual size information than the latter. On this model, how the size
of an object appears in conscious vision should not in,uence grip aperture; conversely,
how the size of the object is represented by motor systems that guide grasping should
not in,uence representation of its size in conscious vision.

At variance with this idea, however, Vishton et al. () found that the act of reach-
ing for a disk in a three-dimensional version of the Ebbinghaus illusion signi?cantly
diminished the magnitude of the e.ect on subsequent perceptual estimation (.%
for perceptual estimation vs. .% for grasping). Strikingly, they also found that when
subjects were merely informed prior to engaging in the perceptual estimation task
that they would subsequently be required to grasp the disk that appeared larger, the
e.ect of the illusion on visual awareness was again signi?cantly diminished (.% for
perceptual estimation vs. .% for grasping). ‘Simply listening to a description of a
reaching task’, the experimenters write, ‘seems to a.ect size perception’ (: ).

*ese ?ndings suggest that visual phenomenal content can be cognitively pene-
trated: high-level information from outside of the visual system seems to alter the
way an object’s size appears. *ere are di.erent possible mechanisms whereby such
penetration might occur. Vishton et al. propose that ‘intending to reach for a target
changes how the reacher perceives it’ and that ‘action choice changes the nature of
visual size perception’ (: ). But how does action selection have this e.ect?
One possibility (a) is that an abstract, high-level intention to act—either a ‘distal’
or ‘proximal’ intention in the sense of Pacherie —somehow exerts a direct
in,uence on perceptual estimation, say, by changing the relative weightings assigned
by vision to sources of depth information such as binocular disparity, vergence, and
accommodation. Since size estimation depends, in part, on perceived distance, this
could explain the in,uence of intention on perception. A second possibility (b) is that
the e.ect is brought about via lower-level motor representations that implement the
subject’s high-level intention. *is would arguably still count as a case of cognitive
penetration if the lower-level motor representations carried information from the
subject’s high-level intention that in,uenced relative cue weighting or other visual
computations (Wu ). A third possibility (c) looks to elicitedmotor imagery for the
source of penetration. Possibility (c), however, is not entirely distinct from (a) and (b),
since there is evidence that internally rehearsing the performance of an action activates
representations at all levels in the motor processing hierarchy. A ?nal possibility (d) is
that the e.ect isn’t due tomotor representations at all, but rather to the subject’s beliefs
about the action she has been requested to perform. Future studies must investigate

14 For di.erent philosophical assessments of the dual systems model, see Briscoe (), Clark (),
and Briscoe and Schwenkler (forthcoming).
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which, if any, of these explanations best accounts for the e.ects that Vishton and his
co-authors report.15

 Conclusion
*is chapter examined two approaches to the question of whether visual phenomenal
content can be in,uenced by information originating outside the visual system. ‘High-
road’ arguments undertake to show that acquiring the capacity to categorize an
object as belonging to a certain high-level kind can modify the way the object subse-
quently appears by causing the relevant kind property to be represented in perceptual
experience. Both phenomenological and psychological considerations put forward in
support of this conclusion were examined and found to be unconvincing. ‘Low-road’
arguments, by contrast, seek to show that information from outside the visual system
can modulate the way an object’s low-level properties visually appear. In the previous
section, I presented some compelling psychophysical and neuroscienti?c evidence for
this view.*e empirical ?ndings scouted there suggest that visual phenomenal content
is not only in,uenced by information imported from other peripheral input systems,
such as audition and touch, but that it can also be penetrated by proprioceptive
representations of the size of one’s own body as well as by computationally high-level
motor intentions.16
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