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Abstract   Taking Carnap’s classic exposition as a starting point, this paper develops a pragmatic 
account of the method of explication, defends it against a range of challenges and proposes a detailed 
recipe for the practice of explicating. It is then argued that confusions are involved in characterizing 
explications as definitions, and in advocating precising definitions as an alternative to explications. 
Explication is better characterized as conceptual re-engineering for theoretical purposes, in contrast to 
conceptual re-engineering for other purposes and improving exactness for purely practical reasons. 
Finally, three limitations which call for further development of the method of explication are 
discussed.  
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1. Introduction  

Explication in Carnap’s sense is a method of re-engineering concepts with the aim of advancing 
theory: a concept is replaced by an explicitly characterized ‘new’ concept which can be used in place 
of the ‘old’ concept in relevant contexts but proves advantageous in respects such as being more exact, 
fruitful, simple or precise.1 Examples of explications abound in science and philosophy. Mineralogists 
follow Mohs in explicating hardness with reference to scratching tests, economists explicate familiar 
notions such as work or poverty, epistemologists develop justified-true-belief accounts that explicate 
knowledge, logical theories offer equivalent as well as alternative explications of the concept valid 
inference, and in ethics, concepts such as justice, blame, risk and promise are explicated.2  

Interest in explication has recently seen a revival. Discussions range from Maher’s (2006; 2007; 
2010) resurrection of Carnap’s project of explicating probability to Kitcher’s (2008) appeal to 
explication in the philosophy of biology and Justus and Shepherd’s (Justus 2012; Shepherd and Justus 
2015) defence of explication as a philosophical method. Many studies (see, e.g. Wagner 2012; 
Richardson 2013) have been sparked by Carus’s (2007a) thesis that explication is not only the key to 
understanding Carnap’s philosophical projects after Logical Syntax of Language, but that the “the 
ideal of explication” is the heart of an attractive philosophical programme in the spirit of the 
Enlightenment. Most contributions to the recent discussion about explication focus on Carnap’s 
philosophical programme, specifically the principle of tolerance, the distinction between internal and 
external questions, and pragmatic tendencies in Carnap’s later philosophy. Surprisingly little effort, 
however, has been put into analysing the details of Carnap’s explicit accounts of the method of 
explication, and attempts at developing the method further have been scarce. Besides Hanna (1968), 
who is critical of Carnap’s ideas, Siegwart (1997a; 1997b) and Greimann (2007) are most notable.3 
The lack of attention is surprising, for one thing, because it is widely known that explication plays a 
central role for Carnap and other philosophers. Hempel, for example, conceived of his theory of 
explanation as a project of explication (see 1970: 489), and Quine defended explication as a 



 – 2 – 

methodological cornerstone of philosophy in Word and Object (1960: § 53). However, philosophers 
who explicitly appeal to explication are only the tip of the iceberg. Explications are simply 
omnipresent in science and philosophy. One reason why explications often go unnoticed might be that 
they are frequently identified not as explications but as so-called precising definitions; that is, 
definitions which simultaneously aim at capturing core features of the established use of a term and at 
giving it a more precise meaning.  

The two main goals of this paper are to work out a sufficiently detailed account of the method of 
explication and to analyse its relation to definitions and, more generally, to conceptual re-engineering, 
by which I understand methods of concept formation that introduce a concept which is both similar to 
an existing concept and useful for some given purpose. More specifically, I aim to suggest an account 
of the method of explication which is Carnapian in spirit but not tied to his specific philosophical 
projects of semantics and inductive logic. Rather, it should be, as Carnap himself thought (1963: 933–
9), available to a broad range of philosophical programmes. This goal is a motivation for focusing on 
Carnap’s explicit discussions of explication rather than analysing his overarching philosophical 
programme or his specific projects. I will therefore not try to ‘reverse engineer’ the method of 
explication from Carnap’s actual practice of explication. Such an approach would seek to extract 
general features of the method of explication from, for example, Carnap’s work on inductive logic. 
Doing so would, firstly, run the risk of incorporating into the resulting method specific features of 
Carnap’s work which he did not consider to be general characteristics of explication (e.g. that 
explications always use formal methods; see Sect. 2.2). Secondly, it may also easily give the 
misleading impression that Carnap had given explicit methodological explanations he in fact did not 
provide (e.g. on how to explicate entire systems of concepts in contrast to individual concepts; see 
Sect. 5.2).  

As a starting point for developing an account of explication, Section 2.1 presents the classic 
exposition from Logical Foundations of Probability (Carnap 1962). The way Carnap explains his 
ideas, however, also raises a number of questions of interpretation and systematic problems. In my 
analysis, I emphasize pragmatic aspects of Carnap’s thinking and show how his later writings (1963) 
can be used as a guide for developing an account of explication that resolves these difficulties. In 
sections 2.2–2.3, this interpretation of Carnap’s ideas is developed and contrasted with alternative 
readings of Carnap; in Section 2.4 my interpretative strategy is briefly discussed. Section 3 then 
suggests a recipe for developing explications, which summarizes, completes and presents the results of 
the preceding sections in a systematic way.  

Section 4 contrasts explications with definitions and argues two points. First, although explications 
often include a definition, there are no explications which are definitions (Sect. 4.1). Second, the 
strategy of using precising definitions as an alternative to explications fails because the idea of 
definitions which are a compromise between reportive and stipulative definitions is not viable (Sect. 
4.2). Yet the comparison of explications with definitions also shows that there are a number of related 
forms of conceptual re-engineering, which share explication’s structure but pursue different aims and 
hence are subject to different criteria of adequacy (Sect 4.3).  

Section 5, finally, discusses some of the method’s limitations. The method presupposes an account 
of the relation between different systems of concepts, which may in turn require a theory of 
formalization (Sect. 5.1); explication focuses on individual concepts although it has aspects which can 
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only be described systematically in a wider context of theory development (Sect. 5.2); and the method 
has basically a linear structure although the process of explicating may involve various feedback 
effects (Sect. 5.3).  

2. A Carnapian account of explication  

The two most important places where Carnap explicitly explains the method of explication are his 
classic exposition in §§ 2–3 of Logical Foundations of Probability (1962; henceforth “LFP”)4 and the 
explanations and clarifications he later included in his replies to Strawson and Goodman in the 
Schilpp-volume (Carnap 1963; henceforth “RSE”).5 In this section, I roughly follow this historical 
development. Section 2.1 outlines Carnap’s classic account from LFP and gives some examples of 
explications in philosophy. Unclear and controversial points are then discussed in detail in Sections 
2.2 and 2.3. On the surface, Carnap treatment of explication in RSE differs in many respects from the 
one he gives in LFP. As I will argue, however, Carnap’s later explanations in RSE are best read as a 
guide to a charitable (re)interpretation of his exposition in LFP. Section 2.4 briefly reflects on this 
interpretative strategy.  

2.1. Carnap’s classic exposition of explication  

Carnap’s basic idea is that explication is a process which replaces an inexact concept (the 
explicandum) with a more exact concept (the explicatum); this process serves some theoretical 
purpose and explicitly introduces the explicatum into the system of concepts of a target theory.  

One of Carnap’s standard examples is the everyday concept fish6 (the explicandum), which is 
perfectly appropriate for fishmongers, but not for the purpose of biological theory, where it was 
replaced by the concept piscis (the explicatum), which is characterized in terms of biological concepts 
as (let us assume for the sake of simplicity) “cold-blooded aquatic vertebrate” (LFP §3). Further 
examples are the everyday concepts cold, warm, hot etc., which for scientific purposes are replaced by 
a quantitative concept of temperature (LFP §§4–5). It is important to note that explications are 
frequently used not only in science, but also in philosophy. Carnap specifically refers to Tarski’s 
definition of truth, Frege’s explications of arithmetical terms, and his own explications of, for 
example, probability, estimate, logical truth and entailment. These examples might suggest that 
explication is a method of formal philosophy. But in fact, explications can also be found in great 
numbers in canonical texts and in entirely non-technical writings in, for example, ethics:7  

(1) “Having an opinion is taking something to be true with the consciousness that it is 
subjectively as well as objectively insufficient. If taking something to be true is only 
subjectively sufficient and is at the same time held to be objectively insufficient, then it 
is called believing. Finally, when taking something to be true is both subjectively and 
objectively sufficient it is called knowing. Subjective sufficiency is called conviction (for 
myself), objective sufficiency, certainty (for everyone). I will not pause for the 
exposition of such readily grasped concepts.” (Kant 1998: A 822/B 850) This quote 
presents five explications.  
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(2) “To claim that a person is blameworthy for an action is to claim that the action shows 
something about the agent’s attitudes toward others that impairs the relations that others 
can have with him or her. […] To blame a person is to judge him or her to be 
blameworthy and to take your relationship with him or her to be modified in a way that 
this judgment of impaired relations holds to be appropriate.” (Scanlon 2008: 128–9) In 
this example, the explication of blameworthy is the basis for the explication of blame.  

Carnap discusses the method of explication from two perspectives. One deals with the method as a 
procedure; the other focuses on explication as a result and specifically on the characteristics of 
adequate explications.  

The process of explicating has two phases. Firstly, the explicandum must be identified as clearly as 
possible. If the explicandum-term is ambiguous, it must be disambiguated. As the explicandum is 
inexact, it cannot be defined exactly, but has to be characterized informally, for example, by 
describing cases in which the explicandum clearly does or does not apply. This clarification of the 
explicandum will not yet use the resources of the target system of concepts.8 Secondly, an explicatum 
must be introduced. This requires explicitly specifying rules for using the explicatum in terms of the 
target system of concepts. Ideally, the explicatum can be defined, but less strict methods of concept 
introduction are permissible as well.  

Since the explicandum is inexact, there is not one correct explicatum, but several more or less 
adequate explicata are possible. Adequacy must be assessed in light of the role the explicatum is 
expected to play in the target theory. Carnap specifies four criteria of adequacy. They are all a matter 
of degree, and an explicatum counts as adequate just in case it meets these criteria to a sufficient 
degree. The first criterion requires that the explicatum has a certain similarity to the explicandum; that 
is, it must be possible to use the explicatum instead of the explicandum in relevant contexts, but 
differences are permitted. For example, many explicata have a wider range of application because they 
cover extreme cases (e.g. zero velocity) or provide additional discriminations (e.g. 0.04°F warmer). 
Reclassification of pre-theoretically clear cases is also possible (e.g. piscis excludes whales). Second, 
the explicatum must be more exact than the explicandum. Third, the explicatum should be as fruitful 
as possible; that is, it should be possible to formulate many laws or generalizations featuring the 
explicatum. If two explications both meet these criteria satisfactorily, simplicity can be used to select 
one. This forth criterion includes simple rules for using the explicatum as well as the simplicity of the 
laws which include the explicatum.  

2.2. The structure of explications  

Several aspects of Carnap’s characterization of the method of explication raise questions of 
interpretation or have sparked criticism. Some of these issues have their roots in tensions or perhaps 
even in inconsistencies in Carnap’s writings, which I propose to resolve with the help of Carnap’s own 
clarifications in RSE. This section provides a systematic discussion of questions directly relating to the 
basic structure of explications; Section 2.3 addresses issues concerning the criteria of adequacy. Both 
sections are organized by focus questions which have been controversially discussed in the literature.  

Does explication deal with terms or with concepts? Carnap seems to say that we can have it both 
ways: “We call the given concept (or the term used for it) the explicandum, and the exact concept 
proposed to take the place of the first (or the term proposed for it) the explicatum.” (LFP 3) But later 



 – 5 – 

on, he emphasizes that a “genuine explication” must give us not only a term but also specify its 
meaning (LFP 16–7). Hence, genuine explicata cannot simply be terms but must involve a concept 
since in Carnap’s terminology, terms are words or phrases that have as their meaning a concept, which 
is a non-linguistic, abstract entity, namely a property, relation or function (LFP 7–8).9  

With respect to the explicandum, however, there seem to be problems with both options. Carnapian 
meanings are not ambiguous; terms are ambiguous if they are used with more than one meaning. 
Therefore, the first step of an explication, the clarification of the explicandum, must be understood as 
dealing with terms. But explicanda cannot simply be terms either since clarifying the explicandum 
calls for selecting one meaning of a given term and this implies that a concept is identified, not merely 
a term.10 These arguments show that “explicandum” in fact covers two different items. The potentially 
ambiguous starting point of an explication is a term, but the unambiguous result of the first step, which 
the explicatum replaces, is a concept.  

Independently, we face the question of whether the method of explication should really be tied to 
Carnap’s theory of concepts. After all, it seems possible and desirable that the method of explication 
be available for those who do not accept Carnap’s semantics. But there is no real problem here: 
although Carnap insists that explications need to specify meanings, his discussion of explication 
nowhere substantially relies on his particular theory of meaning. Instead, he often simply speaks of 
using a term in a particular way.11 Taking up this clue, I suggest to free the method of explication from 
its association with Carnap’s theory of concepts by adopting an alternative terminology. In what 
follows, I use “concept” to refer to an elementary linguistic entity, a “term”, together with rules for its 
use. So identity of concepts requires identity of the term and identity of the rules for its use. I take a 
neutral stance on the nature of such rules; they may specify a term’s intension or extension; they may 
be stated explicitly or be given implicitly in usage, fairly clearly or rather turbidly. I also leave open 
how such rules are related to mental or abstract entities which are often called “concepts”. We now 
can say that the clarification of an explicandum (typically) deals with an ambiguous term, the 
explicandum-term, identifies one way of using it and hence identifies a concept, the explicandum. The 
explicatum is a concept as well, although a different one, even if the same term is employed for both.  

Does explication aim at clarifying everyday concepts for scientific purposes? Many explications 
Carnap mentions as examples have this aim, not only fish and warm, but also Frege’s definition of 
numbers and Tarski’s definition of truth. Furthermore, Carnap often characterizes the explicandum as 
“pre-scientific” and the explicatum “scientific”. All that might be taken as evidence that explication is 
tailored to the conceptual needs of science, logics and mathematics in contrast to philosophy (see, e.g., 
Strawson 1963; Leitgeb 2013). Such an interpretation, however, misconstrues Carnap’s position. 
Three points need to be noted about Carnap’s use of “(pre-)scientific”. Firstly, not only everyday 
concepts may need explication but also concepts already in scientific use (LFP 3). Secondly, there is 
no clear-cut distinction between scientific and pre-scientific concepts but a more or less continuous 
transition (RSE 634). Thirdly, “scientific” is not meant to draw a contrast to philosophy. On the 
contrary, Carnap holds that explication plays a major role in philosophy (RSE 917, 933–9). To avoid 
misunderstandings, it may be better to say that explicanda belong to a “pre-theoretical” system of 
concepts, where “pre-“ is to be understood not in any absolute sense, but as relative to the target theory 
into which the explicata are supposed to be introduced.  
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Must the target system of concepts be framed in a formal or ideal language? A positive answer is 
given or assumed by a large number of commentators, both approving and critical ones (to name a 
few: Greimann 2007; Putnam 1997; Reck 2012; Siegwart 1997b12; Strawson 1963). However, as 
Carnap explicitly says (RSE 936, 937) and as his example of fish clearly shows, he does not require 
the target system of concepts to be framed in a formalism or some kind of ideal language.  

Explications which draw on formal languages are an important paradigm nonetheless for two 
reasons. They exemplify the possibility of introducing explicata which exhibit a maximum of 
exactness, and they show that we generally need to distinguish between two systems of concepts 
involved in an explication. This distinction is obvious for theories which use terms or symbols not to 
be found in the vernacular (e.g. if “|=” explicates “implies”). But if a project of explication is carried 
out in ordinary English, it may be tempting to speak of expanding English rather than to distinguish 
two systems of concepts. However, drawing such a distinction is advisable nonetheless. Even 
philosophical theories entirely framed in terms of ordinary English typically develop a complex 
network of concepts which are the result of explicating ordinary language concepts. Scanlon’s Moral 
Dimensions (2008), for example, is devoted (inter alia) to developing specific concepts of blame, 
meaning, and of what is permissible (cf. quote 2). Of course, a great deal of the claims defended in 
such a philosophical work are to be understood as framed not in plain everyday-English concepts, but 
in the concepts introduced by explications. Hence there is a tacit distinction between two systems of 
concepts at work.13 In any case, the risk of running into conceptual muddles and misunderstandings is 
much higher for those who insist that the same system of concepts includes a more and a less exact 
version of the same concept, which, in the terminology introduced above, amounts to using the same 
term for two concepts, one more, one less exact.  

What is the nature of the transition from explicandum to explicatum? Carnap points out that 
explication is more precisely characterized as a process of “replacing” rather than “transforming” or 
“making more exact” an explicandum (LFP 3, 5; 1956: 7–8). Two reasons speak in favour of speaking 
of replacing. Firstly, explicandum and explicatum are different concepts, even if the same term is 
employed for both, since the rules for using the term(s) are different. Hence, speaking of 
“transforming” or “making more exact” a concept would be misleading since it would suggest that 
although the explicatum is more exact than the explicandum, it is still the same concept. Secondly, 
Carnap writes: “The explicatum is intended to take the place of the explicandum, and that means, of 
course, that it is to be used for the same purpose as the explicandum.” (RSE 936) So speaking of 
“replacing” is appropriate since, for those purposes which motivate the explication, the explicatum 
literally takes the place of the explicandum in the sense that the explicatum rather than the 
explicandum is used.  

Nevertheless, speaking of replacing may lead to misunderstandings and objections. Firstly, 
replacing an explicandum by an explicatum does not mean that the explicatum-term will be plugged 
into sentences in which the explicandum-term occurred so far. That would often result in a ‘hybrid’ of 
two systems of concepts which may be hard to interpret (cf. Siegwart 1997b: 271). Secondly, that 
explications replace concepts does not imply that every explication has to coin a new term. Most 
explications use the explicandum-term for the explicatum as well. This creates potential ambiguities, 
but it is a problem only in instances in which we have no explicit or implicit clue whether the term 
belongs to the explicandum or to the explicatum. Thirdly, speaking of replacing does not imply that 
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the explicatum can replace the explicandum in all contexts. This is clearly not the case since the two 
concepts are different (LFP 6). Neither does it imply that an explication renders the explicandum 
completely useless. Explications are undertaken for specific purposes (RSE 935–8). The biological 
concept piscis is not intended to replace the everyday concept fish at the fish market.  

Finally, there is the objection that replacing concepts results in changing the subject.14 The worry is 
that instead of suggesting a suitable modification, explications simply introduce a new, different, 
concept and in this sense change the subject. A harmless version of this objection adduces examples of 
a stark difference in extension and then points to contexts in which we want to insist on much closer 
similarity. As an example we may take biological explications of berry which exclude blackberries 
and strawberries, but include aubergines and bananas.15 In a culinary context, such explications seem 
inappropriate because they simply do not even approximately deal with what we count as berries in 
this context; from the culinary perspective, the biologist has just changed the subject. However, such 
examples do not raise a fundamental problem. They just show that an explication is inadequate if the 
explicatum is not similar enough to the explicandum in order to take its place for the purpose at hand. 
To prevent that, explications should be guided by conditions of similarity which specify what 
deviations from the use of the explicandum are acceptable for the task of explication at hand. This 
takes into account that “changing the subject” is a notion which has to be detailed on a case-by-case 
basis.  

The subject-change challenge has a valid point, however, in contexts in which the explicandum 
itself is the subject of enquiry, for example, in Strawson’s philosophical programme (1963). Here, the 
aim is to describe how the explicandum-term is actually used and to analyse the problems that result 
from certain ways of using it. Such an analysis, in turn, may be the basis for avoiding the identified 
problems by refraining from certain uses of the explicandum. Explication is clearly not designed to 
implement such a project. It is rather an alternative which, once a concept is identified as creating 
problems, aims at solving those problems by developing a concept which no longer gives rise to them. 
As Maher (2007) has argued, explications can be helpful to Strawsonian projects nonetheless by 
uncovering ambiguities and suggesting ways of arguing for or against claims involving the 
explicandum.  

Must the explicatum be introduced by a definition? Carnap explicitly denies this (RSE 935; cf. LFP 3;) 
and allows introducing explicata by other methods such as postulates or reduction sentences (cf. 
Carnap 2003: viii–ix). Hempel (1970: 489), for example, points out that he explicates explanation 
without giving a full definition. Methods other than definitions are needed, at any rate, for explicating 
concepts which are basic in the target theory.  

The results of this section are summarized in Figure 1, which visualizes in a simplified manner the 
explication of fish by piscis with the help of a definition . Note that in other cases the explicatum may 
be characterized not by a definition, but by some other method.  



 – 8 – 

definiens for the explicatum
x is a cold-blooded aquatic vertebrate

=df

explicandum
x is a fish [animal, not zodiac]

is replaced by

term
“fish”

explicatum
x is a piscis

explication

clarification

characterization of the explicatum
by means of a definition

target system of concepts
biology

pre-theoretic system of concepts
everyday concepts

 

Figure 1. Introducing an explicatum by giving a definition 

2.3. The adequacy of explications  

The discussion of Carnap’s criteria of adequacy in this section begins with similarity and exactness 
and then turns to additional virtues such as fruitfulness and simplicity.  

What does Carnap mean by “similarity”? In LFP, the criterion of similarity is: “in most cases in 
which the explicandum has so far been used, the explicatum can be used; however close similarity is 
not required, and considerable differences are permitted” (LFP 7). “Most” makes clear that similarity 
does not require that the explicatum can always replace the explicandum. But there are two problems 
here. “Most cases” may also be misleading since what counts for Carnap is obviously not the sheer 
number of cases but that the explicatum can be used in relevant cases. More importantly, Carnap’s 
criterion has been interpreted in different ways, for example, by Quine, who offered two influential 
readings. In Two Dogmas (1980: 25), he championed a semantic interpretation and claimed that 
Carnap’s criterion requires synonymy in “favoured contexts”. In Word and Object (1960: 258–9), he 
switched to a more pragmatic reading and argued that similarity requires only that in relevant contexts 
the explicatum can be used in place of the explicandum. This second reading leaves room for 
interpreting the similarity criterion differently in different situations; which contexts are relevant 
depends on the purpose the explicatum is supposed to serve as part of the target system of concepts. 
Clearly, Carnap has the second reading in mind, not the first, and in RSE (936, 938), he uses 
formulations closely resembling Quine’s. This interpretation is vindicated by the following more 
specific considerations (see also Kitcher 2008).  

Can the similarity condition be stated in terms of extensions? The strongest contention which still 
allows for reducing vagueness is that similarity requires extensional identity for all non-borderline 
cases; that is, the explicatum must clearly (not) apply to everything the explicandum clearly does (not) 
apply to (e.g. Hanna 1968).16 However, Carnap explicitly denies that adjustments of the extension are 
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always limited to borderline cases (LFP 5). If this were so, piscis would not qualify as an adequate 
explication of fish since whales are clear-cut cases of fish (cf. Lutz 2012).  

In his discussion of Hempel’s explication of confirming evidence, Carnap argues: “The result that a 
proposed explicatum is found too narrow constitutes a much less serious objection than the result that 
it is too wide.” (LFP 479) This is in line with the example of piscis. So the condition of similarity 
might be interpreted as a negative extensional constraint, requiring that the explicatum should not 
cover the cases to which the explicandum does not apply (e.g. Hempel 2000: 207). But Carnap 
explicitly rejects this as well and points out that the explicatum is often wider than the explicandum 
(LFP 11, 13). Explicata which cover extreme cases (e.g. zero velocity) are a case in point, and if a 
comparative concept is explicated by a quantitative concept that allows more fine-grained distinctions, 
the explicatum will cover more cases than the explicandum. As these examples show, Carnap appeals 
to the merits of both narrower and wider explicata.17 There is thus no general rule and we need to 
decide on a case-by-case basis what similarity requires.  

The points discussed so far still leave room for a minimal extensional requirement: whatever the 
criterion of similarity exactly amounts to in the explication-task at hand, the extensions of the 
explicandum and the explicatum must at least overlap. Though even this claim has to be rejected. In 
the following passage, for example, Stalnaker’s offers two alternative explicata for proposition:  

(3) “the proposition [a sentence expresses] will be a function taking possible worlds into 
truth values. Equivalently, a proposition may be thought of as a set of possible worlds 
[…]”. (Stalnaker 1976: 80)  

These two explicata have disjoint extensions because no function is a set of possible worlds. Assuming 
that it is not the case that some propositions are functions while others are sets of possible worlds, this 
also means that at least one of the explicata is extensionally disjoint with the explicandum. A similar 
point can be made with respect to different explications of the number two, which Carnap (1956: 8) 
mentions as examples. Whatever the extension of two may be, it cannot be both Zermelo’s {{Ø}} and 
von Neumann’s {Ø, {Ø}}. Similarity therefore cannot, in general, be specified with reference to 
extensions18 but must be characterized by a specification of the contexts in which and the purposes for 
which the explicatum can replace the explicandum; that is, perform the explicandum’s function. 

Is synonymy admissible as a criterion of similarity? In RSE (945), Carnap emphasizes that different 
situations may call for different standards of similarity. As examples, he mentions synonymy, 
extensional equivalence and a weaker requirement of extensional isomorphism proposed by Goodman. 
That extensional equivalence or even synonymy can be required may come as a surprise because these 
requirements exclude reclassifications (such as excluding the whales when explicating fish by piscis) 
and imply that the explicatum will be just as vague or exact as the explicandum. This raises the 
question of what can be accomplished by such an explication. Several points can be argued for. In 
addition to the clarification of the explicandum, we will have an explicit characterization of the 
explicatum which incorporates it into the target system of concepts.19 Thereby, relations to other 
concepts of the target system are established and the explicatum becomes available for the formulation 
of generalizations. In this way, the explicatum may prove fruitful. Simplicity can be enhanced as well, 
for example, if an explication can be found which reduces the conceptual basis of the theory (e.g. 
when an explication is given for a concept that hitherto was taken as basic). So it seems reasonable to 
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consider extensional equivalence and synonymy as extreme, but still legitimate forms of similarity 
requirements which lead to limiting cases of explication.  

What does Carnap mean by “exactness”? Carnap’s use of “exact” and “precise” in fact covers a 
whole range of qualities of an explication. The rules for using the explicatum-term must be formulated 
explicitly in terms of the target system (LFP 7), they must eliminate ambiguity (LFP 4), they must not 
lead to paradoxes or contradictions (RSE 935), and they should allow in as many cases as possible a 
clear decision on whether the explicatum does or does not apply; that is, the explicatum should be less 
– or at least not more – vague than the explicandum (LFP 5; more on that below). Additionally, a 
concept may be considered to be more exact if it allows more precise descriptions and finer 
discriminations, as quantitative concepts do in comparison with qualitative and comparative concepts 
(LFP 13).  

I suggest disentangling these points as follows. Formulating the rules for using the explicatum-term 
explicitly in terms of the target system is just a necessary condition for giving an explication. That the 
rules are unambiguous20 and do not lead to paradoxes or contradictions are then necessary conditions 
of adequacy. Explicata meeting these conditions are called “unambiguous” and “consistent”.21 In 
contrast to Carnap’s four officially listed criteria, these two conditions do not admit of trade-offs; they 
are not even a matter of degree. They are necessary conditions in the sense that no ambiguous or 
inconsistent explicatum counts as adequate. Another aspect of adequacy is what Carnap officially lists 
as his criterion number two (LFP 5, 7), which I interpret as requiring that the explicatum is not more 
vague than the explicandum.22 For this, I use “exact”, whereas “precise” is reserved for the precision 
and discriminating power of comparative and quantitative concepts. As I argue below, precision is best 
dealt with together with fruitfulness and simplicity.  

Is being more exact a necessary condition for adequate explications? Carnap answers in the 
affirmative: “the explicandum is more or less vague and certainly more so than the explicatum” (LFP 
5) and “The only essential requirement is that the explicatum be more precise than the explicandum.” 
(RSE 936). His further explanations make it clear that how much reduction of vagueness is required 
also depends on the target system of concepts. Carnap’s constructed languages are designed to be free 
of vagueness as much as possible, but less ambitious explications are acceptable as well (RSE 936–7). 
We need not ascribe to Carnap the dubious view that explicata must be ‘absolutely’ exact.  

Virtually all of Carnap’s interpreters hold that explications have to reduce vagueness (an exception 
is Sjögren 2011). However, there are two reasons why I think this interpretation should be given up 
even in the face of Carnap’s explicit remarks just quoted. Firstly, Carnap’s requirement of reducing 
vagueness is incompatible with his claim (discussed above) that similarity sometimes calls for 
extensional equivalence or even synonymy. More importantly, Carnap’s example piscis is 
incompatible with reducing vagueness as a necessary condition of adequacy. What recommends piscis 
as an explicatum is its adjusted extension, which makes it a much more fruitful concept than fish, even 
if we assume that piscis is exactly as vague or exact as fish. So if we accept Carnap’s example of 
piscis, but want to retain a criterion of exactness, the only plausible requirement is the minimal 
condition that the explicatum must not be more vague than the explicandum.23  

This requirement of exactness is a non-trivial feature of explication. It distinguishes explication 
from other forms of concept change and conceptual re-engineering (see Sect. 4.3). Exactness is also 
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not implied by other aspects of the method. Specifically, an explicatum can be simpler and more 
fruitful in the sense of admitting more generalizations without being more exact.  

Obviously, exact and vague are themselves candidates for explication. Not only is the nature of 
vagueness debated, but the method of explication raises challenging questions about vagueness. It 
presupposes that we can decide whether a proposed explicatum is less exact than the explicandum 
even if the explication involves reclassification or the explicatum is considerably wider or narrower 
than the explicandum. In short, a theory of vagueness is needed for a more elaborate account of 
explication (see Sorensen 2013 for an overview).  

Which further virtues should an adequate explication have? Carnap officially lists fruitfulness and 
simplicity. “Fruitful” is explained as “useful for the formulation of many universal statements” (LFP 
7), which include “empirical laws in the case of a nonlogical concept, logical theorems in the case of a 
logical concept” (LFP 7). Since Carnap emphasizes that explications play an important role in 
philosophy and need not employ a formal language (RSE 936), universal statements adding to 
fruitfulness may also be, for example, normative statements (e.g. an explication of valid argument) 
and may include informally specified explicata.  

On simplicity, Carnap says very little, but two points are clear. He refers not to ontological 
parsimony, but to what is sometimes called “syntactic simplicity” (Baker 2013), specifically to “the 
simplicity of the form of [the explicatum’s] definition” and “the simplicity of the forms of the laws 
connecting it with other concepts” (LFP 7). He considers simplicity to be relatively unimportant, but 
relevant if two explicata fare approximately equally well with respect to similarity, exactness and 
fruitfulness. Meanwhile, there has been an extensive discussion of various notions of simplicity and 
their measurement (see, e.g. Scorzato 2013 and the references given there), and some have also argued 
that simplicity plays not a secondary but a pivotal role in theory assessment (e.g. Goodman 1972).  

However, in assessing the adequacy of explications we certainly need to account for more than 
fruitfulness and simplicity (besides similarity, consistency and exactness). Carnap considers 
comparative and quantitative concepts to be frequently “superior” or “more powerful” because “they 
enable us to give a more precise description of a concrete situation and, more important, to formulate 
more comprehensive general laws” (LFP 12, 13). Hence Carnap considers increased precision and 
wider scope of the resulting theory to be desirable results of explications. Frequently, quantitative 
concepts are also more fruitful, but this need not be the case. It might not be possible to formulate 
more laws with the quantitative concept (LFP 13–5). In light of subsequent discussions about ‘virtues’ 
of theories and theory choice (mainly sparked by Kuhn 1977), more desiderata come to mind (see 
Douglas 2013 for a short survey). Explications may also contribute to the explanatory power of a 
theory, to its ability to be used for predicting novel phenomena or to more specific virtues such as 
visualizability (see de Regt and Dieks 2005) or the possibility to use it as an effective means to decide 
on practical problems.  

The discussions about theory choice and various theoretical virtues cannot be rehearsed here, but a 
few consequences can be drawn immediately. Firstly, Carnap’s four criteria need to be supplemented 
with additional aspects of theoretical usefulness and we cannot simply assume that fruitfulness trumps 
all other such aspects. Secondly, the adequacy of an explicatum depends to a large extent on criteria 
which primarily apply not to the explicatum taken in isolation, but to the theory the explicatum is part 
of (see Sect. 5.2). And we have to accept that we have neither exact formulations for many of these 
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criteria nor exact rules for balancing the various criteria against each other or for determining whether 
a criterion is met to a sufficient degree. Assessing the overall adequacy of an explicatum calls for 
judgement in light of its role in the target theory. Such judgements are context-dependent and, in 
general, it cannot be expected that one explicatum can be singled out as outperforming all competitors 
(see, e.g. the case-studies in Justus 2012). This situation may seem unsatisfactory, but it is a general 
problem of theory assessment, not a specific weakness of a Carnapian account of explication.  

2.4. The development of Carnap’s views on explication  

A more general pattern can be discerned in many of the points discussed in the preceding two sections. 
In his later explanations in RSE, Carnap takes a decidedly more pragmatic perspective on explication 
and underlines that the method should not be interpreted too restrictively. He holds that consistency 
and exactness are the only indispensable requirements an explicatum must meet, apart from similarity 
in the sense of serving some purpose the explicandum was used for; and he emphasizes that 
explicating primarily calls for giving explicit rules for the use of the explicatum-term in a way that 
eliminates some problems of using the explicandum (RSE 936–7). The issue at hand decides how 
much weight is to be given to criteria such as exactness, fruitfulness and simplicity, though Carnap 
hardly mentions specific criteria any more and rather speaks more generally of clarity and aiming to 
solve philosophical or scientific problems. This is a more pragmatic conception of explication than the 
one we find in LFP because Carnap emphasizes much more the following two points. Firstly, the 
requirements an adequate explication has to meet cannot be specified in general but only with respect 
to a specific task of explication. Secondly, choosing an adequate explicatum is a practical decision 
which has to be taken in view of the specific problems the explicatum is expected to solve and in view 
of the role it is expected to play in the target theory. 

In effect, Carnap’s position in RSE comes very close to Quine’s account in Word and Object 
(1960: § 53): explication is a method of supplying theories with concepts that take over certain useful 
functions of the explicandum without having some of its defects. What counts as useful and what as a 
defect is a pragmatic question insofar as it has to be answered in the context of specific problems and 
with reference to a target theory. All that should not be read as claiming that explication is a method 
that serves whatever goals a scientist or philosopher happens to have. Rather, Carnap and Quine 
acknowledge that paradox, vagueness, ambiguity, sterility and being too complicated are just some of 
the most common problems standing in the way of scientific and philosophical understanding. Other 
problems, such as appealing to suspicious entities, may be more prominent in other cases (as in 
Quine’s (1960: § 53) discussion of explications of the ordered pair a and b, which do not appeal to a 
third entity besides a and b).24 

An interpretation of Carnap which emphasizes pragmatic aspects of explicating has a firm basis in 
RSE. But since there are also apparent differences to the account of explication in LFP, we face the 
question of whether we should interpret Carnap as advocating a new position in RSE or merely as 
clarifying what he wrote in LFP. This paper adopts the second interpretation, which is more charitable 
because there are, independently of what Carnap writes in RSE, good reasons to (re)interpret the ideas 
of LFP in line with his explanations in RSE. As sections 2.2 and 2.3 have shown, there are tensions 
within LFP, especially between Carnap’s explicit account of explication and the key examples he uses 
to explain this account. Carnap’s discussion in RSE can be read as resolving these tensions. He relaxes 
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his official account and instead takes examples more seriously, emphasizes philosophical uses of 
explication and frees the method of explication from a too close alliance with formal methods. Of 
course, the tensions in LFP could also be resolved in the other direction, but doing so has a price: one 
needs to reject Carnap’s example of fish and discard his later explanations in RSE as misguided.25 This 
makes for a rather uncharitable reading of Carnap and the resulting notion of explication loses much of 
its attraction since its range of applicability would be relatively narrow.  

3. A recipe for explicating  

If we accept the interpretation of Carnap’s method of explication developed in the preceding sections, 
we cannot simply stick to Carnap’s explicit account in LFP §§ 2–3. As an alternative description, I 
propose a general ‘recipe’ for explicating, which captures the thrust of Carnap’s ideas read from the 
perspective of RSE.26 The recipe distinguishes four main steps. Although they may be followed 
roughly in this order, some steps are best dealt with together and quite often, going back and forth will 
be needed as well (see Sect. 5.3).  

1. Identification of the task.  

a) Clarification of the explicandum. Which way of using the explicandum-term is relevant for the 
explication? This question calls for disambiguating the explicandum-term, as well as 
specifying its relevant use, logical form and range of meaningful application. Often one finds 
that an entire family of concepts are in need of explication (e.g. predicates with different 
numbers of arguments).  

b) Theoretical framework. Into which system of concepts is the explicatum to be integrated?  

c) Theoretical purpose the concept is expected to serve. Which functions should the explicatum 
fulfil in the target theory? This includes the functions of the explicandum that are to be 
preserved as well as the problems the explicatum is expected to solve.  

2. Specification of conditions of adequacy.  

a) Conditions of similarity. In which contexts should it be possible to use the explicatum in place 
of the explicandum? Similarity conditions serve to ensure that certain functions of the 
explicandum are preserved (see (1.c) above) and that the explication does not change the 
subject.27 Three common types of similarity conditions are:  
i) Positive and negative examples. Are there (actual or hypothetical) cases where the 

explicatum is clearly expected (not) to apply?  
ii) Structural properties of the explicatum. What logical form should the explicatum have?28 

Should it have logical properties such as being reflexive, transitive or symmetric? Should 
it be classificatory, comparative or quantitative?  

iii) Relations to other concepts. Is the explicatum expected to be, for example, a hyponym of 
some other concept?  

b) Conditions of theoretical usefulness. In addition to unambiguity and consistency, Carnap’s 
exactness (the explicatum is not more vague than the explicandum), fruitfulness (the 
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explicatum allows for generalizations) and simplicity are criteria relevant to all theories. 
Depending on the purpose the theory is supposed to serve, an explicatum’s theoretical 
usefulness also depends on further virtues such as precision, measurability, scope of 
application, explanatory power and other properties of the target theory. Finally, the 
conditions of theoretical usefulness include the functions the explicatum is expected to fulfil 
and the problems it should help to solve, as specified under (1.c).  

 Some conditions of adequacy may be understood as absolute requirements for any adequate 
explication (e.g. unambiguity, consistency and possibly some of the conditions of similarity29). Of 
the remaining conditions, some may be expected to be met to a satisfactory degree, others are 
taken to specify a property that we are trying to maximize or that we will only use to select one 
from a set of otherwise equally adequate explicata.  

3. Introduction of the explicatum. A term must be selected and the rules for its use need to be laid 
down explicitly in terms of the system of concepts identified in (1.b), either by a definition or by 
another method of introducing a concept.  

4. Assessment of adequacy. Checking whether the explicatum introduced in (3) meets the conditions 
specified in (2) cannot be done in a mechanical way, but is subject to informal evaluation and 
judgement. There are various reasons for that. Some criteria (e.g. simplicity) are open to 
interpretation and not defined exactly (they are the subject of further projects of explication). 
Many criteria admit for degrees, but there is no effective procedure for assessing how well they 
are met. And it is usually not possible to specify in an exact yet non-arbitrary way the relative 
weight of the various criteria, the admissible trade-offs between them and what is required for 
them to be met to a sufficient degree (e.g. which price in terms of similarity is acceptable in 
exchange for improved fruitfulness?). In any case, the adequacy of an explicatum must be assessed 
in the context of the target theory and with respect to the purpose the explicatum is supposed to 
serve (1.c). This perspective usually helps to provide at least some boundary conditions for the 
decisions that need to be taken.30  

As an example, let us see how Mohs mineralogical hardness scale be interpreted as providing an 
explication of harder.31   

1. Identification of the task. Mohs hardness scale deals with hardness – more exactly, with x is 
harder than y – as a property of minerals32 that makes them resistant to scratching but not 
necessarily to other forms of deformation such as bending or breaking. The explicatum is to be 
defined in mineralogical terms. Its purpose is to yield an ordered classification that is robust, easy 
to use and relevant to the identification of minerals. Closely related concepts in need of explication 
include first of all x is equally hard as y, but also x is softer than y and maybe x is hard and x is 
soft.  

2. Conditions of adequacy. (a) An adequate explicatum for harder must meet the following 
conditions of similarity: (i) Positive and negative examples: diamonds should come out as harder 
than most other minerals, talcum as not hard at all. (ii) Structural properties: the explicatum for 
harder should be a comparative two-place-predicate that is transitive and asymmetric. (iii) 
Relations to other concepts: if x is harder than y, then x scratches y; x is harder than y iff y is softer 
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than x. (b) The conditions of theoretical usefulness are: Comprehensive scope of application (all 
minerals) takes precedence over precision, explanatory power is not expected, but the explicatum 
should allow an identification of minerals that is robust and easy to use (see 1).  

3. Introduction of the explicatum. x is harder than y is characterized as x scratches y leaving a 
visible mark.  

4. Assessment of adequacy. The explication fares very well with respect to the criteria mentioned 
under (2). Its minor problems with robustness (some minerals exhibit different resistance to 
scratching on different faces or in different directions) are offset by its excellent performance with 
respect to the other criteria (scope of application and ease of practical use).  

The account of explication developed so far can now be compared with other forms of concept 
formation.  

4. Explication, definition and conceptual re-engineering  

Explications are regularly presented as definitions (as in Tarski’s definition of truth33), the 
methodological literature frequently classifies explication as a “mixture” or “compromise” between 
reportive and stipulative definitions (Sober 2000: 244; see also Quine 1980: 25–7; Belnap 1993: 116), 
and some writers seem to hold that many purposes are better served by so-called precising definitions 
than by explications. An analysis of similarities and differences between definitions and explications 
shows that these views are highly misleading or simply mistaken (Sect. 4.1–4.2). The comparison also 
shows that besides explication there are other forms of conceptual re-engineering tailored to different 
aims (4.3).  

4.1. Explication vs. definition  

Explications and definitions differ in structure. Definitions are given within one system of concepts, 
explications involve two systems of concepts (at least in paradigmatic cases). More decisively, where 
a definition has two main parts, definiendum and definiens, an explication has three main parts: 
explicandum, explicatum and a characterization of the explicatum.34 The latter may give a definition, 
but it need not do so. If it gives a definition, the explicatum plays the role of the definiendum, not of 
the definiens (see Fig. 1). For these reasons, Carnap decides against calling the explicatum 
misleadingly “explicans” (LFP 3; others follow Reichenbach (1951) and Quine (1960) in using 
“explicans” nonetheless). In short, an explication can include a definition, but an explication is not a 
definition.  

Definitions and explications also have different criteria of adequacy. For definitions, we need to 
distinguish (non-exclusively) between reportive and stipulative definitions. They have the same form 
but different goals and hence need to be evaluated in different ways. Reportive definitions aim at 
capturing the actual usage of the definiendum-term; they are true or false, depending on whether 
definiendum and definiens are (at least extensionally35) equivalent. Stipulative definitions express a 
decision to use a term in a certain way; they establish equivalence and may be judged as more or less 
useful.36 Purely reportive definitions can be found in dictionaries. Purely stipulative definitions are 
used, for example, for coining new terms (e.g. “veganism”37) or for establishing an entirely new use 
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for an established term (e.g. the mathematical use of “ring” introduced by Hilbert38). More frequently, 
purely stipulative definitions are part of some form of conceptual re-engineering. Before we turn to 
that below, it is worth noting that a definition is both reportive and stipulative if it is a decision to use a 
term in a specific, already established way, which it simultaneously characterizes (if, e.g. somebody 
defines “I follow Frege in using ‘name’ for all singular terms”, this definition will be adequate only if 
it correctly reports Frege’s use of “name” and proves useful for the purpose at hand).  

The adequacy of explications, on the other hand, is a matter of the criteria discussed in section 2.3. 
The condition of similarity is responsible for a crucial difference between explications and definitions. 
For purely stipulative definitions, there is no similarity requirement and in an adequate reportive 
definition, definiendum and definiens need to have (at least) the same extension. In any case, 
definiendum and definiens of an adequate definition are equivalent. But the similarity requirement for 
explications cannot in general be explained in terms of the extensions of explicandum and explicatum.  

This raises the question of what the criteria of adequacy are for a definition that is part of an 
explication. Such a definition is purely stipulative; it is adequate just in case it is useful for the 
explication at hand, which in turn is the case iff the resulting explication is adequate. Consequently, 
similarity of explicandum and explicatum is necessary for the adequacy of the proposed definition. 
However, this does not turn such definitions into quasi-reportive ones since the relevant similarity is 
not a relation between definiendum and definiens; in this respect equivalence is established by the 
definition that characterizes the explicatum. In the example of fish, a stipulative definition establishes 
the equivalence of x is a piscis with x is a cold-blooded aquatic vertebrate. This definition is adequate 
iff piscis is an adequate explicatum for fish, which requires inter alia that piscis is sufficiently similar 
to fish.  

If a label is needed for definitions which are part of an explication, “explicative definition” is a 
natural choice, but it remains crucial to keep in mind that this does not turn explications into 
definitions and that explicative definitions are not an alternative to, but a subclass of stipulative 
definitions.  

4.2. Precising definitions  

At this point, one might claim that once we have acknowledged the differences between definitions 
and explications, we realize that we often seek, especially in philosophy, not explications, but rather 
‘precising’ definitions.39 Such definitions seek to improve exactness; they are neither purely reportive, 
nor purely stipulative, nor both, but aim at a compromise between reporting and stipulating. This may 
seem an attractive option, firstly, if one aims at making a vague concept more exact by deciding on 
borderline cases without re-classifying any non-borderline cases. Secondly, one may have the 
following picture in mind: explication is at home in theory construction and science, but improving 
exactness can also serve the more ordinary task of improving communication by eliminating 
misunderstandings, or the philosopher’s need to clear up conceptual problems by deciding to use a 
term in a specific way, or the practical requirement of clear and exact legal regulations. In such cases, 
‘precising’ the concept is all we need; considerations of fruitfulness and theoretical usefulness are 
beside the point and cannot motivate further tampering with the concept at hand. Hence, we are better 
off with the more familiar and simple structure of definitions.  
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Since the last remark is the most problematic one, I look at it first and bracket the others for the 
moment. The crucial point is that the idea of ‘precising’ definitions as a structural alternative to 
explications is a chimera. If ‘precising’ definitions are definitions, they should have two parts, a 
definiendum and a definiens. But on closer analysis, we find that with respect to their stipulative 
aspect, the definiendum is the ‘new’, more exact concept, whereas with respect to the reportive aspect, 
the definiendum is the ‘old’, less exact concept. Consequently, we have three elements and are back to 
the structure of an explication: ‘old’ and ‘new’ concept play the role of explicandum and explicatum 
respectively, and the definiens of the alleged definition corresponds to the characterization of the 
explicatum.  

One might object that treating ‘precising’ definitions as explications makes it seem that the so 
called old and new concepts are two different concepts; but surely a ‘precising’ definition deals with 
one concept only, it just makes it more exact. Appearances to the contrary are due to the identity 
criteria for concepts adopted in Section 2.2. If, for example, we define  

(4) A person is an adult iff she has attained the age of 18 years. 

we do not introduce a new, less vague concept adult, but just make the concept adult more exact by 
eliminating borderline cases. Nevertheless, even if we assume for the sake of argument that there is 
only one concept adult involved, the ‘precising’ definition in (4) still needs two definienda. Insofar as 
(4) is stipulative, being 18 years old implies being adult, but insofar as it is reportive, being 18 years 
old may be compatible with not being adult. Hence “adult” cannot be used with the same meaning in 
its two occurrences in the preceding sentence. The very idea of ‘precising’ definitions as mixing 
stipulating and reporting implies that the definiendum introduced by stipulation is not identical to, but 
more exact than the definiendum the use of which is reported. Up to this point, the best sense we can 
make of the idea of ‘precising’ definitions is this: they are explications which place a premium on 
improving exactness and use a definition for introducing the explicatum, but they do not introduce a 
new term. However, calling such explications “definitions” just adds to confusion.  

We now also have a preliminary answer to the first line of argument above. ‘Precising’ definitions 
can be treated as that subclass of explications for which the conditions of adequacy boil down to 
eliminating vagueness without re-classifying any non-borderline cases.40 But with the second line of 
argument, the real challenge becomes apparent, namely that improving exactness may be undertaken 
for a variety of reasons, some of which have little to do with science and advancing theory. To this, the 
explication-theorist can answer that explication is neither wedded to formalisms nor to science as 
opposed to philosophy (Sect. 2.2), and that improving exactness frequently serves theoretical purposes 
in philosophy as well. This is true, but the fact remains that the account of explication developed in 
sections 2 and 3 is tailored to the conceptual needs of theories. Proponents of ‘precising’ definitions 
are right in pointing out that there are other forms of conceptual re-engineering, although we have just 
seen that they do not have the structure of definitions but rather that of explications. Nonetheless, these 
considerations motivate a generalization of the Carnapian account of explication developed so far.  

4.3. Conceptual re-engineering  

To make room for various forms of conceptual re-engineering pursuing different goals, we can first 
identify some core features. Conceptual re-engineering introduces a concept explicitly, in contrast to 
other forms of concept change such as non-intentional language development; all forms of conceptual 
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re-engineering have the same basic structure as explications (illustrated in Fig. 1); and their adequacy 
depends on both similarity to an ‘old’ concept and usefulness of the ‘new’ concept for some given 
purpose.41 Similarity is meant to ensure two things: that useful functions of the ‘old’ concept remain 
available and that introducing a ‘new’ concept does not simply change the subject. If a proposal for re-
engineering a concept is challenged, then these aspects of adequacy need to be argued for.  

Against this background, we can distinguish various forms of conceptual re-engineering. 
Explications introduce a concept that is unambiguous, consistent, at least as exact as the explicandum, 
useful for some given theoretical purpose and hence subject to corresponding requirements of 
adequacy as discussed in sections 2.3. Characteristically, the similarity condition for explications has 
to be interpreted pragmatically as well; that is, what exactly is required depends on the target theory, 
the functions of the explicandum which the explicatum is expected to preserve, and the problems it is 
expected to solve. Explications can take various forms; specifically, they can but need not make use of 
a definition and introduce a new term.  

Advocates of ‘precising definitions’ focus on introducing concepts by means of a definition which 
reduces vagueness without reclassifying non-borderline cases or coining a new term. In addition, the 
introduced concept is typically also required to be unambiguous and consistent. This manner of 
improving exactness is not tied to any specific kind of context or purpose. Consequently, the 
distinction between this form of conceptual re-engineering and explication is neither exclusive nor is 
one a special case of the other (contra, e.g. Pfister 2013: 55). If the improvement of exactness serves 
theoretical purposes, this counts as explication; and there are explications which do not improve 
exactness, as well as exactness improvements which have no theoretical, but purely practical goals.  

Further types of conceptual re-engineering include, for example, those aiming more directly at 
social change.42 Haslanger’s (2000) revisionary “analytical” project seeks to fight sexism and racism 
by re-engineering concepts such as x is a woman or x is racialized. Conceptual re-engineering guided 
by political correctness introduces a concept by choosing a new term, say “Black” instead of “Negro”, 
with the pivotal aim of eliminating negative connotations as a means of improving the social situation 
of a certain group of people; usually, the extension is expected to remain the same, and neither 
reducing vagueness nor eliminating inconsistency are on the agenda. The last three properties can also 
be found in conceptual re-engineering that serves other goals, ranging from conventions that help to 
avoid blasphemy (“G–d”) to political newspeak (e.g. “enhanced interrogation techniques”).   

This is obviously only a start for a systematic account of various types of conceptual re-
engineering. Although this task cannot be undertaken here, a few remarks on the status of explication 
are in order. Explication is a specific form of conceptual re-engineering intended as an element of 
theory development. Other goals, say didactical simplification, political correctness or making an 
impression of profoundness, may be better achieved by other forms of conceptual change or re-
engineering. But even in the context of theory development, there are many situations in which 
explication may not be the best method of concept formation. For one thing, it may sometimes be 
impossible to come up with an adequate explicatum, for example, because we cannot find a way of 
eliminating inconsistency without introducing additional vagueness. Moreover, explicating is not an 
end in itself, and the specific requirements an explication is supposed to meet as well as the theoretical 
enterprise that motivates them must eventually be argued for as well. Exactness need not be invariably 
helpful in science and philosophy. In some contexts, a theory based on relatively vague concepts may 
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fare better overall than its more exact rivals (see, for example, the debate about Sen’s capability 
approach; Chiappero-Martinetti 2008). As Feyerabend repeatedly reminded us, vague and inconsistent 
concepts may be instrumental in advancing science by stimulating creativity and opening up new 
perspectives (e.g. Feyerabend 1993).  

5. Limitations and a perspective for further developments  

There are aspects of conceptual re-engineering for theoretical purposes which can only be 
systematically addressed if we substantially go beyond a Carnapian account of explication. I briefly 
discuss three related clusters of issues. 

5.1. Relation between two systems of concepts  

Since explicandum and explicatum in general belong to two systems of concepts, the following 
question arises: how exactly can we relate expressions in one system to expressions in the other, 
especially if the two are not framed in the same language? The explication of logical validity in 
standard first-order logic provides a vivid illustration. If we are looking for similarity conditions, stock 
examples of valid arguments are obvious candidates. Since “All men are mortal; Socrates is a man. 
Therefore: Socrates is mortal” is clearly in the extension of the explicandum valid argument, we may 
want to require that this verdict is respected by the explication of logically valid. But as a similarity 
condition we cannot simply require that the validity of the quoted argument can be proved in first-
order logic because the example is an ordinary-language argument and not an expression of first-order 
logic. As our similarity condition we rather need to specify a corresponding expression of the logical 
target theory, say ∀x(Fx → Gx); Fa |= Ga, and require that it should be provable.  

This situation, firstly, brings explication-like relations between more complex expressions into 
focus, in our example, between an argument and a sequence of formulas. Such relations share 
important features with explications, but they are not explications because explications deal with 
concepts (Brun 2004: ch 8.2; Leitgeb 2013: 272–3). Secondly, we are confronted with a host of 
questions about what counts as adequately relating expressions of one system of concepts to 
expressions of another such system. Using the example above: is the formula mentioned an adequate 
formalization of the ordinary language argument? (See Brun 2004; 2014.) And even if the explicatum 
belongs to the same language as the explicandum, transforming expressions containing the 
explicandum into expressions containing the explicatum may be not trivial, for example, if the two 
concepts differ in logical form (as x is warm vs. x has temperature y). The literature on explication is 
typically not aware of these questions at all (Hanna 1968 is an exception43).  

This lacuna may be difficult to address, but it does not directly affect the basic structure of the 
method of explication. In this respect, the two following points are more critical.  

5.2. Focus on individual concepts  

There is a tension between explaining explication as a method for replacing individual concepts and 
insisting that explications require the context of a theory. Strictly speaking, there is no such thing as an 
explication that deals with one concept only. To begin with, further concepts must be used for 
introducing an explicatum. In (2), for example, Scanlon explicates blame with the help of the 
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previously introduced explicatum blameworthy. The same goes for some similarity conditions. For 
example, a condition of type (iii) for the explication of a concept c refers to a relation between c and 
another concept d, and requires the explicatum for c to stand in a corresponding relation to the 
explicatum of d. Such conditions become especially prominent, when a whole family of explicanda is 
replaced with the help of the same concept, as in Carnap’s example of using temperature to explicate 
warm, cold, warmer, colder etc. (LFP §§ 4–5). In these ways, a ‘chain reaction’ of explications is 
started because we need to introduce additional concepts, so that they can be used in the explication at 
hand (Siegwart 1997a: 31; cf. LFP 173).  

Secondly, criteria of theoretical usefulness operate primarily on the level of systems of concepts. 
The vagueness of the explicatum, for example, cannot be assessed without taking into consideration 
whether the concepts used to introduce the explicatum are vague (cf. Carnap 1990: 432). And new 
criteria, such as consistency, scope and explanatory power of the resulting theory, become prominent 
when we turn our attention from individual concepts to theories.  

Finally, explicating a concept often calls for more than simply introducing an explicatum into a 
readily available theory; an appropriate theoretical framework must be selected, perhaps adapted or 
even developed during the process of explicating. Explicating concepts and developing the target 
theory are then intertwined aspects of the same project. A clear example is, again, the explication of 
logical validity, which is typically not understood as the search for an explication of valid in a given 
logical theory, but as calling for formulating a logical theory that includes a definition of validity. 
Consequently, explication is best seen as a component of a more comprehensive process that deals not 
with replacing individual concepts but with developing systems of concepts and theories. The criteria 
of adequacy for explications are then subordinate to criteria for theory choice.44 This, of course, 
branches a new subject, which is extensively discussed in the philosophy of science.45  

When Carnap writes about explication, such a more comprehensive methodological perspective is 
not very prominent and the examples he gives focus on individual concepts. But of course, his primary 
goals in LFP and Meaning and Necessity are theories of logical probability and semantics, not 
individual explications.46 And his actual work included the development of systems of concepts which 
provide interconnected explicata for a range of explicanda (e.g. in LFP, the explication of estimate is 
based on one for probability; see pp. 279, 514; in 1956: 8–12, self-contradiction, entailment and 
factual truth are explicated with the help of the explicatum for necessary or analytic truth). However, 
the fact remains that Carnap did not provide an explicit account of a method for explicating entire 
systems of concepts or theories. This is not to say that he was not aware of the difference between 
dealing with a single concept and with more comprehensive systems and theories. The end of LFP, for 
example, is a ‘counterpart’ to the opening chapter on explication, in which Carnap very briefly 
characterizes rational reconstruction as the method of replacing “a body of generally accepted but 
more-or-less vague beliefs” with a theory (LFP 576). This includes explicating concepts, but also 
representing those beliefs in a consistent, more exact and more systematic way. Reconstruction in this 
sense is clearly not reducible to giving explications since there are, in addition to concepts, other 
sources of inconsistency, vagueness and theoretical ineptness that need to be dealt with. The 
fluctuations of Carnap’s focus are paralleled in terminology. Although he tends to use “explication” 
with respect to concepts and “rational reconstruction” when referring to theories (as in LFP ch. I and § 
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110.J), he occasionally equates explication with (rational) reconstruction (e.g. Carnap 1947: 147–8; 
LFP 453; RSE 945).47  

5.3. Linear structure  

Descriptions of the method of explication typically present explicating as a process that involves a 
specific sequence of steps. But in practice, the process is non-linear and not rigidly structured for 
several reasons (cf. Stegmüller 1973: 25–6). Attempts at introducing an explicatum may prompt us to 
revise what we did in one of the ‘previous’ steps. It may turn out that the explicandum needs further 
disambiguation or we discover that we need more than one explicatum for different purposes. Or we 
find that the specified conditions of theoretical usefulness cannot be jointly satisfied and this may 
motivate us to stick to a certain explicatum and adapt the conditions of adequacy.48 In some cases, the 
necessary clarification of the explicandum may call for identifying a subtle ambiguity which is most 
effectively identified indirectly by tentatively introducing explicata and comparing them with the help 
of the resources of the target system of concepts. Another reason is that explications give rise to 
feedback effects. A successful explication of a ordinary language concept can have the effect that the 
meaning of the explicandum-term changes or that the explicatum gets adopted into everyday language 
(as in the case of fish; see Laporte 2004: ch. 3.IV). A basically sequential structure of explicating has 
no room for these phenomena, but an adequate account of conceptual re-engineering needs to deal 
with them as well.  

These aspects are not entirely absent in Carnap’s account of explication. But they are mentioned 
only in passing and appear to be mere side-effects.49 On the one hand, this underestimates the 
importance of feedback effects. Often, we want to introduce an explicatum for exactly those purposes 
for which the explicandum was used so far (RSE 936), and would not consider an explication to be 
fully successful if the explicatum did not replace the explicandum in its original usage. Biologists may 
not bother whether greengrocers sell bananas as “berries”, but philosophical projects often aim at 
clarifying conceptual problems by means of explications. A logician may insist on replacing in non-
technical discourse “that’s only logical” by a distinction of valid, sound and persuasive arguments; and 
Singer’s ethical project includes arguments for replacing the traditional notion of moral standing to 
include non-human animals also in everyday language. On the other hand, the fact remains that 
Carnap’s method of explication lacks a systematic treatment of such feedback effects. To 
accommodate for them calls for expanding and possibly adapting the basic structure of the method of 
explication.  

From a historical perspective, we may note that this issue was picked up by Goodman, who worked 
on similar problems of explication at about the same time as Carnap. When he (Goodman 1983: 63–7) 
introduced what later became known as the method of reflective equilibrium, he was addressing 
exactly this kind of feedback structure in a further development of his theory of “constructional 
definitions” (the term for explication in Goodman 1977). Tracing this history and analysing the 
potential of the method of reflective equilibrium to overcome the problems mentioned in this and the 
preceding section must be left to further papers.  
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6. Conclusion 

In this paper, I have developed a detailed account of the method of explication which is based on 
Carnap’s classical exposition read through the lens of his later, more pragmatic interpretation of the 
method. Now the discussion in Section 5 has shown that the method of explication provides just a start 
for a systematic account of conceptional re-engineering for theoretical purposes. Overcoming its 
limitations requires substantial extensions. We need systematic accounts of explication-like relations 
between expressions more complex than individual concepts, of how explicating is embedded in 
theory development, and of the feed-back effects from explicatum to explicandum as well as between 
the various activities involved in explicating.  

These limitations, however, neither invalidate the method of explication nor do they show that it is 
merely of historical interest. Even if extensions are needed, and neither theory development nor 
philosophical clarification reduces to giving explications, the analysis of the method of explication 
provides a number of important insights into the nature of conceptual re-engineering in general and 
specifically as a tool for the advancement of theories.  

Firstly, conceptual re-engineering needs to have a clear target. Clarifying the explicandum plays a 
key role, but also trying to get as clear as possible about the problems the explication is supposed to 
solve and about the functions of the explicandum we expect to be preserved. Secondly, these 
pragmatic considerations as well as the whole process of explication have to be understood against a 
theoretical background to which the explication at hand is meant to contribute. Thirdly, conceptual re-
engineering by explication uses a structure of three main elements: it replaces a concept in use, an 
explicandum, with a new concept, an explicatum, by means of an explicit characterization. Definitions 
are an important tool for characterizing concepts and an effective component of explications but since 
they are based on the two main elements of definiendum and definiens, they are structurally too simple 
for the tasks of conceptual re-engineering. Fourthly, we can distinguish several forms of conceptual re-
engineering tailored to different goals. Explicating characteristically serves some theoretical purpose 
whereas improving exactness may also be undertaken for other, often purely practical reasons, and still 
other forms of conceptual re-engineering are guided by social aims such as fighting stereotypes. 
Fifthly, explications can provide a number of benefits for theories – concepts are integrated in the 
target system of concepts, they are unambiguously, consistently and exactly characterized, and they 
are theoretically useful in various ways by enabling more generalizations, more precise statements, 
simpler theories and so on. Sixthly, judging the adequacy of an explicatum calls for balancing two 
basic considerations: whether the newly introduced concept is sufficiently similar to its predecessor to 
be used in its place in relevant contexts, and how the new concept performs with respect to the 
purposes it was introduced for, specifically with respect to the general theoretical desiderata and 
particular targets of the explication at hand. Doing sufficiently well on both counts – providing a 
theoretically useful concept that can take over important functions of an established concept – is what 
makes for successful conceptual re-engineering by explication.  
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Notes  

 1 Many other uses of “explication” can be found in the literature. In the tradition of Kant, for 
example, explication is frequently understood as a less ambitious alternative to a proper definition. 
I will not discuss such uses here. See Beaney 2004 for a historical study of Carnap’s notion of 
explication in relation to Frege’s, Kant’s and Husserl’s.  

 2 It might be argued that these examples should be interpreted as instances of some other method 
such as conceptual analysis or definition. In Sect. 4, I will discuss some arguments which tell 
against interpreting them as definitions, but defending the view that they are best interpreted as 
explications would require case studies, which cannot be undertaken here.  

 3 Developments less directly relevant to the project of this paper include Martin’s (1973) proposal to 
extend the method from concepts to theories, and Justus and Shepherd’s methodological work 
(Justus 2012; Shepherd and Justus 2015), which focuses on combining explication with 
experimental philosophy, and on the potential uses of these methods.  

 4 Other relevant passages in LFP are referenced in what follows. The remarks on explication which 
can be found in Carnap’s other writings of the 1940s and 50s (esp. 1945; 1947; 1953; 1956; Creath 
1990) are in line with the account in LFP. “Explication” first appears in Carnap 1945: 513; earlier, 
Carnap used other terms such as “systematization” (in a letter to Neurath, 29.1.1943; see 
Hegselmann 1985: 283); see also note 47.  

 5 RSE was written in the mid fifties and completed by October 1958 (Creath 1990: 449).  

 6 Italics signal that “fish” does not refer to the animals labelled by the word “fish” but to the concept 
of being a fish.  

 7 Carnap alludes to this in when he points out that philosophers often neglect the clarification of 
explicanda such as causality, life, mind and justice (LFP 4). 

 8 That this is Carnap’s view is confirmed by his emphasis that “the explicandum cannot be given in 
exact terms” (LFP 4) and that “Naturally, such an elucidation [of the explicandum] can be 
rendered only in terms that are themselves not yet exact.” (1990: 430; with reference to LFP §2). I 
pick up on this point in Sect. 5.3.  

 9 To simplify, I limit the discussion to explications of concepts that involve n-ary predicates. I leave 
open how the method can be extended to other categories of expressions (Carnap (1956: 8) 
mentions, e.g. the definite descriptor the; cf. Siegwart 1997a: 27).  

 10 Maher (2010) argues this point against Quine (1960) and Hanna (1968). 

 11 Maher (2010: 17) comments: “to talk of a term ‘as used in’ a particular way is just a misleading 
way of talking about a concept”. As an argument against Carnap’s position in LFP, this misses the 
point since there Carnap holds that concepts are abstract entities, not terms used in a certain way. 
The latter, however, reflects Carnap’s use of “concept” in some earlier writings (e.g. 1966: 3–4).  
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 12 Siegwart notes that his interpretation targets LFP but not RSE.  

 13 This is not to say that there is a tacit distinction between two languages. I will not discuss criteria 
of identity for languages here, but simply assume that in general the target system of concepts can, 
but need not belong to the same language as the explicandum.  

 14 See Justus 2012 for a more extensive discussion.  

 15 See, e.g., Singh, G. (2010), Plant Systematics. 3rd ed., Enfield, NH: Science Publishers, p. 82.  

 16 Carnap (LFP 7) reports that Menger endorses such a criterion of similarity for definitions. It is 
clear from the context, that Carnap does not approve of Menger’s criterion but rather of the fact 
that Menger states an explicit criterion (contra Hanna 1968: 33). 

Hanna’s criterion is proposed as an alternative, not as an interpretation of Carnap. Bizarrely, 
Hanna’s official definition (1968: 37–8) does not require that everything clearly (not) in the 
explicandum’s extension is (not) in the extension of the explicatum because he allows for the 
explicandum and the explicatum to have different domains linked by an “effective mapping” 
(which need not be 1–1). Hence explicandum and explicatum may even have disjoint extensions.  

 17 Hanna (1968: 41) concludes that Carnap’s position in LFP is inconsistent. I suggest a more 
charitable reading which resolves the tensions in line with Carnap’s explanations in RSE (which 
Hanna does not mention).  

 18 Another argument is due to Goodman, who was the first to note explicitly that similarity does not 
require overlapping extensions (1977: 5–7). Carnap accepts this diagnosis in RSE (945) and 
acknowledges that in some situations similarity may be captured, as Goodman suggests, by a 
certain kind of isomorphism, which admits that explicandum and explicatum may have disjoint 
extensions. However, Carnap’s acceptance of Goodman’s isomorphism does not withstand closer 
analysis because Goodman’s proposal cannot be interpreted as a similarity condition fitting into 
Carnap’s method of explication. Goodman’s criterion is not meant to be applied to individual 
concepts but to entire systems of concepts (1963: 556; 1977: 16). 

 19 Carnap emphasizes this point: “The new definitions should be superior to the old in clarity and 
exactness, and, above all, should fit into a systematic structure of concepts.” (2003: v; italics GB). 
His account of Frege’s explication of the number two points in the same direction. Frege’s 
achievement was not so much reducing the vagueness of two, but giving a definition in logical 
terms (RSE 935; cf. LFP 17).  

 20 This includes that the logical form of the explicatum needs to be determined (cf. Hempel 1952: 
12–4).  

 21 For theories of inconsistent concepts, see Eklund 2014.  

 22 The distinction between consistency and exactness in the context of explications (though not the 
terminology) is due to Hanna 1968.  

 23 Contra LFP 5, this leaves open the possibility that the explicandum is not vague at all. 

 24 Carus (2007a: 265–7) argues for a profound difference between Quine’s and Carnap’s account of 
explication. However, he “takes a broader view of explication than is usual in the literature” 
(2007a: 21n23) and uses “explication” to refer to the philosophical programme of Carnap after the 
introduction of the principle of tolerance. From this perspective, he argues for example that  
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explication is an “external matter” for Carnap, whereas Quine restricts it to internal questions and 
uses it as a tool for his eliminativist ontological programme. Other writers argue that the similarity 
between Carnap’s and Quine’s explanations of the method of explication is misleading since the 
two in fact put the method to different uses. Gustafsson 2014, e.g. argues that Quine’s explications 
aim at eliminating ontological commitments, whereas Carnap’s aim at incorporating a concept into 
a formal framework. However, these points do not directly bear on the approach of this paper, 
which takes a narrower perspective and discusses explication as a method of conceptual re-
engineering available to different philosophical programmes. That Carnap and Quine had similar 
views on the workings of method of explication is compatible with their making different use of it.  

 25 Somewhat surprisingly, the literature shows little awareness of the tensions within LFP and 
between LFP and RSE (exceptions include Hanna 1968; Justus 2012; Siegwart 1997b; Sjögren 
2011). It is, for example, hardly ever mentioned that requiring explications to reduce vagueness or 
to use a formal target language is incompatible with the example of fish and piscis.  

 26 The recipe also incorporates ideas from Greimann 2007 and Siegwart 1997a. For a simplified 
version see Brun and Hirsch Hadorn 2014. 

 27 In its most general form, a similarity condition is a statement involving the explicatum that we 
expect to have a certain truth value. Contra Siegwart (1997a: 32), similarity conditions need not be 
statements which are framed in terms of the target system and use the explicatum; they can also be 
metalanguage statements which mention the explicatum (e.g. stating that the explicatum should be 
an n-place predicate).  

 28 The explicatum need not have the same logical form as the explicandum. It may have more 
argument places if, for example, a comparative concept is explicated by a quantitative one. 
However, I cannot think of good reasons for introducing an explicatum with less argument places 
than the explicandum.  

 29 Contra Reck (2012: 103), this makes room for conclusive counterexamples. In the example given 
below: any explication of hardness which deems diamonds to be soft has failed.  

 30 Applying this recipe to a specific problem of exlication is a creative task, but it can be facilitated 
by various practical strategies. The most important is to learn from previous or rival attempts at 
explicating the same or related explicanda. Studying the history of explications may reveal, for 
example, important ambiguities in the explicandum-term, merits or demerits of different ways of 
introducing an explicatum, or that certain conditions of adequacy may not be satisfiable (see 
Carnap 1945: 516–21; Carus 2007a: 270; Hahn 2013: ch. 2.3.2–7; Siegwart 1997a: 33–4).  

 31 See Schumann, W. (2008), Minerals of the World. 2nd ed, New York: Sterling, p. 20. 

 32 Technically, the range of meaningful application (here: minerals) can be captured in two ways. 
Either the explicatum is introduced by a conditional definition limited to that range (e.g. If x and y 
are minerals, then: x is harder than y iff …). Or it is introduced by a non-conditional definition 
with a definiens which includes a condition ensuring that predicating the explicandum is trivially 
false for all objects outside the range of meaningful application (e.g. x is harder than y iff x and y 
are minerals and …).   
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 33 Even Carnap (1945: 513) spoke of “redefining an old [concept]” in his first explicit explanation of 
explication.  

 34 I leave aside here the explicandum-term and the expression connecting definiendum and definiens 
(e.g. “=df”, or “is defined as”) as additional parts of explications and definitions.  

 35 The following arguments are independent of whether a stronger form of equivalence is required 
for true reportive definitions.  

 36 A note on terminology: my use of “stipulative” neither implies that a new term is introduced nor 
that the definition is not aimed at capturing an established use of the definiendum-term. 
Definitions with the former property I call “inventive”, those with the second “purely stipulative”.  

 37 See The Oxford English Dictionary. 2nd ed. 1986. Oxford: Oxford University Press, entry 
“vegan”. 

 38 Hilbert, D. 1894/95. “Die Theorie der algebraischen Zahlkörper”. Jahresbericht der Deutschen 
Mathematiker-Vereinigung 4, 175–546. 

 39 The expression “precising definition” is especially popular in textbooks (e.g. Sinnott-Armstrong 
and Fogelin 2010; Pfister 2013) and goes back at least to Copi 1953. Sometimes “precisifying 
definitions” is used (e.g. Sorensen 1991). In the terminology of this paper, ‘precising’ and 
‘precisifying’ definitions improve exactness, not precision; hence the scare-quotes.  

This paragraph describes views I have regularly been confronted with in discussions. In print, it 
is hard to find them defended explicitly, probably just because advocates of ‘precising’ definitions 
virtually never discuss Carnapian explication. In any case, the following analysis is relevant to all 
who advocate ‘precising’ definitions or commit themselves to such an idea in their methodological 
remarks.  

 40 This is roughly the kind of explication Hanna (1968) focused on.  

 41 The term “re-engineering” is chosen in analogy to “reconstruction” in order to underline that there 
are two dimensions of adequacy, similarity to an existing concept and usefulness of the new 
concept. Speaking of “re-engineering” is not meant to suggest that the original concept is already 
the product of some previous conceptual engineering. The literature usually follows Carnap, who 
speaks of “engineering” (e.g. 1956: 43; “re-engineering” can be found in Carus 1999; see Eklund 
2015 for other uses of “conceptual engineering”). Carnap’s idea of philosophy as a form of 
engineering has recently been widely discussed, esp. in Carus 2007a and Richardson 2013.  

 42 Conceptual re-engineering with socially relevant goals plays also a key role in Carus’s (2007a) 
defence of the ideal of explication as a tool of enlightenment.  

 43 Actually Hanna’s way of dealing with the distinction between two systems of concepts leads him 
into serious problems; see note 16.  

 44 An extension of the method of explication to theories was suggested by Martin (1973), who 
understands explication exclusively as a matter of vagueness reduction. As far as I know, his idea 
has not been pursued further.  

 45 Hempel (2000) provides a clear account of this shift from individual concepts to theories both 
from a historical and systematic perspective. See also the references given in Sect. 2.3.  

 46 As he occasionally explicitly underlines (e.g. LFP 173; 1953: 190).   
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 47 In the foreword to the second edition of The Logical Structure of the World (Carnap 2003: v), 
Carnap declares “explication” to be a more recent replacement for “rational reconstruction” 
(rationale Nachkonstruktion), although the latter was in fact explained with respect to theories not 
individual concepts in (2003: § 100). Hempel (2000: 206; see also 1952: 11) reports that the 
logical empiricists used “explication”, “logical analysis” and “rational reconstruction” in the same 
sense.  

Carus (2007a) has recently argued for a deep-running distinction between explication and 
rational reconstruction, while underlining that both proceed by “piecemeal” replacement of 
concepts (e.g. 2007a: 15–6, 20, 278). The contrast Carus draws primarily relates to the 
development of Carnap’s overall philosophical programme. In his interpretation, rational 
reconstruction rests on the “hope that there could be a single, permanent logical framework for the 
whole of knowledge” (2007a: 20). Explication, on the other hand, rests on the principle of 
tolerance and a new position on internal and external questions, which admits of introducing 
alternative explicata and choosing between them on practical grounds (2007a: 263–5).  

 48 An example can be found in Bar-Hillel and Carnap 1953: 150, where it is argued that we need two 
explicata for amount of information since no explicatum will meet the following two conditions: 
“the content of a conjunction should be equal to the sum of the contents of its components if and 
only if these components […] have no factual consequences in common” and “the content of the 
conjunction of two basic statements, say ‘P1a1’ and ‘~ P2a3’ [where P1 and P2 are different 
primitive predicates] should be equal to the sum of the contents of these statements since they are 
independent, and this not only in the weak deductive sense of this term, but even in the much 
stronger sense of initial irrelevance [i.e. inductive independence].”  

 49 Carus emphasizes that Carnap’s philosophical outlook recognizes “the dialectical relation between 
[ordinary language and constructed systems]” (2007a:xi; see also 2007b: 41–2). However, he also 
acknowledges that Carnap gives no explicit account of this dialectics (2007a: 19). His 
interpretation of Carnap’s programme is therefore compatible with the diagnosis I give with 
respect to Carnap’s explicit methodology.  
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