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Preface 

The present project was conceived in Erlangen (Germany) in 1985 as a guide to the 
achievements of Brentano and his school. Our aim was to take account of the roots 
of Brentanian philosophy in classical realism and of the implications of the work of 
Brentano and his disciples for modern analytical metaphysics. It became clear, 
however, that an adequate realization of even this restricted aim would call for a 
much larger work than we had originally projected, and the enthusiastic reaction of 
those whom we invited to contribute led us to take on the task of preparing the 
present comprehensive Handbook of Metaphysics and Ontology. 

This somewhat pleonastic title reflects the different histories of the terms 
'metaphysics' and 'ontology' in the two cultures of Anglo-Saxon and Continental 
philosophy. On the one hand the term 'metaphysics' has pejorative overtones in 
continental philosophy as a result of the still pervasive influence of Kant's critique. 
On the other hand the term 'ontology' has an honourable history, above all in 
German philosophy from Goclenius and Wolff to Husserl and lngarden, and both 
terms are employed ever more frequently in the writings of the more sophisticated 
analytic philosophers in ways which to some degree reflect an effort to build bridges 
to the classical metaphysical tradition. 

Although more than 450 articles are here presented, the reader will find that 
certain topics otherwise deserving of separate treatment have been dealt with in 
the longer survey articles (for example on 'Analytic Philosophy', 'Aristotelianism', 
'Metaphysics', 'Ontology', 'Part-Whole', etc.), which are included as a basis for 
general orientation. The reader will find also that cross-references have been kept to 
a minimum in the body of the work, their purpose being served instead by the 
extensive index. 

It cannot be emphasized enough that this work is the creation of its more than 250 
contributors, who spared no effort in meeting our exacting demands. We should 
like to thank especially Charles Lohr, Peter Simons, and Timothy Sprigge, whose 
services went above the call of normal academic duty. Our warmest thanks must 
however go to Hilla Hueber, who encouraged us to take seriously our initial ideas, 
and whose great energy, skill, accuracy, and patience in co-ordinating the work of all 
the contributors, editors, copy-editors, and production staff over a span of more 
than five years made it possible for us to bring these ideas to fruition. Finally, it is a 
special honour for us to be able to thank also Uwe Spaniol, Director of the Dresdner 
Bank in Munich, whose active support for Philosophia in recent years has been 
indispensable to the project. 

The work grew out of a certain vision of philosophy as a discipline that is called 
upon to take account of the best results of logic and of the empirical sciences while at 
the same time nurturing a sound awareness of its own past achievements. We are 
gratified to see on all sides evidence of the fact that these two marks of philosophy 
are no longer regarded as incompatible. 

Hans Burkhardt 
Barry Smith 
June 1991 
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Introduction 

The present work seeks to document the most important traditional and contemporary 
streams in the two overlapping fields of metaphysics and ontology. Both disciplines 
were, even just a few years ago, seen by many as of negligible contemporary interest. 
The editors, neither of whom had shared this general opinion, were none the less 
surprised to see how much valuable work had been achieved in these a·reas not only 
in the past but also in our own century. The intensity of contemporary work in 
metaphysics and ontology points indeed to a healthy renewal of these disciplines, 
the like of which has not been seen, perhaps, since the 13th century. In order to 
summarize what, from the editors' point of view, seem to be the most important 
trends underlying these contemporary developments, the present Introduction offers 
a brief and wilfully selective overview of the contents of this Handbook. 

Aristotle 

The founders of Western philosophy in ancient Greece initiated the development of 
metaphysical systems in a process culminating in the work of Plato, Aristotle, and 
the Stoics. It was especially Aristotle's metaphysics, called by him "first philosophy", 
that became paradigmatic for future research in the field, and this in at least seven 
respects: 

- Aristotle analyses a wide range of metaphysical concepts: the categories 
(substance and nine kinds of accidents), the praedicabilia (genus, species, proprium, 
etc.), modal concepts, concepts of essence, existence, identity, privation, and four 
different kinds of cause. 

- Aristotle uses four fundamental metaphysical relations, namely substance­
accident, part-whole, cause-effect, and means-end, for the purposes of meta­
physical analysis. 

- Aristotle subscribes to a liberal methodological attitude, using different kinds of 
methods, such as definition. induction, and deduction, in his metaphysical works. 

- In all his works Aristotle shows a fundamental empirical attitude which enabled 
him to introduce into science new empirical disciplines such as biology and non­
celestial physics, in addition to the Platonic disciplines of metaphysics, geometry, 
and astronomy. This was possible first of all because Aristotle - in contradistinction 
to Plato - accepts as scientific not only El'tLO"tl]µT], i.e. necessary or certain 
knowledge. but also ~bo~cx. i.e. probable or conjectural knowledge. But it was 
possible also because Aristotle embraced the idea that the sublunar reality in which 
we live manifests certain intrinsically intelligible structures our knowledge of which 
provides an a priori (pre-inductive) basis for science and philosophy. 

- An important consequence of Aristotle's empirical approach is that his meta­
physics is not a closed system like that of Plato. but is rather open to new insights and 
is intimately connected to all kinds of scientific developments. 
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- Aristotle's metaphysics is controlled further by his syllogistic, or more generally 
by logical considerations both formal and philosophical in nature. Thus from the 
beginning his metaphysics is a rational enterprise, bound up with the search for 
truth, and has nothing to do with myth or poetry. 

- Yet even though Aristotle is the first to have developed a deductive system of 
logic. his metaphysics is not deductive but rather descriptive, defining its funda­
mental concepts in cumulative, empirical fashion. 

Medieval and Post-Medieval Metaphysics 

Aristotle's empirical and liberal methodological attitude was shared by all important 
medieval and post-medieval Aristotelians such as Avicenna, Averroes, Albert the 
Great, Thomas Aquinas, John Duns Scotus, William Ockham, Francisco Suarez, G. 
W. Leibniz, and Franz Brentano. The dominance of Aristotelianism is illustrated by 
the fact that, until the Disputationes Metaphysicae of Suarez in 1597, works on 
metaphysics standardly took the form of commentaries on writings in the 
Aristotelian corpus. Taking into account their empirical and rational attitude, it is 
not surprising that the scholastic Aristotelians - represented above all by the 
Dominicans, and later by the Jesuits- were the predecessors also of modern science. 

A new topic in medieval metaphysics, foreshadowed in Plato's and Aristotle's 
theology and in that of the patristic philosophers, is the reflection on concepts of 
God, his perfections, his thinking, and his action. From this stem also reflections on 
possible worlds. on modal concepts such as the necessity and contingency of divine 
and human action, on absoluteness and dependence, and on the methodological 
differences between philosophy and theology. 

The 17th Century 

The 17th century brings three novelties. First. the name 'ontology' is introduced in 
1613 by the German Protestant Scholastic Rudolphus Goclenius and from this time 
stands for metaphysica generalis, as contrasted with the metaphysica specialis of, for 
example, cosmology and natural theology. The second is that Rene Descartes, in 
some respects treading in the footsteps of Augustine, develops a metaphysics in 
which there is added to the description and analysis of the external world a rational 
treatment of the inner world, which is to say a metaphysics resting on the description 
of the mind, its acts. and their cognitive and non-cognitive contents. A third novelty 
consists in the development by Spinoza in his Ethics and by Leibniz in his 
Monadology of a new kind of deductive. systematic metaphysics. Spinoza was 
influenced in this respect by the renaissance of Euclidean geometry in the 16th 
century. Leibniz by his own pioneering inventions in the field of logical calculi. 
Descartes, Leibniz, and Spinoza were all in addition profoundly shaped by the 
scholastic tradition in which they had been trained, and therewith also by the 
Aristotelian metaphysics of substance and accident. 

A central theme of metaphysics in the 17th century, though one which draws on 
earlier work above all by Scotus, is the problem of individuation. represented, for 
example. in the philosophies of Suarez and Leibniz. Not only the individuality of 
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substances is discussed but also, in the tradition of Aristotle and the medieval 
Scholastics, that of accidents such as actual properties, dispositions, processes, and 
situations. Leibniz introduces to philosophy the notion of an individual concept, a 
concept under which all the accidents of an individual fall, and therewith also aspect• 
of the modern logical concept of a possible world. 

The 18th Century 

Kant criticized traditional metaphysical systems such as those of Leibniz and 
Christian Wolff which were in his mind dogmatic in character. In order to avoid 
dogmatic metaphysics, Kant developed instead a view according to which the world 
of experience is somehow formed or shaped by what he called the .. transcendental 
subject", reality in itself remaining intrinsically unknowable. 

German idealists such as J. G. Fichte, G. W. F. Hegel, and F. W. J. Schelling 
developed idealistic metaphysical systems not controlled or even disturbed by the 
existence of logic, and their work thus constitutes a deterioration in comparison with 
what had been achieved by earlier metaphysicians. Hegel replaced formal logic by 
dialectics, and the absence of logic in his philosophy, coupled with the lack of an 
analysis of the external world and the neglect of natural science and mathematics, 
yields as end-result a most peculiar absolutistic evolutionary idealism. 

The Brentano School 

The standards of rigour and descriptive adequacy of Scholasticism were re-established 
above all by Franz Brentano and his school. Brentano, a pupil of Adolf Trendelen­
burg, one of the few Aristotelians in the 19th century in Germany, created a 
philosophical system which was a synthesis of Aristotelianism, Cartesianism, and the 
empiricism of the British school. This system was modified in different and often 
highly original ways by his pupils, the most important of whom were Kazimierz 
Twardowski, Edmund Husserl, Carl Stumpf, Christian von Ehrenfels, Anton Marty, 
and Alexius Meinong. 

In contradistinction to Hegel and his fellow idealists, the Brentano School was 
very successful in associating its philosophical work in fruitful ways with modern 
developments in the sciences, above all in psychology and linguistics. Brentano's 
pupils were responsible for founding not only new philosophical movements such as 
phenomenology, but also new programmes of scientific research such as the Gestalt 
theories of the Graz and Berlin Schools. Brentano's pupils contributed in important 
ways to modern logic. above all through Twardowski and his students in Poland. 
And they contributed also to ontology, for example through Meinong and the 
members of the Graz School, who established the so-called theory of objects. 
Husserl, following in some respects in Meinong's footsteps. founded in turn the 
discipline of formal ontology and was the first to analyse in formal manner the 
ontological concepts of dependence, part and whole. Husserl's work in this field was 
then continued in philosophy above all by Adolf Reinach and Roman Ingarden, and 
in its application to linguistic parts and wholes by Stanislaw Lesniewski and 
others in Poland. Husserl's philosophical ideas on formal and material ontology gave 



INTRODUCTION xxii 

rise further to a new understanding of synthetic or material a priori truths. From the 
perspective of Husserl, Reinach, and Ingarden such truths are not, as for Kant, the 
products of a forming or shaping activity on the side of the subject. Rather, as for 
Aristotle, they represent intelligible structures on the side of the objects of 
experience, structures which are not invented but discovered, and which serve, 
again, as a pre-empirical basis for science and philosophy. 

Early Analytic Metaphysics 

The first analytic philosophers of our century, such as G. E. Moore, G. F. Stout, 
Bertrand Russell, and Ludwig Wittgenstein, did not, like many of their mid-century 
successors, suffer from an anti-metaphysical attitude. Moore's early ontological 
analyses focused on concepts and propositions. He understood concepts as non­
subjective, eternal, and immutable objects of thought, as things that are real, but not 
part of nature. Russell distinguished more carefully between particulars and univer­
sals, developing in the wake of Gottlob Frege a logistic conception of mathematics 
which treats mathematical objects as logical constructions which are at the same time 
denizens of an eternal Platonic realm. 

Frege, too, was something of an ontologist, though his peculiarly baroque brand 
of Platonism, recognizing the True and the False as supreme entities, has found few 
subsequent adherents. Wittgenstein's Tractatus, also at least in part an ontological 
work, seeks to combine the Fregean ontology of function and argument with an 
ontology of states of affairs or Sachverhalte which draws on the logical atomism 
outlined by Russell. 

Lingering Kantianism, Vienna positivism, the philosophy of linguistic analysis, 
and above all W. V. 0. Quine, thereafter served for a time to render unfashionable 
the ontological and metaphysical concerns which had for previous generations of 
philosophers formed the very centre of the discipline of philosophy. Quine's theory 
of ontological commitment is however far from eliminating the need for further 
ontological research. On the contrary, a theory of ontological commitment is one 
of the crucial meta-ontological presuppositions of every ontology. Other pre­
suppositions are a theory of ontological reduction and an account of dependence, of 
part and whole, and of the other formal and material relations in which the entities 
admitted by an ontology may be conceived as standing. 

Contemporary Metaphysics 

Contemporary metaphysics is in many respects similar to Aristotelian metaphysics: 
- In modern metaphysics, too, a wide range of concepts is subjected to analysis, 

concepts such as event, process, action, situation, state of affairs, particular, nexus, 
world, set, guise, and so on. In post-Meinongian ontological systems, moreover, the 
arsenal of entities treated is also in other respects much larger than it was in former 
times. 

- As concerns the four fundamental ontological relations, it is above all mereo­
logical analysis that has seen the most impressive development, starting with 
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Stanislaw Lesniewski and Nelson Goodman and culminating in the work of Peter 
Simons and others. 

- Contemporary metaphysics, too, subscribes to a methodological liberalism, 
adapting its methods to the matters to be analysed. 

- Contemporary metaphysics has a solid empirical foundation, enjoying close 
connections to natural sciences such as physics and biology, as well as to disciplines 
such as psychology and linguistics and to borderline areas such as artificial 
intelligence. 

- Modern metaphysics, too, is an open system taking over from the sciences 
concepts like emergence, field, and space-time, and concepts of social wholes and 
parts, and subjecting these to new types of philosophical treatment. 

- Different kinds of logic are fundamental for the development of metaphysical 
systems. The modern attitude leads to a logical pluralism, so that we have not only 
classical Frege-style logic, but also free logics, modal and paraconsistent logics, etc. 

- Modern metaphysical systems are to an overwhelming degree deductive in 
nature and are in this sense closer to the systems of Spinoza and Leibniz than 
they are to those of the Aristotelian metaphysicians. 

Of the two editors of this Handbook- who bear equal responsibility for all its parts 
and moments - one is an admirer of Leibniz and the 17th-century rationalists and 
thus finds himself strongly allied to certain modern deductive trends. The other feels 
more at home in the 13th or 14th centuries and is accordingly critical of the over­
enthusiastic and often over-simplistic use of formal logical techniques in contem­
porary metaphysics. The editors are however equally convinced that it is precisely 
the tension between the deductive and descriptive approaches to the problems of 
metaphysics and ontology which will be responsible for the future creative advances 
in these fields. And they are convinced also that such advances can be furthered by 
an understanding of the history of metaphysics and ontology. an understanding -
guided by the most sophisticated modern research and by the use of the most 
sophisticated modern techniques - of the sort this Handbook has been designed to 
facilitate. 
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The Absolute 
The expression 'the Absolute', as we will 
understand it here, was first introduced into 
philosophy by F. W. J. Schelling (1775-1854) 
and Hegel (1770-1831). It stands for the 
whole of things conceived as unitary, as 
spiritual, and as rationally intelligible as the 
finite things included in it are deemed not to 
be when considered apart from it. Often it is 
thought of as that whose existence is what is 
proved by an adequate ontological argument. 

Just what expressions like 'the Absolute', 
'the absolute Idea', and 'the Idea' mean in 
Hegel is controversial. Certainly he thought 
reality a dialectical progression from the 
simplest of all concepts (pure being) to the 
richest (the absolute idea) - these consti­
tuting the basic categories through which 
anything can be thought - then moving on 
through this to physical Nature itself (not 
merely the concept thereof) which, by a 
series of further dialectical steps, issues in 
Spirit or Mind (Geist). Spirit then ascends in 
human life by a series of stages from a 
primitive form of sensory understanding, in 
which effectively it merely contemplates pure 
being, to philosophical insight into the whole 
system leading from pure being to itself as the 
highest manifestation of that Absolute Idea 
which has been operative throughout the 
series and is in some sense identical with it as 
a whole. Tlie dialectical series is not primarily 
chronological, though in human life chron­
ology partially reflects its structure. 

Somewhat similar ideas were held by other 
German philosophers, who constructed sys­
tems owing much to Kant but professing to 
break beyond the limits he had placed on 
human knowledge. Thus J. G. Fichte (1762-
1814) interpreted human life and reality 
generally as an absolute ego which posits a 
non-ego for its moral development, and 
Schelling, Hegel's one-time associate, saw 
the Absolute as the identity of knower and 
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known expressing itself both in mind and 
nature. For all such absolutists, the Absolute 
is that which unlike conditioned or finite 
things is intelligible in itself, and is without 
external conditions. 

Among the most powerful proponents of 
the Absolute were the philosophers mislead­
ingly called the Anglo-American Hegelians, 
especially F. H. Bradley and Josiah Royce. 

For Bradley the Absolute is a harmonious 
timeless experiential whole in which its 
appearances ( all finite things) exist in a 
harmonious unity which contrasts with what 
they seem to be individually to themselves 
and to each other. Finite things are appear­
ances in a double sense. First, they are only 
specifiable by us in concepts which being 
internally contradictory cannot in literal truth 
apply to anything. Second, even as they really 
are they have no truly individual character 
which could be actualized out of their precise 
context in the whole, this being the main bar 
to their coherent conceptualization. We can 
dimly conceive this absolute experience on an 
analogy with the whole of our experience at 
any one moment, in which changing events 
are conceived or experienced in a single 
synthetic glance. It contrasts not only, and 
obviously, in the ungraspable contrast in the 
richness of its contents; but also in that our 
single experiences are, and feel themselves 
as, mere phases in an ongoing process, while 
it, though including the experience of the 
events of all time, has no temporal context 
and feels itself in an unchanging external 
moment. To prove the existence of such an 
absolute experience it is contended, first, that 
there is no genuine filling which reality could 
possibly have except sentient experience, 
and, second, that things which it is appro­
priate to think of as standing in relations to 
one another must help constitute, typically 
along with other things, a more comprehens­
ive whole which is more of a genuine unit 
than they are. Since everything is related to 
everything else, they must all be included in a 
unitary whole which, as composed of experi­
ences, must unify them in the one way in 
which experiences can be unified, namely as 
elements in a single experience. (The un­
reality of relations, for which Bradley argued, 
consists in the fact that relational thinking 
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treats terms of relations as having a distinct• 
ness incompatible with the togetherness it 
also requires of them.) 

Royce argued somewhat similarly for a 
more personal Absolute nearer to a tradi­
tional conception of God. His most famous 
argument concerned the reference of thought 
to its objects. If it only picks them out by 
descriptions, then it can never be erroneous, 
for its objects, ifit has any, must answer to its 
predicates; however, we do have erroneous 
beliefs so they must be picked out for us in 
some more basic way. This, claims Royce, 
can only be because we, together with our 
objects, are aspects of an absolute mind who 
deliberately intends objects in an initially 
inadequate way via our finite minds. 

These arguments may falter in detail, but 
the essential point may stand: that things can 
only be related to each other if they are 
elements together in a whole which is more of 
a genuine unit than each is separately. (That 
does not mean that the more comprehensive 
is always a more genuine unit than the less, 
only that at some level there must be a more 
genuine comprehensive unit which related 
tenns help to fonn; however, the main argu­
ment may require only that they must help to 
fonn a unit at least as genuine as themselves.) 
Bertrand Russell's arguments against this 
'monistic' view of relations have been thought 
successful, but really only show that it requires 
a more careful statement than can be given 
here. Certainly for ordinary thought spatial 
relations between things are a matter of the 
larger spatial wholes they make up together, 
and time, it can be argued, must be conceived 
as some sort of embracing whole if there are 
to be temporal relations between events. If 
the idealist is right that space and time are 
merely objects of useful but finally incoherent 
conceptions derived from features of our 
perceptual fields, then they cannot be the 
true more comprehensive wholes in which all 
things (which for the idealist means all experi• 
ences) come together. So at least the present 
author has argued. Anotherof the Absolute's 
more recent defenders, J. N. Findlay (1903--
87) argues further that every philosopher has 
his Absolute, something which needs no 
further explanation, but that only something 
like the Hegelian Absolute is an adequate one. 
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Absolute/Relative 
A neat formal statement of this distinction 
would be immediately to hand if 'absolute/ 
relative' denoted (as some have wrongly 
thought) the familiar monadic/relational dis­
tinction: despite its use to mark off things 
which are not, from things which are, essen­
tially characterized by relation to something 
else, no simple treatment captures its full 
range of application in historical or contem­
porary discussions. An influential and dis­
tinctively Protagorean relativism, emerging 
most notably in the Theaetetus, serves as a 
useful departure. If we claim that truth is not 
an absolute notion but a relative one, we are 
not offering the trivial observation that some­
thing (a proposition, say) is true only in so far 
as it stands in relation to something else: our 
claim distinguishes itself from other theories 
of truth by entailing that, just as the wind 
is cold to him who feels cold and not to him 
who does not, so all truths are of the form 
'I perceive that P' rather than 'P'. Thus a 
Protagorean absolute/relative distinction has 
traditionally been regarded as dividing truths 
according to whether or not they are mind­
dependent (or dividing concepts or predic­
ates according to whether or not they truly 

· apply independently of individual cognitive 
acts). Variants of this theme mark the distinc­
tion along slightly different lines, with 'social 
practices' or 'conceptual schemes' replacing 
'cognitive acts'. 

A concept F is plausibly said to be ab­
solute, in a different sense, when 'absolutely 
F' is a proper but redundant predication -
when nothing could be more F. Thus a 
concept Fis absolute in so far as asserting that 
x is F amounts to claiming that some other 
concept G, which admits of degree, is not 
instantiated by x: 'flat' (along with 'empty', 
'dry', and others) is absolute, because any• 
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thing to which 'flat' truly applies is absolutely 
flat, not bumpy to any degree. 'Bumpy' 
expresses, on this proposal, the correspond­
ing relative concept (G above). 

According to this way of setting off abso­
lute from relative concepts (Unger 1984), 
very few things, if any, fall under absolute 
concepts. Perfectly bumpless surfaces are 
hard to come by. But then perhaps they are 
not, if what counts as a bump is relativized to 
the kind of surface being described (Dretske 
1981): flat tables are one thing, flat polo fields 
another, and each may be perfectly bump less 
relative to the standards appropriate to it. 
Hence it remains that ifx is flat, nothing could 
be flatter, where now the standards for what 
counts as a bump (and so, for what counts as 
bumpless) are relative to a sorta( under which 
x falls. Absolute concepts may be relationally 
absolute (Dretske's term) - absolute, exactly 
as given above, but relative to sortal-specific 
standards. 

This latest strategy can be generalized to 
many other concepts, and to many other 
contexts of application: x is a large mouse, 
though not a large mammal, and nothing is 
large simpliciter. Two crucial points immedi­
ately arise. First, this familiar sort of context 
relativity does not entail that such predicates 
are many-ways ambiguous, for we are free to 
regard indices of context as parameters of 
their fixed semantic content, yielding differ­
ent extensions under different contexts. But 
now the line between absolute and relative 
concepts becomes obscure. On the one hand, 
resemblance is not an absolute relation 
because x and y may at once be similar 
(relative to overall appearance) and dis­
similar (relative to age, intelligence, and 
mannerisms); on the other hand, resemb­
lance is an absolute relation, no longer of 
two terms but of three: x, y, and the respect 
of similarity. 

Second, our reference just now to absolute 
relational concepts, and Dretske's talk of 
relationally absolute concepts (even if teas­
ingly close to double-talk for 'relative' after 
all), recommended that we distinguish 
relative from relational as categories. This is 
particularly crucial for discussions of space 
and time, in which the absolute/relative dis­
tinction is often forced into double duty as an 
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absolute/relational distinction. The latter 
distinction, but not the former, is at issue 
between Leibniz and the Newtonians: 
Newton regarded space as "absolute, ... 
fixed and immovable" - as a substantival 
entity in which material bodies have locations, 
and by virtue of which locations bodies have 
the spatial properties they do have; Leibniz, 
denying in the correspondence with Samuel 
Clarke (1675-1729) that space exists as some­
thing logically prior to things in it, argued 
instead that space is no more than a system of 
mutual relations among coexisting bodies, 
much as a genealogical tree is no more than a 
complex of relations among members of a 
family. 

Although 'absolute/relative' may charac­
terize any number of distinctions in treat­
ments of space and time (Horwich 1978), the 
most important relativity principles, featured 
in both Newtonian and Einsteinian theories 
of space and time, have little bearing on the 
absolute/relational controversy. A spatio­
temporal property or relation is regarded by a 
theory as absolute if that property or relation 
is the same in any frame or kind of frame 
(invariance), and relative if it varies accord­
ing to frame or kind of frame (covariance). 
Classical relativity thus says that elementary 
mechanical laws hold with respect to any 
arbitrary inertial frame, as guaranteed by 
the Galilean transformations, under which 
spatial and temporal separation are in­
variant. According to the Special Theory of 
Relativity, in which electrodynamic laws also 
hold in every inertial frame, the Lorentz 
transformations entail that spatial and tem­
poral separation are no longer invariant 
across inertial frames. 

Perhaps the most famous consequence of 
this is the relativity of simultaneity. In classical 
physics, simultaneity is an absolute relation, 
and we may speak of two events as simul­
taneous simpliciter: two events x and y simul­
taneous in one frame are simultaneous in all, 
and simultaneity is an equivalence relation 
(reflexive, symmetric, and transitive). In 
Special Relativity, if x and y are simultaneous 
relative to one frame, they will not be simul­
taneous relative to some other frame moving 
inertially with respect to the first. Relative to 
a particular frame, simultaneity remains an 
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equivalence relation; but in general, if x is 
simultaneous with y in one frame, and if y is 
simultaneous with z in another, then we are 
not guaranteed that x will be simultaneous 
with z in either frame. 

Equivalence relations are ubiquitous: for 
any sorta( F, 'same Fas' expresses an equival­
ence relation, and that, we are invited to 
suppose, is because 'same as' -identity-is an 
equivalence relation. But identity, perhaps 
the most hallowed of absolute equivalence 
relations among analytic philosophers, is, in 
the hands of relative identity theorists 
(Geach 1980), not absolute after all. On this 
view, asserting that x is identical with y is 
elliptical for 'xis the same Fasy'. Sincex may 
be the same Fasy but not the same G - the 
same gold but not the same golden coin -
identity emerges from the present reading, 
like simultaneity, as a relative equivalence 
relation. But regarding identity now as a 
three-place relation would scarcely incline 
many philosophers to judge it safely absolute, 
echoing again the intractibility of 'the' abso­
lute/relative distinction. 
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J. A. COVER 

Abstract/Concrete 
The process of abstraction, by which the 
mind somehow picks out a common feature 
of many individual items, has been discussed 
since at least Aristotle's Posterior Analytics. 
In traditional logic, abstract terms such as 
'doghood' denote universals, while concrete 
terms such as 'dog' denote particulars. In 
more recent philosophy, 'abstract' and 'con­
crete' have been applied to the things de­
noted rather than to the denoting terms, with 
intent to classify all objects into two mutually 
exclusive and jointly exhaustive kinds ( one of 
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which may be empty). Although ordinary 
particulars are concrete and ordinary univer­
sals abstract (if objects at all), the modem 
distinction, the topic of this article, has di­
verged from the older one. Sets are abstract 
particulars, and Hegel did not contradict 
himself in speaking of concrete universals. 

The association between abstract and 
universal survives in the Fregean notion that 
the 'criterion of identity' for an abstract 
object is an equivalence relation on its in­
stances. Thus the identity of directions con­
sists in the equivalence relation of parallelism 
between lines which have directions; lines 
have the same direction if and only if they are 
parallel (note that lines too may be abstract). 

There are no agreed definitions of 'abstract' 
and 'concrete'. Many concrete objects exist 
contingently, are located in space and time, 
can be pointed at and perceived, have causes 
and effects, and change. Many abstract ones 
lack all these features. However, attempts to 
extract a rigorous criterion from such con­
trasts face the problem of objects which are 
neither purely abstract nor purely concrete; 
they do not clearly explain, e.g. why Plato is 
concrete, but the set with him as its only 
member is abstract. 

Are there any abstract objects? If so, are 
they as mind-independent as concrete ones? 
A Platonist may be defined as one who 
answers both questions affirmatively. Many 
Platonists argue, after Plato, that all pre­
dication involves implicit reference to mind­
independent abstract objects; they may ex­
ploit the permissibility of nominalizations 
such as 'doghood' and 'hairiness'. However, 
the case for Platonism seems to be at its 
strongest in the philosophy of mathematics. 
Three arguments for the existence of math­
ematical objects, assumed to be abstract, 
are: 

1. '7' denotes something because it has the 
semantic function of a singular term in 
the tru~ statement '7 is prime' (Frege). 

2. The eXJstence of mathematical objects 
provides the best explanation of math­
ematical intuition, just as the existence 
of physical objects provides the best 
explanation of perceptual experience 
(Godel). 
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3. Mathematical existence claims figure in 
the mathematics which is an inelim­
inable part of our total physical theory, 
itself holistically confirmed by observa­
tion (Quine). 

Arguments for the mind-independence of 
mathematical objects typically proceed from 
the claimed mind-independence of math­
ematical truth; they may be opposed by 
constructivists who view mathematical ob­
jects as mind-dependent. Common replies to 
arguments 1.-3. are: 

1. Numerals do not really have the 
semantic function of singular terms 
(Wittgenstein). 

2. Since mathematical objects are sup­
posed to be outside space-time, it is 
hard to see how they can be respons­
ible for our mathematical intuitions 
(Benacerraf). 

3. Mathematical existence claims can be 
eliminated from our total physical 
theory (Field). 

Naturally, there are replies to these replies. 
Much recent controversy has centred on the 
application of causal theories of reference 
and knowledge: if we cannot interact causally 
with mathematical objects, does it follow that 
we cannot refer to or know about them? Non­
mathematical disciplines have also been said 
to need abstract objects (e.g. propositions 
in semantics). Some have argued that the 
natural sciences postulate properties and 
relations as well as particulars, and these 
universals might be conceived of as abstract 
objects. 

For obvious reasons, the 'Pythagorean' 
view that all objects are abstract has been less 
popular than the view that they are all 
concrete. Quine's argument that our onto­
logy could be interpreted as Pythagorean 
makes use of assumptions on which there is 
no fact of the matter as to what our ontology 
really is. 

As often, the methodological principles of 
economy and conservativism pull in opposite 
directions. The former advises one not to 
multiply entities without necessity; the latter, 
not to abandon beliefs without necessity. If 
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one's naive view of the world embodies belief 
in a multiplicity of abstract entities (numbers, 
shapes, and virtues), should one seek to 
abandon that belief if one can, or only if one 
must? 
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TIMOTHY WILLIAMSON 

Abstraction 
'Abstraction' has been used for numerous 
cognitive procedures, also for the entities 
(abstracta) thereby cognized, and more re­
cently for sundry logical operations (set-, 
attribute-, lambda-abstraction) in which 
names for abstract entities are formed from 
non-nominal expressions by means of oper­
ators. Most forms of abstraction exhibit 
similar structural elements. The basis or 
input to an abstraction is one or more objects, 
concreta, with their complement of attrib­
utes. In abstraction, these attributes are 
partitioned into two classes: those which are 
retained, selected, or abstracted and those 
which are rejected, overlooked, or abstrac­
ted from. The end product or output is a new 
object, the abstractum, lacking the rejected 
attributes but inheriting the retained ( or 
closely related) ones. In some theories ab­
straction may be iterated, using abstracta won 
in one round as concreta for the next round: 
for example, Aristotle thought numbers are 
abstracted from geometric abstracta. 

Abstraction theories can be classified in 
several dimensions, according to the entities 
abstracted and the position adopted on these 
structural elements: 

1. According to the abstracta. Math­
ematical objects (numbers, geometric 
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figures, sets, etc.), dependent mo­
ments, forms, universals, concepts, 
propositions, meanings, types, essences 
are all candidate abstracta. 

2. According to the status of the abstracta. 
If abstracta pre-exist and are merely 
disclosed by abstraction, we have 
realism, whether Platonic (abstracta 
exist separately from concreta) or 
Aristotelian (abstracta exist in concreta). 
If abstraction creates abstracta, we have 
constructivism. If the constructs are 
mental, we have conceptualism. Some­
times 'nominalism' means a construct­
ivism where the constructs are lin­
guistic. If abstraction seems to disclose 
or construct abstracta but there really 
are none, we have fictionalism, which is 
sometimes also called 'nominalism'. 
The properties of abstracta also vary 
widely. Aristotelian abstracta are 
spatio-temporal, often perceivable, but 
dependent-incapable of separate exist­
ence - whereas Platonic abstracta are 
ideal: non-temporal, non-spatial, caus­
ally inert, immutable, unperceivable, 
etc. So 'abstract' can mean 'dependent', 
'ideal', or (most properly) 'cognizable 
only by abstraction'. 

3. According to the nature of the abstrac­
tion procedure. Psychological abstrac­
tion is a mental process (for example 
selective attention); if the abstractum is 
also psychological, as are John Locke's 
abstract ideas, we have psychologism. 
Edmund Husserl's method of intuiting 
essences, though he avoids the term 
'abstraction', may be called phenom­
enological abstraction - it is a cognitive 
process ·purified' of psychologistic el­
ements. Linguistic theories take ab­
straction as centred on the transition 
from concrete to abstract terms, whether 
via morphological devices like affixes 
('-ness', '-itas', etc.) or syntactico­
semantic devices like the generic 'the'. 
Regimented abstraction operators like 
set- and lambda-abstraction are given 
with axioms laying down existence and 
identity conditions for the abstract en­
tities thereby introduced and are seen 
as incurring greater ontological com-

6 

mitments to corresponding abstracta 
than similar theories without the rel­
evant operators. 

Positions in these three dimensions may be 
fairly freely combined. Thus one may be a 
psychological conceptualist about either 
concepts (Locke) or universals (William 
Ockham), a phenomenological Platonist 
about species (Husserl), a nominalist 
constructivist about universals (Thomas 
Hobbes), or a fictionalist about numbers 
(Hartry Field). Aristotle combined realism 
about mathematical objects with fictionalism 
about their properties: although really in 
concreta, they are profitably treated as if they 
were separate (Met. M). 

Abstraction is important to antirealists 
( constructivists, fictionalists) as the key to 
explaining how there seem to be mind­
independent abstracta; it is important for 
some Platonic realists as an account of how 
abstracta are cognized which does not rely on 
occult faculties of intuition (such as are found 
in Plato or Kurt Godel). Aristotelian realists 
(Avicenna, Thomas Aquinas, John Duns 
Scotus) often invoke abstraction to bridge the 
gap between individuals and universals: we 
perceive individuals, abstract from their 
matter, and retain a universal form in the 
mind. Use of abstraction to account for 
generality is a medieval development, which 
survived to become the keystone of many 
forms of empiricism. The conceptualist view 
that concepts or meanings come into being 
via abstraction ('abstractionism'), once a 
commonplace, has lost support under the 
criticisms of Ludwig Wittgenstein. Interest in 
abstraction has also been diminished by the 
tendency, following W. V. 0. Quine, to offer 
pragmatic reasons ( efficacy in organizing and 
expediting sciences) for ontological positions 
(in Quine's case, Platonism about classes). 

The basis for a more precise grasp of 
abstraction emerged slowly from math­
ematics in the use of equivalence relations 
to establish new mathematical domains, for 
example by K. F. Gauss (1777-1855) in his 
theory of integer congruences, though the 
beginnings are in the account of ratios given 
by Euclid. Giuseppe Peano (1858-1932) 
recognized a general method which he called 
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'definition by abstraction' and his views were 
extended by Hermann Weyl (1885-1955), 
who introduced the notion of attributes in­
variant under an equivalence as being those 
retained in abstraction. Weyl was probably 
influenced by the Erlanger Programme of 
Felix Klein. This classified geometries in terms 
of their invariants, more general or 'abstract' 
geometries such as projective geometry some­
times being derived by "arbitrary but logic­
ally useful abstraction" (Weyl 1949, p. 74) 
from more 'concrete' ones. The invariants of 
projective geometry are properly included 
among those of affine geometry, these in tum 
among those of Euclidean geometry. 

Richard Dedekind (1831-1916) regarded 
the natural numbers as a construction arising 
from simple infinite series by neglecting the 
special character of the elements and taking 
into account only the relations arising from 
their order. Dedekind's description of num­
bers thus abstracted as "a free creation of the 
human mind" (Dedekind 1901, §73) attracted 
the ire of Gottlob Frege, but Frege himself 
had rejected the idea that numbers are made 
cognitively accessible by abstracting under an 
equivalence only because this failed com­
pletely to determine identity conditions for 
abstracta. His solution, the introduction of 
extensions (later, value-courses) to provide 
fixed objects for numbers to be, is vulnerable 
to the same criticism, and he later resorted to 
ad hoc stipulations to decide identity ques­
tions, opening the way for conventionalism 
(RudolfCamap) and pragmatism (Quine) re­
garding abstracta. Bertrand Russell criticized 
Peano and advocated replacing definition by 
abstraction with the use of equivalence classes. 
Instead of taking the number 2 as that which 
abstraction finds all pairs to have in common, 
Russell regarded 2 simply as the class of all 
pairs. Although this approach is now almost 
universal in mathematics, its naturalness 
suffered through the need to restrict the size 
of sets to avoid paradoxes, thereby laying set­
theoretic reductions open to charges of 
arbitrariness (Benacerraf 1965). 
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Accidents 
I: History 

PETER M, SIMONS 

Accident theory begins with the earliesl 
attempts to distinguish between a thing and 
its properties, and it ends with the death of 
substance toward the close of the modem 
period. Accident as a formal category first 
appeared in Aristotle's Categories. For some 
interpreters accident, along with substance, 
is an ontological category; accident is a kind 
of entity. For others accidents are predicates 
only, ways of talking about individual sub­
stances. In starting this brief history with the 
Categories it would be remiss, however, not 
to mention that Plato in the Phaedo (1024-E) 
distinguishes between the form itself and the 
instance of that form in particular, thus the 
form of Tallness is distinct from the ('acci­
dent') tallness-in-Phaedo which is Phaedo's 
way of participating in Tallness. Aristotle's 
Categories is critical of Plato for treating 
tallness as belonging to the category of sub­
stance rather than the category of quantity. 
But Aristotle's categories involve much more 
than a distinction between a subject and its 
properties; they also commit Aristotle to a 
distinction between the kinds of properties 
which an individual (primary substance) may 
be said to have. The essential properties or 
secondary substances (species and genera) 
are those which endure through change and 
without which the individual cannot retain its 
identity. Essential properties are predicable 
of the individual. Accidents are present in the 
individual; an individual may undergo acci­
dental change while retaining its identity. In a 
cryptic comment, Aristotle (in Cat. 2.la20) 
notes that an accident is a 'this', presumably 
an individual in some sense. Accidents def-
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initely are second-class citizens in the Aristo­
telian ontology; they do not contribute to the 
identity of an individual, play no role in 
scientific explanation, and are not an avenue 
of knowledge. As Aristotle notes, there is no 
science of the accidental. 

Porphyry's works on Aristotle keep alive 
the ambiguity between accidents as onto­
logical entities and accidents as predicates. 
This ambiguity dominates the two ways of 
treating accidents in the medieval period. If 
something is an accident per se, it is an entity, 
a reality, an ontological entity; if something is 
said per accidens, that is a way of saying 
something non-essential about a substance. 
Aquinas talks about accidents in both ways 
because he believes that although one can 
talk about things per accidens, accidents per 
se are needed in order to give a full account of 
natural change. Accidents per se are entities 
of explanation; medieval realists who posit 
substantial forms also posit accidental forms 
in order to explain change; nominalists, such 
as William Ockham, emphasize accidents as 
predicates, although Ockham thinks that 
they are irreducible predicates - that is, 
predicates necessary in order to give a com­
plete description of the world. Thus, Ockham 
does not disagree with the realists in holding 
that accidents are necessary to science; the 
difference is that he means accidental pre­
dication and not accidents per se. If accidents 
in either sense are needed to give a full 
account of nature and one keeps the Aris­
totelian notion that scientific explanation 
requires necessary statements, then some 
way of incorporating accidents into scientific 
syllogisms must be found. Thus Scotus and 
Ockham try to distinguish accidental non­
necessary predication ( as in 'This wall is 
white') from accidental necessary predication 
(as in 'This wall is whiteable'), a distinction 
that is suggested in Aristotle's Metaphysics 
!:J.. 30, 1025a30-5. Thus, the medieval philo­
sophers begin the departure from Aristotle's 
claim in the Posterior Analytics I.6.75a19-20 
that there is no science of the accidental. 

If Aristotle claims that there is no science 
of the accidental, the modern philosophers of 
the 17th and 18th centuries come to hold that 
there is no science except the accidental. 
Rene Descartes begins the departure, lead-
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ing the attack on the concept of Aristotelian 
substance. But if there is no Aristotelian 
substance that can underlie the accidents, 
serve in a scientific explanation, or be an 
object of knowledge, something else must be 
given these ontological roles. Descartes tries 
to collapse the distinction between substance 
and attribute, and attributes become the 
entities that were the subjects of modes, used 
in scientific explanation, and the proper 
objects of knowledge. Spinoza, the most 
systematic Cartesian, still uses the words 
'substance' and 'attribute', but defines them 
as the same thing, that which is self-caused 
and can be known in itself. The attribute of 
extension is nothing more than the geo­
metrical aspects of things; geometry for 
Descartes, Spinoza, and Leibniz becomes the 
very paradigm of scientific knowledge. But 
the shape and size of things is for Aristotle an 
accident, a quantity of which there could be 
no science. 

The empiricist tradition in modern philo­
sophy moves in a slightly different direction. 
Starting with Galileo, a sharp distinction is 
drawn between properties that can be quanti­
fied and are open to geometrical description­
such as shape, size, motion, and rest - and 
those that are not - such as taste, smell, and 
texture. Galileo calls the first real and the 
second unreal accidents. The second are 
nothing but names. John Locke is not quite 
so willing to banish accidents of quality, but 
he draws a distinction between the primary 
qualities (powers in things to cause ideas of 
shape, size, and motion or rest) and second­
ary qualities (powers in things to cause ideas 
of smell, taste, and texture). The primary 
qualities are the proper study of science. In 
fact, it is the primary qualities of the atoms or 
corpuscles that are responsible for all of the 
accidents that are attributed to things. The 
primary qualities are the underlying causes of 
all ideas of things and they constitute the real 
essence of things. At this point substance as 
essence and its many ontological roles has 
been replaced with the geometrical accidents 
of things, and obviously the concept of a 
scientific explanation and the concept of 
cause have to change accordingly. 

The role of accidents in causation was one 
of the great ontological debates of the 
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modern period. Descartes and Nicolas 
Malebranche often talk of an accident 
being communicated from one individual to 
another. Leibniz emphatically denies that 
such movement is possible; one individual 
can have no metaphysical influence on 
another. By this claim Leibniz means that an 
accident cannot transfer from one substance 
to another or exist in two individuals. To 
explain change without such metaphysical 
influence, Leibniz offers his theory of pre­
established harmony. 

If substance has been identified with attrib­
utes or its real essence is just a set of special 
accidents, it seems entirely possible that 
substance is ontologically nothing more than 
a set of accidents. George Berkeley argues 
that material substance is metaphysically, 
scientifically, and epistemologically useless. 
For Berkeley a material thing is nothing more 
than a collection of sensible qualities; David 
Hume applies the same analysis to minds and 
by the end of the modern period accidents or 
what are really their direct descendants, 
sensible qualities, are the basic ontological 
building blocks of reality. Even Kant, who 
tries to preserve the thing-in-itself, is clear 
th~t only sensible qualities are the appro­
pnate objects of science. 

Talk about qualities and properties, and 
even the debate between essential and acci­
dental properties, has not vanished in the 
20th century. There is the great nominalism­
re~lism debate about whether properties are 
umversal or particular. which involved 
Bertrand Russell. G. E. Moore. G. F. Stout, 
and C. D. Broad to name a few of the 
participants. There have been efforts to 
identify the 'simples· that occur in experi­
ence or out of which events are constructed 
and these were usually properties such as 
'red', 'here', and ·round'. There have been 
ongoing debates about the nature of relations 
and whether the distinction between the 
relational and non-relational even makes 
sense. But these debates are not really about 
accidents, although they are about the kinds 
of things Aristotle and the other substance 
philosophers would have called accidents. 
These issues are not part of the development 
of accident theory as much as they are a 
debate about what kind of theory should 

replace accident theory once it is agreed that 
properties are no longer accidents which 
belong to a substantial individual. 
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KENNETH C. CLAITERBAUGH 

Accidents 
II: Accident Theory in Greek 
Philosophy 
The notion of accident was not suddenly born 
from Aristotle's brain. It might be suggested 
that the pre-Socratic attempts to find out 
what the nature or cpuoL; of things really is 
(in contradistinction to their superficial and 
changing properties) were exercises in acci­
dent theory. Aristotle himself indicates that 
the Sophists used to build their fallacies on 
accidents (Met. 1026b15). Precise anticip­
ations are to be found in Plato, e.g. in the 
Euthyphro (lla) where Socrates rejects an 
alleged definition of 'the pious', on the 
grounds that it does not denote the 'essence' 
(ouoCcx) of the dejiniendum, but only an 
'affection' (mnto;) of it. 

It seems to be the case, however, that 
Aristotle first introduced in a systematic way 
both the concept of accident and the word 
ouµ~E~l]x6; as a designation of it. 

The word is semi-technical. It is the perfect 
participle of ouµ~cx(vELV, a quite common 
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verb, roughly meaning 'to walk along with', 
and hence 'to agree' (of persons), 'to cor­
respond with' (of things), 'to happen' (of 
events), 'to result', or 'to follow' (of factual 
consequences or logical conclusions - Aris­
totle uses the verb in his definition of the 
syllogism, Top. 100a25, Pr An .. 24b18: the 
conclusion ouµ~a:(VEL from the premisses). 
The standard participial form ouµ~E~TJKOs 
sounds more technical; but its origins give it a 
rather wide range of meanings. ruµ~E~TJKOs 
does not necessarily convey the notions of 
(!) contingency, (2) infrequency, and 
(3) painfulness (as 'accident' does in most 
modem languages). In a way, it could be 
helpful to translate it, not by the traditional 
'accident', but by less heavily loaded words 
(like 'coincident' or 'concomitant'). How­
ever, it does convey at least I. and 2. in the 
specific, but by no means unique, definition 
given by Aristotle at Met. 1025a14: "we call 
'accident' what belongs to something and 
is true to say of it, but neither of necessity 
nor for the most part [ch, btt -ro n:oku)". 
The complicated story of the notion, within 
Aristotle's work and after Aristotle, is largely 
rooted in this state of affairs. 

In what seems to be the earliest and most 
influential Aristotelian statements about the 
accident (Top. 102b4-14), Aristotle offers 
no fewer than two different definitions of 
ouµ~E~TJK6,. Here, as well as in the definition 
in the Metaphysics, a ouµ~E~TJK6s is a kind of 
predicate, not a kind of event. The notion of 
accidental event is derivative: roughly speak­
ing, something happens 'by accident' (xa:-ra 
ouµ~E~TJK6s) when something x has an acci­
dental predicate y, and is said to do or to 
undergo something under the description y. 

The general context of the definitions in 
the Topics is a fourfold classification of kinds 
of predicates (in relation to specific, not 
individual, subjects: e.g. 'man', not 
'Socrates'). The dialectical rules of discussion 
will vary, Aristotle argues, according to 
whether the predicate of the statement to be 
discussed is claimed to be the definition 
(ogo,), or a 'property' or 'proprium' (ibLOv), 
or a 'genus' (ytvo,), or an 'accident' 
( ouµ~E~T]x6,) of the subject. This classi­
fication follows from a cross-application of 
two distinct criteria (cf. Top. I03b6-19): 

I. either the predicate does or does not 
belong to the essence of the subject, and 

2. either the predicate has or does not 
have the same extension as the subject. 

The definition is essential and coextensive; 
the property is coextensive and not essential; 
the genus is essential and not coextensive; the 
accident is neither essential nor coextensive. 
This is the dominant picture in Topics I. 

Let us tum now to the actual Aristotelian 
definitions of accident, and say something 
about the problems involved. The first def­
inition reads: 

(Al) An accident is something which, 
though it is none of the foregoing -
i.e. neither a definition nor a prop­
erty nor a genus - yet belongs 
(um:XPXEL) to the thing (102b4-5). 

This definition might be expressed in the 
following way (using S(A,B) = 'A is a 
ouµ~E~TJK6s of B'; E(A,B) = 'A reveals the 
essence of B'; C(A,B) = 'A is coextensive 
with B'; Y(A,B) = 'A belongs to B'): 

(Ala) S(A,B) = DI. Y(A,B) & ,E(A,B) 
&,C(A,B) 

The negations in (Al) are not, however, 
necessarily to be construed as actual exclu­
sions as they are in (Ala); they might mean 
that the ouµ~E~TJK6s just belongs to the sub­
ject, leaving open the question whether it has 
or does not have the supplementary features 
of essentiality and coextensivity. This gives a 
weak interpretation of (Al), namely: 

(Alb) S(A,B) = DI. Y(A,B). 

This weak sense of 'accident' accounts, I 
suggest, for some otherwise puzzling aspects 
of the use of auµ~E~TJKOs in the Topics. Aris­
totle often says or implies that, in order to 
establish or to reject an accident-claim, it is 
enough simply to show that the predicate 
does or does not belong to the subject ( cf. 
139a24-b5; 155a3-36). 

Aristotle's second definition of accident 
now reads: 
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(A2) An accident is something which may 
( EVOEJ(Ei:O:L) possibly either belong or 
not belong to any one and the self­
same thing (otcpouv EVL xo:L t(jlcnn:cp) 
(102b6--7). 

The examples which follow are specifically 
fitted to (A2): "for instance 'to be sitting' may 
belong or not belong to some self-same 
thing", etc. 

According to Aristotle himself, (A2) is a 
'better' definition than (Al). In order to 
understand (Al), one must already know the 
three other notions listed, where (AZ) is 'self­
sufficient'. This epistemic privilege of (AZ) 
does not, however, imply any logical differ­
ence between (Al) and (AZ): they are most 
probably intended to capture a single notion. 

Do they actually do so? The complicated 
history of the concept has been largely deter­
mined by the puzzles to which this question 
gives rise. Standardly interpreted, (AZ) 
apparently means: 

(A2a) S(A,B)= or. Y(A,B)&O,Y(A,B). 

(A2a) seems to rule out the predicates 
which are in some (factual, conceptual, or 
other) sense inseparable from their subject, 
whereas such predicates could fall under 
(Al) in both its interpretations. Such is the 
case, apparently, with Aristotle·s own 'per se 
accidents' (ouµj3Ej3l]K6to: xo:a· o:imi:), de­
fined as "those which belong to their subject 
per se [hence necessarily). without being in its 
essence'" (Met. 1025a31-2). and described as 
the proper predicates of demonstrated sci­
entific conclusions (Post. An., 75bl; 76bll 
-16). 

'Inseparable accidents' crop up repeatedly 
in the history both of aw1l3El3l]x6; and of the 
Aristotelian tradition. Epicurus (Ep. Hdt. 
68-71) restricts the use of the word 
ouµj3Ej3l]K6to: to inseparable qualities, in 
contradistinction to ouµ,miJµo:to:, tran­
sitory qualities (respectively co11i1111cta and 
e11e11ta in Lucretius's Latin, DRN l 449-82). 
On the other hand, Alexander of Aphro­
disias, commenting upon the Topics defini­
tions (48,28--49.1 Wallies). discusses various 
kinds of 'inseparability' and various inter­
pretations of ·possibility' in (A2). He eventu-

ally concludes that (Al) and (AZ) are not 
logically equivalent, and that (Al), if not 
'better' than (AZ), is nevertheless 'neces­
sary'. This is because it can cope with cases of 
accidents which do not fall under (A2), 
namely "those which belong inseparably 
((kxwpCatw;) to their subjects, without being 
in their essence and without being properties 
of them". 

Porphyry (Jsagoge 12,24-13,5 Busse) puts 
forward another solution, which was to prove 
enormously influential. He introduces (to­
gether with two other definitions directly 
adapted from Aristotle) a new definition, 
following from one of Alexander's sugges­
tions, and according to which: 

(AP) An accident is that which appears 
and disappears without entailing the 
destruction of the subject. 

This definition is explicitly designed to take 
care of both 'separable' and 'inseparable' 
accidents: for, Porphyry adds, there are two 
kinds of accidents, separable ones which 
obviously fall under (AP), and certain others, 
which are factually inseparable, but which 
still fall under (AP), because the subject can 
at least psychologically be conceived of with­
out them, without thereby being destroyed. 

It is not quite obvious that ( AP) captures 
the Aristotelian notion of accident. Its faith­
fulness to Aristotle has been recently ques­
tioned by T. Ebert (1977). who (taking over 
a suggestion made, but abandoned, by 
Alexander) powerfully argues that the real 
meaning of (A2) in Aristotle is not (A2a), 
but: 

(A2b) S(A,B)= or. Y(A,B)&(EC) 
(◊Y(A,C)&O,Y(A,C)). 

In other words, A is an accident of B iff ( 1) A 
belongs to B, and (2) there is a C such that A 
may belong and not belong to C. Accord­
ingly, a given predicate, if it satisfies (2), will 
be an accident in respect to whatever subject 
it may be related to, even if it is in some sense 
'inseparable' from this subject. 

This interesting suggestion is certainly at 
least compatible with the text of (A2); and 
it makes excellent sense of some puzzling 
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passages in the Topics (e.g. 120b21-35). 
However, it may be doubted that it solves all 
the difficulties, because it seems to be demon­
strably possible, in Aristotle's view, for a 
given predicate to be an accident of a subject 
A, and to belong in some non-accidental way 
to a subject B. 
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JACQUES BRUNSCHWIG 

Accidents 
ill: The Ontological Square 
The phrase 'ontological square' is found for 
the first time in Angelelli (1967), Chapter 1. 
It refers to a diagram often included in early 
editions of logic books and manuscripts but 
above all to a theory which has largely domin­
ated the history of metaphysics. This theory 
has its first formulation in Aristotle's Cat­
egories, la20-lbl0. Aristotle explains that 
there are four classes of entities ( ovra) gener­
ated by the combination of two relations. The 
two relations are: 'xis predicated of y' and 'x 
is in y'. The first class of entities consists of 
those that are not in others but are predicated 
of others; the second class of those that are 
not predicated of others but are in others; the 
third of those both predicated of others and in 
others; and the founh of those neither pre­
dicated of others nor in others. 
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The relation of 'being in' holds between 
accidents and substances, and has often been 
referred to as 'inherence'. The relation of 
'being said of, or predication, holds between 
universals and particulars (in pre-Fregean 
logic also to other, 'inferior', universals). 
Thus, the four classes have been traditionally 
known as: 

1. universal substances, 
2. particular or individual accidents, 
3. universal accidents, 
4. individual substances. 

Thus, in Pacius's commentary on the 
Organon of 1598 we read: "rerum divisio 
quadripartita, aut enim est substantia univer­
salis, aut s11bstantia particu/aris, aut accidens 
universa/e, aut accidens particulare". 

In Angelelli (1967) the square appears as 
follows: 

said of a 
subject 

not said of 
a subject 

not berng in a 
subject 

man 

this man 

being in a 
subject 

white 

this white 

It may be unclear whether Aristotle fully 
recognizes individual accidents in the real 
world in addition to the three other types of 
entities. However, the acceptance of this 
founh type became well established in the 
Aristotelian and scholastic tradition. There 
were many 'axioms' for individual accidents: 
'individual accidents cannot pass from one 
subject to another subject', 'individual acci­
dents cannot be in two subjects', etc. 

In spite of the clarity of the definitions in­
volved in the theory of the ontological square, 
the associated terminology has often tended 
to be dangerously ambiguous ( for example, 
'inesse' as a term designating either one of the 
two basic relations; 'accident' as referring 
both to universal and to individual accidents). 
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Two powerful ideas have acted against the 
sharp separation of the four classes of entities: 

I. the notion of essence, 
2. the view of universals as merely 'mental', 

so that the only 'real' classification has been 
held by many to be the division between 
accidents and substances. 

In the historical development of the onto­
logical square, interesting discussions have 
emerged on the possibility of reiterating 
either of the two basic relations. In the case of 
'being in' (inherence) this became the issue of 
whether to admit accidents of accidents (for 
example: white - an accident from the cat­
egory of quality - is in surface - an accident 
from the category of quantity - where the 
surface in question is in some given individual 
substance). Here classical ontologists, for 
example Francisco Suarez (Disputationes 
Metaphysicae, XIV, 4) seem to have favoured 
parsimony. In the case of the relation 'said 
of, however, the attitude appears to have 
been, in general, far more liberal: predicates 
of predicates proliferated and were subject to 
a sophisticated treatment under the heading 
of 'second intentions'. 

Curious questions have also been con­
sidered, such as for example the general lack 
of proper names for individual accidents. 

A surprising. unusual formulation of the 
ontological square is found in De veris prin­
cipiis et vera ratione philosophandi contra 
pseudophi/osophos libri IV, 1533, of the 
humanist Marius Nizolius (1498--1576), who 
wanted to replace universals by collections 
or multitudines, and accordingly had, in­
stead of 'universal substances', multitudines 
singularium substantiarum (sets of singular 
substances), and instead of 'universal acci­
dents', m11/tit11dines si11gularium qualitatum 
(sets of singular qualities). 
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IGNACIO ANGELELLI 

ACCIDENTS IV: THE ONTOLOGICAL HEXAGON 

Accidents 
IV: The Ontological Hexagon 
The ontological hexagon presented in this 
article is an extension and modification of the 
Aristotelian ontological square, which is an 
ontological pendant to Aristotle's logical 
square of oppositions. 

At the beginning of the Categories, from 
la20 to lb9, Aristotle exhibits two relations 
in which entities can or cannot stand. The first 
of these is the relation of i:v uitmmµev(jl 
dvm = ins11biectoesse = to be ('inhere') in a 
subject, which we abbreviate by 'enh'. The 
second is the relation of Kalt' ultOXELµfvou 
AfyEotto:L = de subiecto dici = to be said 
('predicated') of a subject, which we abbrevi­
ate by 'cath'. 

Using the relations 'enh' and 'cath', Aris­
totle considers, purely combinatorially, four 
sorts of entities. The names attached thereto 
are not found in Aristotle; they stem from the 
tradition. 

enh cath 
(singular substances, SS) 

+ (universal substances, US) 
+ (singular moments, SM) 
+ + (universal moments, UM) 

Here + means that the entity in question 
bears the relation in question to some sub­
ject, and - means the negation of this. 

Traditionally, moments are called acci­
dents. But we prefer the term 'moment' 
(roughly in the Husserlian sense), since it is 
then possible to distinguish between essen­
tial and accidental moments. The term 
'moment' has, unlike the term 'accidens', no 
modal connotations. Let us give some ex­
amples of each of our four sorts of entities: 

ss: this individual man, star, stone, this 
soul. 

us: classes or concepts of ss's, the class of 
all men, the concept of star. 

SM: this individual fall, cry, reddening, 
being hot. 

UM: classes or concepts of UM's, like the 
class of all falls, the concept of red­
dening. 

For more on moments see Smith (1982). 
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Accidents 
ID: The Ontological Square 
The phrase ·ontological square' is found for 
the first time in Angelelli (1967), Chapter I. 
It refers to a diagram often included in early 
editions of logic books and manuscripts but 
above all to a theory which has largely domin­
ated the history of metaphysics. This theory 
has its first formulation in Aristotle's Cat­
egories, la2f>-JbJ/J. Aristotle explains that 
there are fourclass.e, of entities (ma) gener­
ated by the combination of two relations. The 
two relations are: ·xis predicated of y' and 'x 
i\ in y'. The first cla,s of entities consists of 
those that are not in othen but are predicated 
of othen; the second clas, of those that are 
not predicated of others but are in others; the 
third of those both predicated of others and in 
others; and the founh of those neither pre­
dicated of others nor in others. 

111,· 1,•l,111,111 11f 'lwillfl in' h11lds h<'IW<'<'II 
.1,-..·id<'nl, 1111,I suhs11111,·._.,, 111111 hus often hcen 
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univ,•rsals :111d particulars (in prc-Frcgcnn 
l,•i:ic also h> oth,•r. 'inferior', universals), 
fhus. the four dasscs have been trnditiunally 
kOllWll as: 

I. universal substances, 
, particular or individual accidents, 
3. universal accidents, 
~- individual substances. 

Thus, in Pacius's commentary on the 
Organon of 1598 we read: "rerum divisio 
q11adripartita, a111 enim est s11bstantia univer­
salis, a11t s11bstantia particularis, aut accidens 
universale, all/ accidens particulare". 

In Angelelli (1967) the square appears as 
follows: 

said of a 
subject 

not said of 
a subject 

not being in a 
subject 

man 

this man 

being in a 
subject 

white 

this white 

It may be unclear whether Aristotle fully 
recognizes individual accidents in the real 
world in addition to the three other types of 
entities. However, the acceptance of this 
founh type became well established in the 
Aristotelian and scholastic tradition. There 
were many 'axioms' for individual accidents: 
'individual accidents cannot pass from one 
subject to another subject', 'individual acci­
dents cannot be in two subjects', etc. 

Jn spite of the clarity of the definitions in­
volved in the theory of the ontological square, 
the associated terminology has often tended 
to be dangerously ambiguous (for example, 
'inesse' as a term designating eitherone of the 
two basic relations; 'accident' as referring 
both to universal and to individual accidents). 
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so that the only 'real' classification has been 
held by many to be the division between 
accidents and substances. 

In the historical development of the onto­
logical square, interesting discussions have 
emerged on the possibility of reiterating 
either of the two basic relations. In the case of 
'being in' (inherence) this became the issue of 
whether to admit accidents of accidents (for 
example: white - an accident from the cat­
egory of quality - is in surface - an accident 
from the category of quantity - where the 
surface in question is in some given individual 
substance). Here classical ontologists, for 
example Francisco Suarez (Dispurationes 
Metaphysicae, XIV, 4) seem to have favoured 
parsimony. In the case of the relation 'said 
or, however, the attitude appears to have 
been, in general, far more liberal: predicates 
of predicates proliferated and were subject to 
a sophisticated treatment under the heading 
of 'second intentions'. 

Curious questions have also been con­
sidered, such as for example the general lack 
of proper names for individual accidents. 

A surprising. unusual formulation of the 
ontological square is found in De veris prin­
cipiis et l'era ratione philosophandi contra 
pseudophilosophos libri IV. 1533. of the 
humanist Marius Nizolius (1498-1576). who 
wanted to replace universals by collections 
or multitudines, and accordingly had. in­
stead of 'universal substances'. 11111/titudines 
singularium substantiar11111 (sets of singular 
substances), and instead of 'universal acci­
dents·, 111ultitudi11es si11gulari11111 qualitat11111 
(sets of singular qualities). 
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square ,,t r,ppr~tir.1m. 

At the beginning r;f the Categr.,rie!. frr;m 

la2fJ to lb9, Arutotle exhibits 1-..,., relation~ 
in which entities can r,r cannot stand. The f.m 
of these is the relation of iv i":rcr,.,a uivr.;, 
£1va:L = insubiecto esse = to be /·inhere·} in~ 
subject, which we abbrC\iate by ·enh·. The 
second is the relation of JCcrtl' 1!:tO-,..ELµt\'01." 
Afytoila:L = de subiecto dici = to be said 
('predicated') of a subject. which we abbre,i­
ate by 'cath'. 

Using the relations ·enh' and ·cath·. Aris­
totle considers, purely combinatorially. four 
sorts of entities. The names attached thereto 
are not found in Aristotle; they stem from the 
tradition. 

enh cath 
(singular substances. SS) 

+ ( universal substances. 'CS I 
+ (singular moments. S~f) 
+ + (universal moments. L~f) 

Here + means that the entity in question 
bears the relation in question to some sub­
ject. and - means the negation of this. 

Traditionally. moments are called a.:d­
dents. But we prefer the term -moment· 
(roughly in the Husserlian sense). since it is 
then possible to distinguish between essen­
tial and accidental moments. The term 
·moment' has. unlike the term ·acciden..<. no 
modal connotations. let us ,ri,·e some ex­
amples of each of our four sons of entities: 

ss: this indi\idual man. star. stone. this 
soul. 

us: classes or concepts of ss·s. the class of 
all men. the c,,,ncept <1f star. 

SM: this indi\idual fall. m·. reddenin-1.. 
being hot. · -

l'M: classes or con,-epts of t·M·s. like the 
class of all falls. the concept of red­
dening. 

For more on moments see Smith (198:!). 
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The Aristotelian ontological tetragon then 
looks like this: 

(A) us 

~1 
SS◄--e""n"'h-----SM 

UM 

We have drawn a labelled arrow if and only if 
there are corresponding pairs of entities 
between which the labelled relation can hold. 

The Aristotelian ontological square poses 
many problems (see Angelelli 1967). Here 
we restrict our attention to the following two 
questions: 

1. Why is there no cath-arrow from UM to 
SM, whereas there is such an arrow from 
us toss? 

2. Why are there both an enh-arrow and a 
cath-arrow from UM to ss? 

The trivial answer to these questions is: 
because Aristotle has defined the four classes 
just in terms of the relations cath and enh in 
the way described above. If, however, we 
appeal to an independent understanding of 
ss, us, SM and UM and also of cath and enh, 
then the following modified Aristotelian on­
tological tetragon can be suggested: 

(A*) us UM 

enh 
ss ◄-----sM 

Here cath is understood strictly as pre­
dication, and thus a universal moment is 
predicated of a singular moment, just as a 
universal substance is predicated of a singular 
substance. A universal moment is not pre­
dicated of any substance either singular or 
universal, simply because a substance is not a 
moment. 

How do we understand enh? We under-
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stand it as the inherence relation between a 
singular moment and the singular substance 
which 'bears' this moment. Thus a universal 
moment does not inhere. If a thing is red, 
then it is so because a concrete, singular 
spatio-temporal redness inheres in the thing 
and not because redness as such inheres 
therein. 

We may now extend the modified Aris­
totelian tetragon to a hexagon by introducing 
two new vertices, and new edges: 

SA 

Explanation of (H). Here the sA's are 
singular states of affairs, the UA's are universal 
states of affairs. It is useful to consider the 
UA's as concepts under which the SA 'scan fall. 
Thus under the concept 'that a man runs' 
there fall all singular states of affairs consist­
ing of a man and a run which inheres therein. 

We could also add the new relations part 
and sub. Part denotes the mereological part­
whole relation; it can hold only between 
singulars. Sub is the relation of subordination 
or inclusion and can hold only between 
universals, as for example between man and 
animal, between redness and colour. 

The distinction between UA's and SA's 
allows a new definition of the truth of (simple) 
sentences. 

S is true: = DI. there is a singular state of 
affairs o such that the universal state of 
affairs 11S11 can be predicated (cath) of o. 

To summarize, the ontological hexagon 
incorporates the following simple ontological 
picture: there are three categories: sub­
stances, moments, and states of affairs. In 
each category we have both universals and 
singulars (individuals). The universals of a 
fixed category stand e.g. in the logical re­
lation of subordination to one another ( the 
UA that a man runs is subordinated to the UA 
that an animal moves). The universals stand 
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to the corresponding singulars in the onto­
logical relation of predication (cath). Be­
tween the singulars we have ontic relations, 
like enh and part. Further, such on tic re­
lations would be the relation of causation, 
holding between singular states of affairs, or 
the relation of temporal succession, holding 
between singular moments. 
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Acquaintance 

Acquaintance is direct awareness, what 
the medievals called 'intuitive cognition' 
(cognitio intuitiva) and later philosophers 
called simply 'intuition'. More precisely, 
acquaintance is a singular awareness of a 
particular object in one's presence. The para­
digm is perception, where the subject is in 
causal contact with the object of awareness, 
but it has also been held that we are directly 
aware of our own conscious mental states and 
of ourselves as subjects. The way in which 
these forms of awareness are 'direct' has been 
analysed quite differently by different philo­
sophers. 

John Duns Scotus and William Ockham 
defined intuitive cognition as grasping indi­
vidual objects through the senses, which they 
opposed to 'abstractive cognition' in grasping 
the universal through the intellect. Similarly, 
in the Prolegomena Kant said, "Intuition 
[Ansc/rammg) is a representation [Vorstel­
l1111g) such as would depend directly on the 
presence of the object". For Kant, intuition 
in sense perception results from an inter­
action of both sensation and judgement. The 
classical theories in the 20th century are those 
of Bertrand Russell and Edmund Husserl. 

Russell. In his 1910 essay "Knowledge by 
acquaintance and knowledge by descrip­
tion", Russell says, "I am acquainted with an 
object when I have a direct cognitive relation 
to that object." This notion is explained 
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partly in terms of Russell's distinction be­
tween 'knowledge by acquaintance', wherein 
one knows an object directly, and 'know­
ledge by description', wherein one knows an 
object indirectly by way of some description, 
as 'the so-and-so'. Russell recognized four 
kinds of acquaintance: perception of sense­
data, introspection of certain mental occur­
rences, introspection of oneself, and concep­
tion of universals - i.e., properties and rela­
tions. He vacillated, however, on whether 
one knows oneself by acquaintance, and he 
held that we know other selves and physical 
objects only by description - e.g., as the 
cause of these sense-data. 

For Russell, the ontological structure of 
acquaintance is that of a two-place relation 
between subject and object: say, between me 
and this red round patch, the sense datum I 
am seeing. It is a direct cognitive relation, 
because it is not mediated by anything like a 
property or a general concept. By contrast, 
knowledge by description is a mediated cog­
nitive relation. For instance, when I believe 
that the winner of the next American presid­
ential election will be a Democrat, I stand in 
a certain cognitive relation to the winner, but 
that relation is mediated by the property of 
winning the election, which belongs uniquely 
to the winner. On Russell's analysis, I am 
acquainted with the 'constituents' of the 
'proposition' I believe, which in this case 
include the given property. However, for 
Russell there is no such entity as the proposi­
tion itself, and so believing is a relation 
between the subject and those constituents. 

Husserl. Husserl gives a quite different 
account of intuition, developed in various 
works including his Logical Investigations 
(see VI, §46), Ideas (§1), and Cartesian 
Meditations (§§1, 24--6). Husserl defines in­
tuition (Anscha1111ng) as a direct 'experi­
encing' (Erfahrung) of an object 'itself, an 
object given as 'present'. This form of aware­
ness he also calls 'evidence' (Evidenz). 
Husserl recognized three basic kinds of intu­
ition: perception of physical objects and 
events (not sense-data); phenomenological 
reflection upon one's experiences (and their 
contents) and also upon oneself (one's 
pure ·ego'); and 'eidetic' apprehension of 
·essences' -i.e., species or attributes. Husserl 
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also recognized a secondary kind of intuition, 
which he called 'reproductive': this kind 
includes recollection, fantasy, and empathy. 
In these types of experience an object is given 
not directly, as in 'originary' intuition, but 'as 
if directly - for instance. when I recall what 
I once saw 'as if I were seeing it once more. 

The ontological structure of intuition 
follows that of intentional relations on 
Husserl's general theory of intentionality. 
(See Logical Investigations, V, and Ideas. 
§§88ff, 128ft.) Some scholars read the later 
Husserl as an idealist, while others read him 
always as a realist. On the realist reading, 
Husserl distinguishes the 'act' or intentional 
experience (Erlebnis), from its subject, its 
content, and its object. My seeing this dog 
(veridically) consists, then, in an intentional 
relation mediated by the content of my ex­
perience: I have a visual experience, the 
experience bears (or contains) the content, 
and the content prescribes (or is satisfied by) 
the dog. Thus, the intentional relation be­
tween subject and object is really a four-term 
relation between subject, experience, con­
tent, and object. 

The content of the experience reflects the 
way the object is 'given' in the experience. 
Husserl first identified the content of an 
experience with the 'ideal species' of the 
experience (Logical Investigations, V); later 
he assumed it to be another kind of abstract 
entity he called 'noema' (Ideas, §§88ff), 
something rather like Frege's Sinn. Either 
way, Husserl assumed that the object of the 
experience is determined by the content of 
the experience, somewhat as Frege assumed 
that the referent of an expression is deter­
mined by the sense of the expression. By 
contrast, Russell argued against the existence 
of 'contents' and simply identified seeing with 
a two-term relation between subject and 
object, as opposed to Husserl's four-term 
relation of the subject's having an experience 
bearing a content determining the object. 

What distinguishes intuition from other 
intentional relations, for Husserl, is the con­
tent involved. An intuitive experience is a 
self-evident presentation of an object 'itself 
in one's 'presence'. Its content reflects the 
way the object is given, and it is that type of 
content that makes intuition a 'direct' aware-
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ness of the object. Even a 'direct' cognitive 
relation of intuition, then, is mediated in its 
ontological structure by a content, a content 
reflecting an intuitive form of givenness. In 
perception, moreover, the experience is itself 
the result of interpretation (Auffassung) of 
sensations, or 'hyle', which stand in a causal 
relation to the object of acquaintance. (The 
interpretation and sensations are not inde­
pendent experiences; they are 'moments', or 
dependent parts, of the perceptual experi­
ence.) So the perceptual relation of subject to 
object would seem to involve - or at least 
depend on - a causal relation between the 
subject's experience and the object. However, 
to describe the experience and its content as 
such, in a purely phenomenological descrip­
tion, Husserl would 'bracket' (i.e. make no 
use of assumptions concerning) this causal 
relation, along with the existence and actual 
properties of the object that is perceived. 

Causal Theories. Causal theories of per­
ception - advanced by H.P. Grice, for in­
stance, with roots in John Locke and David 
Hume - suggest a causal approach to ac­
quaintance, analysing the acquaintance rela­
tion at least partly in terms of the causal 
relation between subject and object. The 
traditional causal theory of perception holds 
that a necessary (if not sufficient) condition 
for my seeing an object is that the object must 
play an appropriate role in causing my visual 
experience of the object. An extreme causal 
theory would simply identify visual acquaint­
ance with the appropriate causal relation 
between subject and object. But then 
acquaintance would not seem to be a 
properly cognitive or intentional relation; in 
particular, content would play no role in 
acquaintance. A subtler ontology would hold 
that the acquaintance relation depends on the 
causal relation, or that the visual experience 
depends causally on the object's presence. 

But the causal approach must be general­
ized. If I am directly aware of the experience 
I am having, I stand in a contextual but not 
causal relation to the object of my awareness: 
I am having but not causing the experience of 
which I am aware (my relation to the experi­
ence is 'contextual' because it is part of the 
immediate context of the experience). And if 
I am directly aware of myself as subject of the 
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experience, again I am the subject of but not 
the cause of that awareness. Thus, we might 
say acquaintance is an 'indexical', or context­
dependent awareness: a perceptual aware­
ness of 'this' object causing my perceptual 
experience, or an awareness of 'this experi­
ence' I am now having, or of the 'I' who is 
having this experience. Acquaintance is thus 
a cognitive, or intentional, relation that de­
pends in a relevant way on the context of 
awareness - and on a content of experience. 

In sum, an adequate theory of acquaint­
ance must account for several ontological 
features of the relation of acquaintance: 

1. The type of relation (is it an intentional 
relation, a contextual relation, or some­
how both?). 

2. The terms of the relation (is the relation 
mediated by a discrete experience, or 
by a content, or by parts of the context?). 

3. The factors on which the relation 
depends in various ways (the experience, 
the content, the causal or contextual 
relations between subject and object?). 
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DAVID WOODRUFF SMITH 

Action 

There is a crucial distinction between what 
we do and what happens to us, between 
raising one's arm and one's arm merely rising 
because of a nervous twitch. Leaving aside 
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special circumstances, we are free in and 
morally responsible for only what we do. 
Despite some disparity with ordinary usage, 
what we do is identified in the recent literat­
ure as human action. The key question about 
action is how to distinguish it from other 
events involving persons. 

One interesting answer, which has its roots 
in Thomas Reid's Active Powers (1788), is 
that an action is an event caused by a 
substantial self, or agent ( cf. Roderick M. 
Chisholm). Some problems for this proposal 
are specifying the nature of an agent and the 
non-efficient causal relation this substance 
bears to behavioural events. 

A number of answers focus on the causal 
chain comprising action. When I raise my 
arm, there is a chain from my desire and 
belief (both of which might be identical with 
neurophysiological events) to events in my 
central nervous system, to muscle move­
ments, and eventually to my arm's rising. The 
Oldtime Volitional Theory (e.g. John Stuart 
Mill, Logic, 1843, Book 1, Chap. iii) identi­
fies an action with this entire causal chain. 
This is a reductive account. Formally, action 
language is eliminated in favour of reference 
to non-actional events and causal relations. 
The main difficulty is sustaining reductive 
status. In bodily action, the theory says, 
approximately, that for any person S and 
action A, S performs A if there is a causal 
chain from S's wanting and believing to some 
behaviour B of S. But which behaviour? 
Suppose I want to raise my arm and believe I 
can do so, but that my arm is paralysed and 
only my shoulder twitches. The right-hand 
side of the biconditional must say that B is 
associated with action A. But this clause 
defeats the reductive status of the theory, 
since there is no means of explicating being 
associated without invoking action. 

Another approach is to identify the action 
only with the primary mental events in the 
chain. The behaviour, such as my arm's 
moving, is then the effect of an action. This 
view, the Mental Action Theory, was held by 
H. A. Prichard (1871-1947), who argued that 
to act is to will something, as well as by 
some contemporary philosophers, such as J. 
Hornsby, who identify action with a person's 
mentally trying. One objection -perhaps not 
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a defeating one- is that the theory is contrary 
to common sense. We ordinarily hold people 
responsible for what they do; we observe 
them acting, and so on. In these cases we are 
concerned with physical activity, not with 
what happens in one's head. A more difficult 
problem is explicating the nature of the 
mental event identified with action. Labelling 
it 'willing' or 'volition' does not solve the 
problem. Nor does identifying it with trying, 
since trying is commonly understood as com­
pleting one overt action in the service of 
another, as trying to lift a weight is to do 
something, say grasping it and pulling it up, in 
order to lift it. The concepts of volition and 
willing appear obscurantic. 

The Mental Action Theory is a functional 
account; it identifies action by its causal role. 
Another functional approach, the Causal 
Theory, identifies action with the effects of 
primary mental events. It is the most widely 
held view, favoured for example, by Don­
ald Davidson, A. Goldman, Hector-Neri 
Castaneda, John Searle, and Myles Brand. 
The difference between my raising my arm 
and my arm's merely going up is that only 
the former is caused by the appropriate 
antecedent mental events. 

The fundamental issue for the Causal 
Theory is specifying the prior mental events. 
Goldman and others take them to be a 
complex of belief and desire; however, that 
permits causally wayward chains. Following 
Davidson, suppose that a man, while climb­
ing, finds himself supporting another person 
on a rope. He wants to rid himself of the 
danger, and believes that he can do so by 
loosening his grip. This belief and desire 
unnerve him and cause him to loosen his 
hold. Here the climber did not perform the 
action of releasing the rope, despite his 
releasing it being caused by a belief-desire 
pair. Nervousness intervened. We need, 
instead, to identify mental antecedents that 
are typically the proximate cause of action. 

The proximate cause must have cognitive 
features; it must be capable of guiding and 
monitoring the resultant bodily movements. 
In all but the simplest actions, these bodily 
movements must be conceived within the 
context of a pattern of activity. The mental 
antecedent cannot, however, be purely cog-
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muve. I might strongly believe that I will 
jump up and touch the ceiling; but unless I am 
moved to act, I will not jump. That is, the 
antecedent must have conative, motivational 
features. The type of ordinary mental event 
closest to having all these features is 
intending. 

In sum, the Causal Theory provides a 
highly plausible answer to the key question: 
actions are distinguished from other events in 
that they are proximately caused by mental 
events with appropriate cognitive and con­
ative features. Note that philosophical 
analysis is inherently limited in explicating 
the nature of this type of mental event. 
Beyond specifying foundational constraints, 
the project passes to the special sciences, 
to cognitive and motivational psychology, 
artificial intelligence, and neuroscience. 
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MYLES BRAND 

Adverbial Theory 
The adverbial theory was invented by Curt 
John Ducasse in I 95 I and is now advocated 
by analytical philosophers such as Wilfrid 
Sellars and Roderick Chisholm, and criti­
cized from a phenomenological point of view, 
for example, by Panayot Butchvarov. The 
theory is used to deal with ontological prob­
lems of intentionality resulting from the fact 
that the world may appear other than it is and 
that we can direct our intentional attitudes 
towards things that do not exist. In what 
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follows I shall examine especially Chisholm's 
version of the theory and employ his ontology 
of properties as a means of modifying certain 
aspects of his views. 

In the adverbial theory, sentences refer­
ring to intentional phenomena and contain­
ing terms that seem to refer to non-existent 
objects are translated into adverbial ex­
pressions. Thus, 

John thinks of a unicorn 

is translated into: 

John thinks unicornically. 

This sentence does not suggest the fallacious 
conclusion to: 

(:h is a unicorn and John thinks of x). 

Chisholm, however, used the theory 
especially to describe phenomena of percep­
tion, or, more exactly, of appearing. Thus he 
proposed replacing sentences like 

Something red is appearing to me 

with the adverbial rendering: 

I am being appeared to redly. 

To explain the meaning of the latter, 
Chisholm compares it with the sentence 'She 
feels sad'. Yet he also states an epistemic 
principle to the effect that: 

Being appeared redly to tends to make it 
evident to the subject that there is some­
thing that appears redly to him. 

Yet we cannot state a similar principle con­
cerning someone's being sad, precisely 
because being appeared to, unlike being sad, 
points to or is directed towards an object, as 
Franz Brentano and the phenomenologists 
would say. That is why Butchvarov is right in 
saying that the adverbial theory does not do 
justice to intentionality. 

Moreover, it is hard to see how the theory 
could do justice to those of our intentional 
attitudes which are directed towards existing 
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objects of the external world, if the epistemic 
principle stated above is to be applied. The 
unrestricted application of the adverbial 
theory would thereby lead us to a scepticism 
concerning our knowledge of the external 
world. 

If, on the other hand, the theory is applied 
exclusively to those sentences about inten­
tional phenomena (of perception) which 
seem to involve non-existing objects - which 
is Chisholm's intention - then we offend 
against the principle that there is no descript­
ively or phenomenologically identifiable dif­
ference between those intentional phenom­
ena which have existing things as objects 
and those which do not. The principle was 
pointed out by Edmund Husserl, according 
to whom "nothing changes in the phenomeno­
logical respect" in the act of consciousness, 
whether the intended object exists or not. "I 
do not imagine Jupiter in a different way than 
Bismarck", Husserl says in the fifth of his 
Logical Investigations. Thus the appearing of 
something red is not distinguishable in a 
descriptive way from being appeared redly 
to; otherwise we would not be mistaken so 
often ~ith respect to the objects of 01· 
perceptions. 

If, then, an adverbial theory is to 
defensible, it has to be a theory which appli· 
to every intentional phenomenon, or at leas' 
to every phenomenon of a certain kind, e.g. 
perception. 

Chisholm's ontology of properties allows 
the adverbial theory to be restated in such a 
way that it withstands the above-mentioned 
objections. His theory runs as follows. What­
ever is capable of being exemplified is a 
property. Properties (P, Q, and so on) can be 
logically connected according to the follow­
ing two definitions: 

P implies Q = DI. P is necessarily such 
that if anything has it then something has 
Q. 

P includes Q = DI. P is necessarily such 
that whatever has it has Q. 

Thus the property of silting on a table implies, 
and includes, silting, and it implies but does 
not include being a table. in addition to these 
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logical connections, Chisholm also defines 
what we might call an intentional-logical 
connection: 

P involves Q = DI. is necessarily such 
that whoever conceives it conceives Q. 

Involvement differs from implication and 
inclusion in the following way: each of the 
four properties being red or round, being 
non-red, being possibly red, and wanting 
something that is red involves the property 
red, for one cannot conceive these properties 
without conceiving red as well. 

Let us return now to our examples: feeling 
sad and being appeared redly to. According to 
Chisholm these are properties which include 
every property they imply or involve. This is 
true as far as the property being sad is 
concerned, for every property it involves or 
implies is had by the person who is sad. 

The property being appeared redly to, on 
the contrary, clearly involves a property it 
does not include, namely red, because one 
cannot conceive the former without conceiv­
ing the latter. One cannot distinguish be­
tween being appeared redly to and being 
~ppeared greenly ro without conceiving the 
properties red and green. But the latter two 
properties are not necessarily had by the one 
who is appeared redly or greenly to. 

Chisholm says that being appeared redly to 
and being appeared greenly to are just two 
different experiences like feeling sad and 
feeling great. But he overlooks the fact that 
the former two cases are intentional experi­
ences, i.e. directed towards an object, while 
the latter are not. Someone who experiences 
redly is not and is not supposed to be red 
himself, whereas someone who feels sad is 
himself sad. 

A modified adverbial theory might now 
read as follows: any property of perception 
such as seeming to see thus and so or being 
appeared to thus and so, where the 'thus and 
so' can be replaced by an adverb, includes 
every property it implies, but it involves 
properties it does not include or imply, 
namely being seen and appearing on the one 
hand and being thus and so on the other. 

This can also be said about the property of 
seeing thus and so, because if the expression 
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'thus and so' is replaced by an adverb, say 
'foxly', then our property does not imply the 
property of being a fox. Hence we can say: 
perceiving thus and so includes every prop­
erty it implies, but it involves at least one 
property it does not include or imply, namely 
being thus and so. 

We are now in a position to analyse a 
somewhat difficult example: consider the 
situation where John sees a dog and takes it 
for a fox, a situation which could be rendered 
adverbially as: 

John sees foxly a dog. 

This should be paraphrased as: 

John has the property of seeing foxly a dog. 

This property 

1. implies and involves properties it also 
includes, e.g. seeing something; 

2. implies and involves properties it does 
not include, e.g. being a dog; 

3. involves properties it neither implies 
nor includes, e.g. being a fox. 

This last property, however, does not 
include the property of seeing a dog. In other 
words: the property of being a fox is, if it is 
exemplified, possibly exemplified by some­
thing that does not have the property of 
seeing foxly a dog. 

This modified explication of the adverbial 
theory allows us to apply the theory also to 
cognitive properties such as thinking 11ni­
cornically, and to other intentional phe­
nomena. 
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Aesthetic Qualities 
The history of the problems raised by aes­
thetic qualities can be traced back to Demo­
critus's (c. 469-c. 370 ec) distinction between 
primary and secondary qualities. Also 
Galileo, Rene Descartes, and Robert Boyle 
(1627-91) anticipated the later discussion on 
this subject. 

The locus classicus of the contemporary 
discussion of this distinction is to be found in 
John Locke's Essay Concerning Human 
Understanding. Locke states the distinction 
in several ways, and pleads for it with differ­
ent arguments. These passages have been 
the subject of widely different interpretations 
and the precise way to state the distinction is 
still controversial, though there is growing 
agreement that the distinction is basically 
sound. 

The contemporary discussion of the nature 
of aesthetic qualities started with Frank Sib­
ley's seminal essay ··Aesthetic concepts" 
(Philosophical Review, 1959) which gave rise 
to a lively and intensive exchange of ideas 
which lasted for decades and concerned 
semantical and phenomenological as well as 
ontological issues. The participants in this 
debate include the authors listed in the 
bibliography below and many others. 

As to what distinguishes aesthetic qualities 
from qualities of other kinds, the following 
characteristics, among others. have been 
proposed: 

I. that aesthetic qualities are phenomenal, 
i.e. percei\'ed or perceivable; 

2. that aesthetic qualities are value­
rele\'ant. i.e. rele\'ant as reasons for 
positive and negative judgements about 
the aesthetic ( not artistic) value of 
objects: 

and 
3. that aesthetic qualities are tertiary or 

emergent. i.e. dependent on other 
(primary and secondary) qualities. 

However. the precise interpretation of these 
conditions has been much discussed. This is 
true in particular of the dependence require­
ment 3. above. 

The basic idea is this: that aesthetic qual­
ities (like 'is unified') resemble secondary 
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qualities (like 'is red') in that both are 
phenomenal. But they differ from secondary 
qualities in that they are value-relevant and 
tertiary. To say that a painting has a red spot 
in the lower left comer is not to say or suggest 
anything about the value of the paintin~; it is 
not relevant as ground for aesthetic praise or 
blame. Moreover, we can easily imagine two 
objectsx andy which differ only in !~at one is 
red the other not. But it is not possible for x 
and' y to differ only in that on~ of_ th~m is 
unified, the other not. If there 1s this differ­
ence between x and y, there must also be 
other differences between them, concerning 
e.g. the way colours are spread on the canvas. 

The Variety of Aesthetic Qualities. An 
important obstacle to progres_s in th~ ~iscus­
sion of the nature of aesthetic quaht1es has 
been the implicit or explicit assumption that 
these qualities form a homogen~ous cl~~s. 
This assumption needs to be examined c~111~­
ally. It is important to recognize that w1th1_n 
the class of qualities thus demarcated there 1s 
a variety of aesthetic qualities which cannot 
be analysed in quite the same way. Thus 
attempts have been made to distinguish 
between aesthetic qualities along a number 
of dimensions: simple, complex; internal, 
external; descriptive, evaluative; literal, 
metaphorical. 

Some aesthetic qualities ('unified', 
'balanced') behave like Gestalt qualities in 
that the parts of the work are related to each 
other in such a way that the work would look 
unified (or balanced, respectively) to anyone 
contemplating the work under standard con­
ditions and noticing the relation between 
these parts. Other aesthetic qualities ('gay', 
'melancholy') are perceived emotional qual­
ities in objects, and still others ('comic', 
·moving') are tied to the reactions of the 
beholders in a way that the previous ones are 
not. 

The Existence of Qualities in General. The 
statement that there are qualities of a certain 
kind can be interpreted in several ways. To 
say that there are qualities of a certain sort -
Q's - can be to say or imply that statements 
like ·xis Q' are meaningful, or can have truth­
value. or that we can distinguish between 
objects that have Q and those that do not, or 
that there are methods by means of which 
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such discriminations can, on the whole, be 
made. 

More important than a general discussion 
about conditions for existence of qualities 
is probably whether there are rational 
methods, or generally accepted methods, in 
disciplines like art history, by means of which 
it is possible for art historians and critics to 
settle conflicting claims concerning aesthetic 
attributions in particular cases. Such methods 
are based on some of the pro arguments 
below. 

A number of arguments have been raised 
for and against the existence and objectivity 
of aesthetic qualities. (See Hermeren 1988.) 
The most important arguments against the 
existence and objectivity of aesthetic qual­
ities are probably various versions of the 
arguments of variation and simplicity. 
According to the former, aesthetic attribu­
tions vary with individuals, time, upbringing, 
culture, etc. Since there is no unprejudiced 
way of deciding which of two incompatible 
qualities attributed to an object is indeed a 
quality of that object, aesthetic qualities are 
not qualities of objects. According to the 
latter there is no need to introduce aesthetic 
qualities when we want to describe, interpret, 
and explain works of art and our reactions to 
them; to assume the existence of aesthetic 
qualities introduces unnecessary complica­
tions. 

The most important arguments for the 
existence and objectivity of aesthetic qual­
ities are probably the causal, the phenomeno­
logical, and public language arguments. 
According to the core of the causal argument, 
aesthetic qualities are dependent qualities; if 
a work of art x has the aesthetic quality A, 
then it has A because of the presence of the 
quality B in x. There is, according to the phe­
nomenological argument, no fundamental 
difference between our experiences of a 
line as red and as graceful; hence it would be 
arbitrary to say that in one case but not the 
other we are dealing with a quality. Finally, 
according to the public language argument, 
critical disagreement presupposes that the 
contested terms are mutually understood, 
and they are mutually understood only if 
critics agree on the general conditions of 
application of these terms - and these condi-
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tions define in principle the truth conditions 
( or the correctness conditions) of aesthetic 
attributions. 
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Albert the Great 
I: General Metaphysics 
Albert the Great was born around 1200 in 
Lauingen (Swabia) and died in 1280 in Col­
ogne. He was a German philosopher, natural 
scientist, and theologian, beatified in 1622 by 
Gregory XV and canonized and declared 
Father of the Church in 1931. Albert is a 
prominent mediator, conveying especially 
Aristotelian and Arabic texts into the Latin 
of the Scholastics. Through his commentaries 
and interpretations he attempted to integrate 
the Augustinian and Platonizing theologies 
with Aristotelian philosophy and empirical 
natural science. Nevertheless, he held these 
departments of knowledge to be independent 
with regard to their fields and ~orking 
methods. 

Man rises in theology from the mystic 
experience of God's grace to comprehend the 
ground of belief. In metaphysics he rises from 
comprehending reality to comprehending 
God and hence discovering the real grounds 
for the existence and essence of nature. In the 
natural sciences he rises from observation 
and experiment to establishing scientific 
assertions. Theology has to clarify the rela­
tion between Creator and creation. which 
Albert defines in the sense of a negative 
theology that teaches what God is not, i.e. by 



23 ALBERT THE GREAT II: ALBERT AND OTHER PHILOSOPHERS 

determining his dissimilarity from creation. 
Metaphysics treats of being as such (quod­

libet ens) according to its most general pre­
dicates: unity (unum), truth (verum), and 
goodness (bonum). Primarily metaphysics 
has to elucidate the unity and manifoldness of 
creation in order to establish a unified under­
standing of the world. The basis for this is 
Albert's trimodal realism, influenced by the 
Arabs (Alfarabi (c. 870-950) and Avicenna 
(c. 980-1037) according to which universals 
exist in a threefold way: 

1. Before the thing (ante rem): this is the 
metaphysically 'supereminent' mode of 
existence, the existence of the general 
nature before its realization in any 
singular thing. The universals before 
the things are the principles of existing 
things (formae principia rer11m or also 
causa formalis). They exist in God as 
·ratio aeterna'. 

2. In the thing (in re): this is the concrete 
existence of the universal as genus 
nat11ra/e - the ·essentia', to which as 
such the 'esse in materia' is accidental. 
The universal in this sense constitutes 
the complete quiddity or whatness of 
the singular thing in which it is realized. 

3. After the thing (post rem): this is the 
abstract existence of the universal as 
germs /ogic11m - the ·essentia' received 
as concept into thinking in so far as it is 
related to. and constitutes the content 
of, a proposition about its ·s11ppositia'. 

The universal is form and is form for all: as 
forms before the things which realize them: 
as forms in the things. giving existence and 
the reason of those very things; and as forms 
after the things. separated in the intellect by 
abstraction. 

In his treatment of change or development, 
Albert distinguishes between fluent form 
(forma f/11ens), a form which is to be con­
ceived in itself as change or motion, and the 
flux of forms (flux11s formae), i.e. change or 
motion, which arises via a sequence of forms. 
The diversity of forms cannot be caused by 
matter, on which only the numerical multi­
plicity of individuals depends (materia prin­
cipi11m individuationis). 

Creation is founded on the trinitarian 
structure 'materia-compositio-forma', the 
ontological status of which is examined by 
metaphysics while the philosophia prima 
examines its functions. Albert banished 
popular mythic ideas from science and 
pleaded for the idea that scientific statements 
should be established by demonstrative and 
natural knowledge. He had a great influence 
on Thomas Aquinas (1225-74), Ulric of 
Strasburg (c. 1248-77), and Dietrich of 
Freiberg (c. 1250-c. 1318/20), as well as on 
the manifold forms of Platonic philosophy of 
nature. 
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Albert the Great 
II: Albert and Other Philosophers 
Albertus Magnus (Friar Albert of Lauingen, 
0. P.; c. 1200-80) was hailed by the young 
scholars at the University of Paris in the 1260s 
as one who composed an entirely original 
metaphysics. This claim was ridiculed by 
representatives of the Oxford Franciscan 
School, especially by Roger Bacon. Never­
theless, just as Bacon and the Oxford 
Franciscans grafted a Neoplatonic meta­
physics onto an Aristotelian ontology, so too 
did the school of German philosophy which 
owes its origins to Albert. The ontology and 
metaphysics of both schools gave rise to 
major differences which would have fateful 
consequences for the future of Western meta­
physics and ontology. One major influence 
on the part of Albert was on the metaphysics 
and ontology of his most famous student, 
Thomas Aquinas. 

Both Aquinas and Albert use the terms 
'esse' and 'ens', 'Being' and 'a being'. Yet, 
major differences exist between the authors. 
Aquinas talks about 'Being' (esse) as act of 
existence, and puts great emphasis on the 
'proper' autonomous being of created beings. 
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In Albert's account 'Being' is not the internal 
act of being by which things have their proper 
existence. For Albertus, to be is to be as 
essence. Scholars have emphasized the 
Neoplatonism of Albert's metaphysics, and 
note that there are echoes of the Neoplatonic 
doctrine of the One in Albert's metaphysics. 
Yet, in many places, Albert defends Aris­
totelian doctrines, as, for example, in his 
account of universals in On predicables. 

The understanding of individuation in 
Albert is closely tied to his ontology of the 
person. Using the Boethian and Victorine 
(12th century) definitions of person, he 
stresses the notion that a person identifies 
something about a being which is non­
communicable to another. The person is an 
individual substance of a rational nature. For 
Albert, an individual is that which has indi­
viduating accidents. The res naturae is a being 
complete in itself, a subject of accidents. 

Universality for Albert is found in the 
forma totius (the total form) as distinct from 
the forma partis (the form of the part). In a 
composite of matter and form, the total form, 
the species, will include not just the matter 
but the form and matter. But in such a com­
posite, it is the form of the whole which gives 
reality and essence, and which is disengaged 
from all individuating restrictions. Albert com­
monly speaks of the species in hoc i11dividuo 
particulari. A consequence is that for Albert, 
what one knows in scientia (scientific know­
ledge) is not this individual, but the total form 
or species. Indeed, the species or form con­
stitutes the whole being (esse) of individual 
things. Here, one has an ontological priority 
of species and essence over individuals. 

Albert disclaims the appellation of Platonist, 
and attacks the mathematical Platonism of 
the Oxford Franciscans, the amici Platonis. 
Yet, his position inclines towards a strong 
realism which is a synthesis of Neoplatonic 
and Aristotelian elements. For like his con­
temporary Oxford Franciscans, he does sub­
scribe to a Neoplatonic metaphysics of light. 
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Alexander of Aphrodisias 
Alexander (fl. c. 2nd/3rd century AD) was 
appointed as teacher of Aristotelian philo­
sophy, probably at Athens, between AD 198 
and 209; little else is known about his life. His 
surviving works include commentaries on 
Aristotle, independent treatises, and collec­
tions of short discussions; of the latter two 
groups, some texts survive only in Arabic 
translation. Some of the short discussions 
may be by associates rather than by Alexander 
himself, and it is not always clear how far 
they represent his own consistent views. The 
Metaphysics commentary from Book VI on­
wards is probably by Michael of Ephesus; it is 
uncertain how far it incorporates genuine 
material. Alexander throughout sees himself 
as interpreting Aristotelian positions, but his 
interpretations have not always won general 
acceptance. In some cases he is developing 
discussions from the preceding century. 

On the question of universals, Alexander 
holds that it is accidental to the object of a 
definition whether it is instantiated in one 
individual or many. Where there are several 
individuals of a type, however, the universal 
and common nature is prior to any particular 
individual; Socrates only exists because the 
common nature of Man does. Although 
Alexander regards universals as dependent 
on our minds for their existence, this should 
not be taken as indicating an extreme nom­
inalism. Rather, individuals are primarily 
members of species: in recognizing their 
common natures our minds are not imposing 
arbitrary distinctions. 

The human soul is the product of the 
mixture of the bodily elements, and hence is 
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mortal. There are three types of intellect. 
Each human being possesses material or 
potential intellect; this can develop into in­
tellect EV t;EL (in habit11) which contains 
abstracted forms and is capable of independ­
ent thought. Thirdly, the active intellect of 
Aristotle's De Anima 3.5 is identified by 
Alexander with the divine Unmoved Mover 
of Metaphysics XII. To explain how this acts 
to produce understanding, Alexander in his 
De Anima appeals to the principle that what 
has a property, here intelligibility, in the 
highest degree is the cause of that property in 
other things, and to the Unmoved Mover's 
being the cause of the existence of all other 
things. In an influential text of doubtful 
authenticity, De lntellect11, it is argued rather 
that our minds first apprehend the active 
intellect and are thus rendered capable of 
apprehending other things. Since God is pure 
form, and intellect becomes identical in form 
to what it thinks, our intellects can achieve 
immortality for as long as they think of the 
supreme intellect. In later writers the divine 
intellect when it comes to be in us was 
referred to as ·acquired intellect'; Alexander 
in De Anima uses this term rather for intellect 
iv E°;EL. He recognizes a plurality of tran­
scendent, immaterial forms, to be identified 
with the Unmoved Movers of Metaphysics 
XIl.8 rather than with forms of sublunary 
species. 

Fate Alexander identifies with the natures 
of individual things. which determine what 
happens to them for the most part but not 
always. Providence is identified with the 
influence of the divine Unmoved Movers 
exercised through the motion of the heavens, 
which causes sublunary generation and hence 
preserves sublunary species; it is not con­
cerned with the fortunes of individuals. 
Alexander rejects direct divine concern for 
the sublunary as beneath divine dignity; he 
tries to avoid making divine providence 
purely accidental, but it is not clear how the 
divine can have knowledge of the sublunary 
even in general terms. 
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Alexander, Samuel 
Samuel Alexander was born in Sydney, 
Australia, in 1859, and studied mathematics, 
classics, and philosophy at Balliol College, 
Oxford. He was the first Jew to be a fellow of 
an Oxford college (Lincoln). His thought at 
that time (cf. Moral Order and Progress, 
1889) shows the influence of the prevalent 
idealism, as does a critical essay "Hegel's 
conception of nature" (Mind, 1886). He was, 
however, moving towards a metaphysics 
more closely related to empirical science and 
spent a period in the study of experimental 
psychology in Miinsterberg's laboratory in 
Freiburg. From 1893 to 1924 he was professor 
of philosophy in the University of Man­
chester. He died in 1938. 

Alexander's realist metaphysical system is 
set out in Space, Time and Deity; its associ­
ated epistemology is outlined in his British 
Academy lecture of 1914, "The basis of 
realism" (republished in Roderick M. 
Chisholm, ed., Realism and the Background 
of Phenomenology). Alexander recognizes 
that the world as experienced and as studied 
by the empirical scientist has certain partial 
and varying features. The proper concern of 
metaphysics, however, is with the compre­
hensive and unvarying features of the world, 
which he calls 'categorial' and 'a priori'. They 
are a priori not, however, because they are 
'prior to' or imposed upon experience, but 
because they can be found in reflective 
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description of its general character. One such 
category is that of relation, of which an 
instance is a comprese11ce or togetherness of 
things. The relation of mind to its objects is a 
case of compresence. 

Thus mind, for Alexander, is within and 
. not beyond nature. The mind's awareness of 

an object compresent with itself is called 
'contemplation'; its awareness of itself as 
being aware is called 'enjoyment'. Conscious 
awareness in these two modes is a special 
quality of certain natural complexes, and is 
called an emerge/II quality; that is, a quality 
whose existence is not deducible from our 
knowledge of the elements comprising the 
complexes. This is naturalism, but not 
materialism, since for Alexander mental 
qualities are not reducible to physical ones. 
Indeed, the character of physical matter is 
itself an emergent in complexes of that basic 
'stuff which is space-time. (Alexander drew 
on Hermann Minkowski (1864-1909) and 
H. A. Lorentz (1853--1928) for the notion of 
space-time as a four-dimensional continuum.) 
Space-time is ordered by reference to 'point­
instants' from which perspectives can be 
developed. 

Bertrand Russell, too (cf. his Analysis of 
Matter, 1927), was concurrently constructing 
a view of the material world as built up out 
of ·events' described via relations between 
points in space-time, notably 'compresence' 
and serial ordering in routes or lines. 
Alexander's material world is a system of 
motions in space-time, a point-instant being 
a limiting case of a motion. Motion is a 
primitive category, and not, as with Russell, 
to be treated as a compact series of positions. 
The category of substance is that of a persist­
ing configuration of motions; that of cause 
the continuance of one configuration of 
motions into another, forming a process of 
which the cause is the earlier stage, and 
where there is change in acceleration or 
direction or both. 

The temporal aspect of space-time is seen 
as making for a certain nisus or tendency in 
space-time for it to form a hierarchy of 
complexes displaying new emergent qual­
ities. This suggests a teleology that surely 
calls for some property in space-time besides 
extension and duration. Mind is the highest 
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emergent quality we know, but the nisus in 
space-time is carrying us towards the emer­
gence of one yet higher, which Alexander 
calls 'Deity'. 'Deity' does not stand for a 
transcendent God, but for an as yet un­
realized quality towards which the world is 
tending and to which we feel drawn in 
religious experience. There are certain real­
ized qualities, notably truth and beauty, 
'values' which Alexander calls 'tertiary', that 
arise in ways in which minds experience the 
world (cf. Alexander 1933). 
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Alfarabi. See: Arabic School 

Al-Kindi. See: Arabic School 

Analogy 

The concept of analogy or proportion, 
a central concept in theories of religious 
language, has an ancient pedigree. For Plato 
the concept of analogy is primarily math­
ematical, connoting a ratio and expressible in 
mathematical terms, but he made use of it in 
ways which defy mathematical expression. In 
his Timaeus analogy acts as a principle for 
bringing the world's elements into harmony, 
and in Republic 7 knowledge is schcmatized 
in terms of a line which is divided into a set 
of proportionate divisions. 

In the High Middle Ages the concept of 
analogy reached the centre of the philo­
sophical stage. Doctrines of analogy were 
chiefly concerned to clarify the mode of 
signification of terms used to signify God's 
attributes. But these doctrines have not 
merely a linguistic but also a metaphysical 
aspect, a point Thomas Cajctan later stressed, 
for they seek to clarify the mode of being of 
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God as compared with that of created things, 
and to clarify it by reference to what is better 
known to us, namely creaturely being. Not all 
medievals held that God has being in a 
merely analogical sense. John Duns Scotus's 
doctrine of the univocity of being is sufficient 
witness to that fact. But Scotus's was a 
minority report. Most followed Thomas 
Aquinas's 'way of analogy'. 

Aquinas's teaching was schematized by 
Cajetan in his De analogia nominum (Venice, 
1506), in which he identified three forms of 
analogy. 

1. Analogy of inequality, where different 
objects have a common name, and the 
notion indicated by the name is exactly 
the same but not shared to the same 
degree e.g. 'body' when used to signify 
a terrestrial body and a celestial body. 

2. Analogy of a11ribution, where things 
have a common name, and the notion 
signified by this name is the same with 
respect to the object but different with 
respect to the relationships to the 
object; to use the stock Aristotelian 
example, 'healthy' said of physical 
exercise and of a healthy complexion, 
which are differently related to the 
health of the organism. 

3. Analogy of proportionality. where 
things have a common name. and the 
notion expressed by this name is similar 
according to a given proportion; e.g. to 
see by corporeal vision and to see ( = to 
understand) by intellectual vision. 

This last type of analogy. which harks back 
to the Greek mathematical model, is based 
on the concept of an equality of proportions; 
i.e. a:b = c:d. Cajetan distinguishes two 
sorts of analogy of proportionality. First is 
that of metaphorical proportionality. I use 
'smile' in such a way when I say that the 
meadow is smiling or fortune is smiling on 
me. Second is the analogy of proper propor­
tionality, where the common name is predic­
ated of both analogates without the use of 
metaphor; e.g. •principle', as predicated of 
the heart with respect to an animal and of a 
foundation with respect to a house (Cajetan's 
example). This last sort of analogy is regard-
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ed by Cajetan as the one centrally at issue in 
Aquinas's writings. Whether Cajetan is right 
in this assessment is a matter for dispute. 
In any case there was no dispute that 
Aquinas's doctrine (Sum. Theo/. Pt. 1, q. 13, 
a. 5) held out the hope that human language 
was not a totally useless instrument for 
talking about God. We could not only ex­
press truths about God but could even have 
a glimmering of the signification of the true 
propositions. From a consideration of the 
created world we can gain concepts of 
God's attributes. The concepts are imperfect 
representations of the attributes. But though 
falling short, they do not fail entirely. Hence 
the via negativa, as implying agnosticism, 
fails. Likewise, the via affirmativa, as im­
plying anthropomorphism, fails. The via 
analogica, based on the concept of imperfect 
representation, is a via media between these 
two unsuccessful ways. 
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ALEXANDER BROADIE 

Analytic Philosophy 

The term 'analytic philosophy' is an inexact 
one, without a clear or standardly accepted 
signification. It may be used historically, to 
designate several strands within 20th-century 
philosophy, or loosely, to denote a broad 
stream in contemporary philosophy which is 
considered to be continuing the issues and 
ways of doing philosophy characteristic of 
these movements. A number of adjectives 
have been suggested as alternatives to the 
rather unsatisfactory ·analytic': 'exact philo­
sophy' is perhaps the most promising, 
though it may suggest excessive mathemat­
ization. 'Scientific philosophy' is too redolent 
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in English of scientism, though the German 
equivalent 'wissensclrafrliche Philosophie' 
carries just the right connotations. 'Rigorous 
philosophy' recalls Edmund Husserl's philo­
sophy as a rigorous science (srrenge Wissen­
schafr). I shall review the historical move­
ments within analytic philosophy before 
returning to consider what the term perhaps 
ought to signify. 

Analytic Realism. It is common, if some­
what over-simplified, to consider analytic 
philosophy as beginning with the revolt of 
G. E. Moore and Bertrand Russell against 
the nee-Hegelian idealism which held sway 
in Britain in the late 19th century. Russell's 
somewhat self-serving dramatization of this 
change of opinion was reinforced in the 
analytic tradition by talk of a 'revolution in 
philosophy'. In fact the revolution consisted 
in the first place of nothing more than a 
rejection of idealism in favour of a robust 
realism. The methods and tone of the philo­
sophy of Moore and Russell were initially 
not very different from those of the idealists 
F. H. Bradley and J.M. E. McTaggart, and 
their new doctrines brought them into prox­
imity with other philosophers, above all with 
those, such as Alexius Meinong and Husserl 
in continental Europe, who had made their 
~ay independently to similar conclusions, 
or, somewhat later, with the New Realists 
(such as William Pepperell Montague, 
Walter T. Marvin, and Walter B. Pitkin) in 
America. 

Distinctly novel methods however soon 
came to accompany the new realist doc­
trines: Moore's examination in Principia 
Ethica (1903) of the meaning of the term 
'good' and his conclusion that it is indefin­
able and unanalysable puts analysis of word 
meanings at the basis of ethics. Analytic 
philosophy's preoccupation with meaning is 
not unique in philosophy, but it was novel to 
hold that all philosophical questions can be 
answered only after due consideration has 
been given to the meaning of the terms in 
which the questions are posed. It was 
Moore, with his painstaking dissections of 
the terms in which philosophical theses were 
posed, who set the tone for analytic philo­
sophy. Moore's defence of common sense, 
set out in the 1920s but at work much earlier 
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in his rejection of idealism, tended to deflate 
attempts at grand system building in the 
rationalist or German idealist manner. It was 
also Moore whose example established the 
short essay as the preferred medium of 
analytic philosophy, the implication being 
that philosophical problems can be tackled 
piecemeal. 

Russell's contribution to analytic method 
arose out of his work in the foundations of 
mathematics and his attempts to resolve the 
paradoxes discovered there. His paper "On 
denoting" (Mind, 1905) embodies the view 
that philosophical problems can be solved by 
a proper analysis of sentences as a whole, 
inaugurating the method of paraphrase 
(previously advocated by Jeremy Bentham 
(1748-1832) but otherwise hardly used) as 
a powerful tool for disclosing misleading 
forms of words. The use of paraphrase pre­
supposes that one can recognize when the 
correct form has been attained. This correct 
or logical form increasingly resembled the 
new logic which Russell, along with Gottlob 
Frege, Giuseppe Peano (1858--1932), A. N. 
Whitehead, and others, was creating, and 
led to the view that philosophy can best be 
served by use of a logical or ideal language 
whose grammatical structure, unlike that of 
everyday speech, mirrors its logical form. 
Russell described his own philosophy in 
1911 as 'analytic realism'. 

Logical Atomism. This term describes the 
kind of philosophy engaged in by Russell and 
Ludwig Wittgenstein from about 1912 to 
1930. It is different from the earlier views of 
Moore and Russell (who in fact used the term 
'logical atom ism' in 1911) in doctrine rather 
than method. In logical atomism, analysis of 
language shows the world to be composed of 
independent items constituting a plurality of 
facts. Despite differences in doctrine and 
emphasis between Russell and Wittgenstein. 
both continue the idea of paraphrase of 
sentences about empirical reality into a 
logically perfect idiom. Now, however. the 
idea is that such a language mirrors the form 
of the world, which lends the notion of 
analysis an obvious ontological dimension. 
While Wittgenstein in his Tractallls relies on 
immediate insight rather than impartable 
method to arrive at his views ( cf. the fore-



29 

word), the book does contain pronounce­
ments on method in philosophy: that it is an 
activity of criticism of language rather than a 
doctrine, that it shows the limits of language, 
and that metaphysics and nonsense arise 
from ignoring these limits. These views were 
influential in the next stage of development 
of analytic philosophy. 

Logical Positivism. The idea of applying 
the emerging methods of logical analysis to 
issues in the philosophy of science arose 
predominantly in Vienna and Berlin. In 
Vienna, the heritage of Ernst Mach (1838-
1916), Ludwig Boltzmann (1844-1906), 
Franz Brentano (1838-1917), and Alois 
Hofler (1853---1922) prepared the ground: 
informal interdisciplinary discussions that 
had taken place in Vienna before World War 
I were re-established there afterwards, and 
intensified when Mori1z Schlick (1882-1936) 
came to Vienna in 1922. Schlick established 
the regular meetings of what came to be 
called the Vienna Circle. The circle was 
reinforced logically by the addition of Rudolf 
Carnap (1891-1970), who, with Schlick and 
Otto Neurath (1882-1945), formed the 
circle"s most illustrious lights. There was a 
brief but intensive period of interaction with 
Wittgenstein at the end of the 1920s. 

Under Neurath's driving influence. the 
circle came into the public eye and estab­
lished contacts with other groups. notably 
the Gesellschaft fiir empirische Philosophie 
under Hans Reichenbach (1891-1953) in 
Berlin, together with whom the circle estab­
lished the journal Erke1111111is, with Carnap 
and Reichenbach as editors. Another group 
with whom fruitful contacts arose was in 
Warsaw. where a distinctive brand of care­
ful, logically guided and anti-irrationalist 
logical analysis had grown up. It is during 
this phase of its existence that analytic 
philosophy is most appropriately termed 
'scientific philosophy'. The Vienna, Berlin, 
and Warsaw groups. aided by Carnap (now 
in Prague) and other sympathizers in Europe 
and America. organized in the 1930s a series 
of international conferences which promised 
to internationalize scientific philosophy. 

Doctrinally the Vienna Circle is best 
remembered for the verification principle 
according to which a sentence which cannot 
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in principle be verified is meaningless. This 
was used as a blunt weapon to smite bastions 
of prejudice, superstition, and irrationalism, 
and earned the logical positivists ( or logical 
empiricists, as Reichenbach preferred to call 
them) the opprobrium of many philosophers 
entrenched in more traditional doctrines. 
The principle could not survive in its bald 
form, and would probably have been aban­
doned in any case, but the politically occa­
sioned diaspora of scientific philosophers on 
the European continent lent its demise a 
more sudden and dramatic aspect. 

Another influential view was that of 
Carnap according to which philosophical 
disputes are to be resolved by what we now 
call semantic ascent (the move from talking 
about things to talking about our talk about 
things), coupled with his tolerant pluralism 
according to which more than one language 
may be philosophically acceptable, a view 
which tended to be pushed aside by Neurath's 
insistence on the programme of physicalism. 
Doctrinally and temperamentally the logical 
empiricists were more diverse than one 
might gather from their publicity, which 
enabled their enemies to brand and condemn 
them e11 bloc. The pressure of events in 
Europe forced several, especially those of 
Jewish ancestry or politically leftish views, 
into exile abroad, while several of those 
remaining were to perish in Nazi death 
camps. The political ascendency of fascism 
and the murder of Schlick in 1936 ended 
organized activity. The surviving members 
of the movement took their interest and 
expertise elsewhere, notably to the United 
States and Britain, where analytic philo­
sophy was already fairly well established, 
and where they could fit into philosophical 
life without much difficulty. 

Wittgenstein and Ordinary Language Philo­
sophy. On his return to Cambridge in 1929, 
Wittgenstein set about revising his philo­
sophy. and eventually disowned most of the 
distinctive tenets of logical atomism. His 
later philosophy emphasizes the complexity 
and social embeddedness of ordinary lan­
guage as distinct from the monolithic ideal of 
a logically perfect language. Nevertheless, 
Wittgenstein continued to see philosophy as 
arising through misuse of language, and the 
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task of the philosopher as a critique of such 
misuse. On attaining the correct overall 
picture of language, one will see that there 
are no genuine philosophical problems. 
Wittgenstein's later philosophy is largely a 
struggle against the pervasive 'bewitchment' 
of language, one applied by him especially to 
problems in the philosophy of mathematics 
and philosophy of mind. It embodies a com­
plete rejection both in tone and content of 
the scientistic aspirations of the positivists, 
and for this reason has been less influential in 
the United States, where positivist views 
have maintained their vigour more than in 
Britain. 

Wittgenstein's tum to ordinary language 
coincided with a similar tendency in Oxford, 
which had precedents in the philosophy of 
John Cook Wilson (1849-1915), and whose 
most notable representatives, Gilbert Ryle 
(1900-76) and John L. Austin (1911-60), 
began work in the 1930s but came to prom­
inence after World War II. Ryle's emphasis 
on category mistakes and systematically mis­
leading expressions fitted tolerably well 
into Wittgenstein's idea of philosophy as a 
struggle against the bewitchment of language, 
but Ryle wrote more systematically than 
Wittgenstein, attempting in The Concept of 
Mind to expose the myth of "the ghost in the 
machine". 

Austin's view of language was different, 
and was influenced by his training in 
classics. For Austin, ordinary language is a 
vast repository of folk wisdom embodied in 
fine semantic distinctions, and he marshalled 
his contemporaries to investigate the phe­
nomena of language as a preliminary to an 
assault on genuine philosophical problems. 
Unlike Wittgenstein, Austin was prepared to 
propound philosophical theories, the one for 
which he is most remembered being the 
theory of speech acts. On his early death in 
1960, Oxford ordinary language philosophy 
lost its leader and to some extent its 
direction. 

Metaphysics and Mind. Metaphysics, 
which had been under a cloud since the 
1920s, emerged again as a respectable study 
as it became clear in the 1950s that the 
positivist attempts to expunge metaphysics 
were inadequate. The key figure in this 
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rehabilitation was Willard Van Orman Quine 
(born 1908), who, in his "Two dogmas of 
empiricism" (1951), criticized the sharp 
Humean analytic/synthetic distinction which 
the positivists had employed as part of their 
argument against metaphysics. He rejected 
also the phenomenalist reduction of state­
ments about the real world to what is given in 
immediate experience. Despite this, Quine 
remained a philosopher in the mould of 
Russell and Carnap, thus a philosopher of 
science, employing logical methods, careful 
of language but no slave to idiom. His 
specific doctrines, such as the indeterminacy 
of translation, the rejection of modality, and 
the inscrutability of reference, excited more 
comment than they commanded assent, but 
Quine remains the outstanding figure of later 
analytic philosophy none the less. A parallel 
reacceptance of metaphysics, showing 
greater continuity with traditional (especi­
ally Kantian) views and with Oxford con­
cerns, is found in the work of Peter F. 
Strawson (born 1919). 

Informal and unsystematic analyses of 
language and meaning were hallmarks of 
much earlier analytic philosophy. In the 
1960s these were increasingly replaced by 
more formal accounts of language. On the 
one hand, especially under the influence of 
Noam Chomsky (born 1928), the develop­
ment of systematic and professionalized 
studies by linguists tended to divest philo­
sophers of an area of research in which they 
had hitherto enjoyed free rein. Chomsky's 
avowed psychologism in linguistics and his 
emphasis on formal methods placed him at 
the opposite pole from ordinary language 
philosophy, and opened up the way to fruit­
ful co-operation between linguists and 
logically inclined philosophers. On the other 
hand, and in explicit opposition to Chomsky, 
Carnap's student Richard Montague ( I 930-
71) propounded the view that there is no 
radical difference in kind between ideal and 
natural languages, and applied the math­
ematical methods of formal semantics to 
natural languages. 

The renewed relevance of issues of mind 
and psychology for philosophy of language 
was a contributory factor in a second tend­
ency in later analytic philosophy: a shift in 
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emphasis from philosophy of language to 
philosophy of mind as the central area. The 
influence of Wittgenstein, the rise of cog­
nitive psychology, and most particularly the 
issues of computers and artificial intelligence 
have also contributed to this shift in em­
phasis. The issues arising are demonstrably 

· akin to those found in earlier Continental 
traditions of psychology. and make the 
'revolution in philosophy' seem retrospect­
ively less radical than had at first been 
thought. 

Dominance, Diversity and Disillusion. By 
the 1960s philosophers who could describe 
themselves as analytic formed the majority of 
professional teachers in the English-speaking 
countries and in Scandinavia. Their numer­
ical predominance coincided with the explos­
ive expansion of university teaching and the 
professionalization and increased special­
ization of philosophy. One result was an 
increasing diversification of interests. no one 
of which was dominant, in contrast to what 
had been the case in analytic philosophy's 
earlier phases. One reason was that the 
monolithic status of the logic established by 
Frege and Russell. now termed 'classical'. 
had been successfully challenged by a 
variety of different logics, most notably 
modal logic. Given a plethora of logics, it is 
no longer clear what is to count as the logical 
form of a sentence. It gradually became clear 
that there is no Archimedian point on which 
to tum philosophical arguments. so that 
considerations of language. mind. logic, 
science. and ontology have to be tackled 
together. rather lhan being broken down into 
neatly isolated puzzles. 

The numerical predominance of analytic 
philosophers in the English-speaking world, 
together with the increasing diversity of 
issues in analytic philosophy. has resulted in 
many cases in a sense of tiredness and loss 
of overall direc1ion which contrasts with the 
fresher and more combative phases earlier 
in the century. a feeling highlighted by a 
renewed awareness of these phases brought 
about by increased study of the history of 
analytic philosophy. Some analytic philo­
sophers have turned for inspiration to move­
ments and thinkers clearly outside analytic 
philosophy. such as F. W. Nietzsche (1844-
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1900) or Martin Heidegger (1889-1976), a 
move incomprehensible to those brave 
philosophers still trying to establish the 
credentials of analytic methods in parts of 
the world where they are still unwanted or of 
marginal importance. One reaction to fre­
quent criticisms of analytic philosophy's 
sterility and remoteness from real concerns 
has been a tum of analytic ethics away from 
meta-ethical disputes towards applications 
to concrete ethical and social issues. Simi­
larly, the standard teaching of logic has 
moved in many cases from imparting rudi­
ments of modem mathematical logic to the 
critical study of the kinds of arguments 
actually used in everyday life. 

What is Analytic Philosophy? In view of 
developments since 1960. it has become 
increasingly difficult to give a substantive 
answer to the question of what analytic 
philosophy precisely is. The lack of serious 
opposition but also of a dominant direction 
among the many thousands of philosophers 
trained in the analytic style means that the 
question tends not to arise for them, and 
the term is often used as a pejorative label 
by (indiscriminating) opponents. Typical 
characteristics of most analytic philosophy 
will include the primacy accorded to rational, 
intersubjectively assessable argument and 
criticism, the abundant use of examples, a 
tendency to sobriety and common sense, a 
distaste for system building. the approach to 
philosophy by problems rather than through 
its history, and some kind of central role for 
language in philosophical method. Historic­
ally. these characteristics fail to isolate 
analytic philosophy from forebears such 
as Aristotle. the Scholastics. or John Locke, 
or from later philosophers not reckoned 
analytic, such as Brentano. While the listed 
virtues are timeless, it is hard to claim an 
analytic monopoly for them, so it turns out to 
be easier to say what analytic philosophy 
was than what it is. 
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PETER M, SIMONS 

Analytic/Synthetic 
This distinction, which is closely connected 
with the oppositions a priori/a posteriori and 
necessary/contingent, applies to sentences, 
statements, judgements, or propositions. 
The distinction was explicitly stated by Kant 
in his Critique of Pure Reason, and applied by 
him to judgements; related ideas concerned 
with the distinctions a priori/a posteriori and 
necessary/contingent had earlier been de­
veloped by John Locke, David Hume, 
Leibniz, Christian August Crusius, and 
others. For Kant, as for Aristotle, the struct­
ure 'Sis P' is the general form of judgement. 
A judgement Xis an analytic judgement if 
and only if its predicate Pis 'contained' in its 
subject S; otherwise X is synthetic. For 
instance, the judgement 'all bodies are ex­
tended' is analytic. 

It follows from Kant's definition of ana­
lyticity that negations of analytic judgements 
are self-contradictory. Analytic judgements 
are uninformative (tautologous); they merely 
analyse the relevant subject concept. Formal 
logic for Kant consists of analytic judge­
ments. Synthetic judgements, on the other 
hand, provide a synthesis of two concepts and 
are thereby informative. All analytic judge­
ments are for Kant by definition a priori; 
synthetic judgements can be either a priori or 
a posteriori. The celebrated problem of 
Kant's philosophy concerned the possibility 
of synthetic a priori judgements; Kant was 
entirely convinced about the existence of 
such judgements. 

Even if we neglect the extremely contro­
versial problem of the existence of synthetic a 
priori judgements, Kant's account is defect­
ive and unclear in several respects. First, his 
definition is evidently too weak, since it has 
no application to sentential or propositional 
structures different from 'Sis P'. Second, he 
leaves unclear how we are to define analytic 
or synthetic falsehood. Third, the 'inclusion' 
of P in S is nowhere precisely defined. 
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Fourth, Kant's language is burdened, in ways 
probably contrary to his own intentions, by 
psychologism. 

After Kant, there appeared various pur­
portedly improved definitions of analyticity 
(see Mates 1951). The following are the most 
important: 

1. X is analytic ( analytically true) if and 
only if Xis true in all possible worlds; 
this definition goes back to Leibniz; it 
was also accepted by C. I. Lewis (1883-
1964) in his Analysis of Knowledge and 
Valuation (1946). 

2. Xis analytic if and only if X could not be 
false; a variant of (1), mentioned by W. 
V. 0. Quine in his influential criticism 
of the distinction in "Two dogmas of 
empiricism" (1951). 

3. X is analytic if and only if not-X is 
self-contradictory (P. F. Strawson, 
Introduction to Logical Theory, 1952). 

4. X is analytic if and only if-X is true by 
virtue of the meanings of the constitu­
ents of X and independently of the facts 
(a typical logical positivistic account, 
see for instance A. J. Ayer's Language, 
Truth and Logic, 1946). 

5. X is analytic if and only if either Xis 
logically true or X may be reduced to a 
logical truth by replacement of syn­
onyms; this definition was anticipated 
to some extent by Bernard Bolzano in 
his Wissenschaftslehre. 

6. X is analytic if and only if X may be 
proved by logic and definitions alone 
(Gottlob Frege, Grundlagen der Arit/i­
metik, 1884); the difference between 5. 
and this definition consists in that the 
former uses the concept of logical truth 
but the latter that of provability. 

7. Xis analytic if and only if Xis true under 
every state description (Rudolf Carnap, 
Meaning and Necessity, 1947). 

8. Xis analytic in a language L if and only 
if X is true in virtue of the semantical 
rules of L (Martin, 1959). 

Quine claims in his "Two dogmas of em­
piricism" that the notions of necessity. pos­
sibility, contradiction, semantic rules, and 
especially synonymy, which are employed in 
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the explications of the distinction are unclear 
and themselves require explication. Quine 
argues that these explications are either cir­
cular (when the concept of analyticity is 
explicated with the help of necessity, pos­
sibility, contradiction, or semantic rules) or 
they commit us to Platonism with respect to 
meanings as abstract entities (when we try to 
employ the concept of synonymy). Quine 
admits that there is a difference between 
logical and factual truths but, like Tarski 
(1936) and White (1950), he regards it as a 
matter of degree; this view may be also 
attributed to Balzano. This leads to the 
conclusion that the analytidsynthetic distinc­
tion, if it can be made at all, cannot be sharp. 
Further, Ajdukiewicz (1958) pointed out that 
the truth of analytic sentences (for example, 
'l gram is the mass of 1 m3 of water at 
4°C') sometimes depends on existential pre­
suppositions which require an experiential 
justification. 

The distinction between analytic and syn­
thetic sentences might be defended by point­
ing to the indispensability of an appeal to 
meanings in semantics (Grice and Strawson 
1956). Another rejoinder to Quine's objec­
tions consists in the explicit relativization of 
the concept of analyticity to a fixed language 
L, as in Martin 1959. 
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JAN WOLENSKI 

ANGEL 

Angel 

The word 'angel' is derived from the Greek 
riyyE'J...o~ which is its elf taken from the 
Hebrew word for messenger. Our knowledge 
of angels comes from the Old and New 
Testaments. In earlier ages they were ima­
gined as having incorporeal or vaporous 
bodies, but by the 13th century they were 
regarded as purely spiritual substances 
having no bodies at all. This more sophistic­
ated way of thinking owes much to the 
pseudo-Dionysius, a 6th-century Neo­
platonic writer. It reaches its culmination in 
the theology of St. Thomas Aquinas. 

There is no metaphysical proof for the 
existence of such beings. The standard moral 
proof posited their creation as fitting since 
otherwise there would be too great a gap 
between God and man, and this would run 
counter to the presumption that God would 
wish to achieve a variety of degrees of per­
fection in creating the world, according to the 
principle referred to as 'the great chain of 
being'. 

Whether or not angels exist, they consti­
tute an interesting study for the meta­
physician. For they are understood to be 
purely intellectual substantial beings. They 
are not perfectly simple, however, for each 
is a composition of essence and its act of 
existing. Furthermore, after some contro­
versy in the 13th century, Aquinas argued 
that each angel has its own unique essence, 
being immaterial, and consequently having 
no matter to individuate it. Thus Michael is 
essentially different from Raphael as two 
species in the same genus. 

Again, angels are considered to be moral 
creatures, having been infused with a know­
ledge of ideas proper to their position in the 
hierarchy of being, and enjoying a free will to 
act on such knowledge. They are judged to be 
located wherever they happen to be knowing 
or acting, and so are inferred to be able to 
move instantly from place to place. 

Thomas Aquinas is referred to as the 
• Angelic Doctor' in part because of the great 
consideration given to angels in his theolo­
gical writings and the frequency with which 
he contrasts the abilities of angels and 
humans. Jacques Maritain accused Rene 
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Descartes of 'angelism', since he speaks of 
himself as ··a substance whose whole essence 
or nature is to think". Angels. of course, are 
immortal, since once created they will always 
exist; but they are not eternal, since they 
were created and did not always exist. In 
medieval cosmology they were believed to 
have a role as 'intelligences' moving the 
heavenly bodies in Aristotelian physics. 
Except in religious circles they are, however, 
today largely forgotten. 
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Anselm of Canterbury 
Anselm was born in Aosta, at that time in 
Burgundy, around 1033. He entered the 
abbey of Notre Dame at Bee in Normandy in 
1059, becoming prior in 1063 in succession to 
Lanfranc, and abbot in 1078. In 1093 he again 
succeeded Lanfranc (d. 1089), as archbishop 
of Canterbury. He died in 1109, was canon­
ized in 1163, and declared a doctor of the 
Church in 1720. Although best known for the 
ontological argument in his Pros logion, 
he wrote much philosophy besides. The 
Monologion shows strong Platonic and 
Augustinian elements. There Anselm argues 
from the existence of degrees of goodness to 
the existence of a single standard of good­
ness, through which all the relatively good 
things have their goodness, and which has its 
goodness in and of itself. Likewise, whatever 
is exists through something which is one and 
the same in everything which exists. Nothing 
exists through nothing. and if several things 
exist through them~elve~ then there is a 
property, that of exi~ting through oneself. 
through which each of these thing~ exi~ts. 
That one thing through which whatever is 
exists, must be identified with that good 
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through which all good things derive their 
goodness. That one thing is God. This form 
of argument now receives little attention. 
However, the ontological argument is at 
present subject to lively debate. 

In faith Anselm seeks understanding of 
what he has faith in. God is that than which 
nothing greater can be thought. God exists in 
the understanding, but if he only exists there 
then a being yet greater can be thought, 
namely, one existing in reality as well. This 
argument, which has received little support, 
is followed by another ( the 'modal argu­
ment') which is more formidable. God exists 
so truly that it is not possible to think of him 
as not existing. If he can be thought of as not 
existing then something greater can be 
thought of, namely, something so great that it 
cannot be thought of as not existing. Thus 
God's existence is necessary existence. C. 
Hartshorne, who has done much to refocus 
attention on the ontological argument, has 
argued that Kant's criticism, to the effect that 
existence is not a predicate, misses the point. 
Even if contingent existence is not a predic­
ate, it does not follow that this holds equally 
of necessary existence. 

In addition to the two works so far men­
tioned, Anselm wrote two short dialogues, 
now much neglected, though of great philo­
sophical importance. In the De veritate 
Anselm takes up an argument from the 
Monologion, where he argues that truth has 
neither beginning nor end; for this proposi­
tion, that something was going to be, never 
itself began to be true or was not true. 
Likewise it will never cease to be true that 
something will have been. But nothing can be 
true without truth, and therefore truth has 
neither beginning nor end. Even if truth had a 
beginning, then before that beginning it was 
true that there was no truth and even if truth 
has an end then after that cessation it will be 
true that there will be no truth. Hence truth 
must exist even before truth and even after 
truth, if there be such a before or after. 

In the De veritute the 'pupil' .:nquires about 
the nature of this thing. truth. which is thus 
spoken of in the Mo110/ogion. The 'teacher' 
replies that truth is rightness p.:rceptible by 
the mind alone. Since truth is rightness. and 
rightness seems the same as justice, the 
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nature of justice is investigated next. The 
discussion leads to the definition of 'justice' 
as "rightness of will maintained for its own 
sake". 

The second dialogue, De libero arbitrio, 
deals with the nature of free choice. It rejects 
the view that it is the ability to sin and not to 
sin (for then God would lack free choice), 
and argues, instead, that it is the ability to 
maintain rightness of will for rightness's sake. 
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ALEXANDER BROADIE 

A Priori/ A Posteriori 
The history of this distinction goes back to 
Aristotle. The terms a priori and a posteriori 
(their literal meanings are •from what is 
earlier' and 'from what is later') were intro­
duced by the schoolmen; for Albert of 
Saxony (c. 1316-90) a proof (demonstratio) is 
a priori when it proceeds from causes to 
effects. and a posteriori when it goes in the 
reverse direction. An important step toward 
the modern view was made by Leibniz. for 
whom truths a priori are ·truths of reason' 
and truths II posteriori 'truths established by 
experience'. David Hume then distinguished 
'relations of ideas'. which are certain and 
established with reference to operations of 
thought only. and ·matters of fact'. which are 
marked by the fact that contrary situations 
are conceivable. 

Both Leibniz and Hume observed very 
close connections of aprioricity. necessity 
and certainty on the one hand as well as of 
aposteriority. contingency. and uncertainty 
on the other. It was Kant. however. who 
initiated the contemporary discussion. For 
Kant, 11 posteriori knowledge is derived from 
experience. where the validity of a priori 
knowledge is independent of any experiential 
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base. Moreover, Kant linked the a priori/a 
posteriori distinction with his division of all 
judgements into analytic and synthetic. The 
combination of the two distinctions gives rise 
to four kinds of judgements (propositions, 
statements, sentences): analytic a priori, ana­
lytic a posteriori, synthetic a priori and syn­
thetic a posteriori. Since, according to Kant, 
all analytic judgements are a priori, three 
kinds only remain. 

A range of different epistemological stand­
points can be defined with reference to this 
typology of propositions (see Ajdukiewicz 
1978). Radical apriorism (Plato) admits as 
bearers of knowledge only a priori proposi­
tions which may be either analytic or syn­
thetic a priori. Moderate apriorism (Kant, 
Edmund Husserl) admits all three kinds 
of propositions. Moderate aposteriorism 
(Hume, logical empiricism) admits only 
propositions which are analytic or synthetic 
a posteriori, and, finally, radical aposter­
iorism (John Stuart Mill) admits only syn­
thetic a posteriori propositions. Radical 
apriorism seems today to have no surviving 
adherents. 

One of the most important problems asso­
ciated with the a priori/a posteriori distinc­
tion is Kant's celebrated question concerning 
the existence of synthetic a priori judgements. 
In Kant's view, such judgements are produ­
ced by aprioristic factors - namely time, 
space, and the categories - which are 'neces­
sary conditions' of our cognitive processes. 
Although our knowledge of nature is variable 
in its experiential content, it necessarily 
locates objects of cognition in time and space. 
The latter are therefore universal forms of 
sensory experience. The intuition of time 
and space provides in turn the basis for 
synthetic a priori judgements of pure 
mathematics. 

Kant specifies twelve categories which are 
arranged in four groups: the categories of 
quantity (for instance. unity). the categories 
of quality (for instance, reality), the categor­
ies of relation (for instance, cause). and the 
categories of modality (for instance, exist­
ence). The categories enable us to synthesize 
empirical data into 'principles of nature· and 
generate synthetic a priori judgements of 
theoretical natural science which, for Kant. is 
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modelled by Newtonian physics. Kant's view 
here was criticized in connection with the 
discovery of non-Euclidean geometries but a 
form of it was taken up again by L. E. J. 
Brouwer (1881-1966) and his followers in 
their work on intuitionistic foundations of 
mathematics. 

Husserl proposed a different conception of 
the synthetic (material) a priori based on his 
account of simple essences and essential 
relations which, he claimed, are involved in 
all experience. We can, he held, move from 
our ordinary attitude to the world of every­
day and scientific experience to a so-called 
eidetic attitude. The knowledge gained by 
the latter is not a posteriori, since it surpasses 
our sensory - ordinary as well as scientific -
experience. But nor is it analytic, so that it 
must be both synthetic and a priori. 

The existence of material synthetic a priori 
propositions in Husserl's sense is defended 
also by Adolf Reinach (1921 ). For Reinach 
there are propositions about colours - for 
instance ·no surface is both red and green' -
which are synthetic a priori. Langford (1949) 
argues that geometrical propositions inter­
preted in terms of visual space are both 
synthetic and a priori. Copi (1947) considers 
formally undecidable sentences of arith­
metic. They are not empirical and, thereby, 
not synthetic a posteriori. And they are not 
provable from analytic axioms by deductive 
means. Thus, they must be synthetic a priori. 
Hao Wang ( 1974) gives almost sixty examples 
which were discussed over the years as can­
didates for being synthetic a priori. Among 
Wang's examples are: 7 + 5 = 12; if a point a is 
between b and c, then b is not between a and 
c; existence is not an attribute; hyprocrisy is 
not red; I could not have been born fifteen 
years later; 'Frau' is a German word; Cantor 
was the discoverer of Cantor's theorem; the 
principle of mathematical induction; there 
exists an infinite set; there is a past; the 
axioms of prudence, benevolence, and equity; 
every event has a cause; I see with my eyes; 
and what is done cannot be undone. 

Many problems arise in connection with 
the a priori/a posteriori distinction ( see Pap 
1958). Must a priori propositions be neces­
sary? Must a posteriori propositions be con­
tingent? Are all a priori truths universal? An 
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interesting approach to the last problem is 
that of Saul Kripke (1971). Consider a certain 
concrete wooden tablet. We know by appeal 
to experience that (A) tis made of wood. 
Then we ask whether t could have been made 
of some other material, for instance ice. 
Kripke says that the answer to this question 
must be negative, because we have a very 
firm intuition that (B) any table made of ice 
would not have been the wooden tablet. This 
answer, Kripke continues, is generated by 
reflection on t and is therefore a priori. So we 
have: (a) we know empirically that A; (b) we 
know that if A, then necessarily B. Hence (c), 
we know that necessarily B; ( c) is obtained 
from (a) and (b) by the rule of detachment. 
Now (c) is a necessary truth about a certain 
particular object, namely the table t. So 
Kripke comes to the conclusion that (c) is an 
example of a necessary truth which is not 
universal. This conclusion is, however, con­
troversial, since ( c) may also be considered as 
a universal truth about all tables made of ice. 
So the issue is still open. 
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Arabic School 

The Arabic School of philosophers who have 
written on metaphysics comprises mainly 
Al-Kindi (died after 870), Alfarabi (died 
950), Avicenna (980-1037), and Averroes 
(1126-98). Of these, only Al-Kindi was of 
Arab descent, Alfarabi being Turkish, 
Avicenna Persian, and Averroes Andalu­
sian. All wrote in Arabic, however (though 
Avicenna also wrote in Persian), and, more 
importantly, all were falasifa (the Arabic for 
'philosophers'). As such, they were proud 
members of a tradition which comprised one 
strand within the complex web of what has 
been called an 'lslamicate' civilization. Islam 
as a religion was but one strand in this 
culture, so that Muslim (or 'Arab') philo­
sophers were able to pursue philosophical 
and scientific issues for their own sake. It 
would be inaccurate, however, to exaggerate 
the freedom of the political or religious 
atmosphere within which thefalasifa worked, 
or to deny the religious associations and 
relevance of much of their work, particularly 
in metaphysics. 

Kalam. Broadly speaking. there are two 
main traditions to which the Muslim philo­
sophers are sensitive, the philosophical tradi­
tion itself, from classical through Hellenistic 
thought; and a largely indigenous theological 
tradition. known in Arabic as ka/dm. Its 
practitioners were called m111akal/imu11, and 
were theologians of Islam who differed from 
their Christian counterparts philosophically 
in having developed an atomistic physics with 
clear metaphysical implications. 

For the m111akallimw1. all objects in the 
world are composed of an atomic undiffer­
entiated material core and a number of 
'accidental' properties. the composite entity 
held together in each instant, or continuously 
created. solely by the will of God. Objects 
have no nature of their own, and there is no 
objective reason or cause for anything, the 
appearance of such being an illusion which 
God has also willed. Time as well as place is 
composed of discrete units, each instant 
being an occasion for God to manifest his will 
and power. The world is totally dependent 
upon God's presence. and totally without its 
own resources. 
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The disparity between God's being and 
that of all else is considered so great that 
nothing is held in common, even our lan­
guage being inadequate to express the real 
nature of God's being. We are forced to 
accept equivocal language and indirect or 
negative predication when attempting to de­
scribe God, points made particularly by the 
mu'tazila branch of kalam, that known for its 
relative rationalism. For the mu'tazila, the 
oneness of God's being is both absolutely 
simple and all encompassing, all divine attrib­
utes being understood as equal simply to the 
assertion that God exists. 

Al-Kindi. Al-Kindi, the first to do philo­
sophy in this lslamicate civilization, was fully 
familiar with mu'tazila theology, which en­
joyed official sanction in his day in Baghdad. 
The ruling Abbasid caliphs were also respons­
ive, however, to the translation and study of 
philosophical texts, with which Al-Kindi was 
involved. He is said to have ·corrected' lbn 
Na'imah of Emesa's translation of the Theo­
logy of Aristotle (the abridgement of Ploti­
nus's E1111eads), and to have had Eustathius 
translate Aristotle's Metaphysics for him. Al­
Kindi's own treatise 011 First Philosophy 
(Eng. trans. by A. L. Ivry, Albany, N.Y.: 
State University of New York Press, 1974) 
shows the influence of these two texts, which 
were the main influences on the metaphysics 
of his successors also. 

For Al-Kindi, as for the mutakallimun and 
falasifa in general, God's uniqueness is a 
basic tenet, a concept which cannot be under­
stood except in contrast to all else, and then 
only equivocally. No other being exhibits the 
essential simplicity of being which the One 
has; nothing else is truly independent and 
uncaused. Unlike the m111akallimu11, how­
ever, AI-Kindi believes that objects have 
their own nature, however contingent it is, 
and it is a nature which can be explained 
along causal lines. Uniquely among the 
falasifa, Al-Kindi asserts that God created 
the world ex nihilo, but Al-Kindi's philo­
sophical affinity shows through in his rejec­
tion of the ka/am's anti-causal occasionalism. 
Arguments derived from John Philoponus 
(fl. c. 529) are used to invalidate the concept 
of actual infinity, while the notion of potential 
infinity is dismissed out of hand. 
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The God of Al-Kindi resembles Plotinus's 
One, and it is the Plotinian notion of emana­
tion which Al-Kindi evokes, however broad­
ly, to explain God's action in the world. Al­
Kindi ignores the Neoplatonic hypostases, 
however, and is more comfortable generally 
with Aristotle's Metaphysics than with the 
Theology of Aristotle, particularly favouring 
Aristotle's general discussion of being and 
not his more 'theological' teachings concern­
ing the separate intellects and God. 

Alfarabi. It is with Alfarabi in the 10th 
century, in Baghdad and Aleppo, that the 
particular kind of metaphysics sketched by 
Al-Kindi becomes better articulated. Though 
the sincerity of Alfarabi's commitment to 
metaphysics, and particularly to the doctrine 
of immortality, has long been suspect, his 
teachings influenced Avicenna and others. 
(Cf. AI-Farabi on the Perfect State, Eng. 
trans. by R. Walzer, Oxford: Clarendon 
Press, 1985.) 

for Alfarabi, as for Al-Kindi, God is 
understood as a unique and incorporeal 
being. the first cause of the universe, himself 
uncaused and unaffected by all else. Once 
again, emanation is seen as the mechanism 
whereby God affects and orders the world, a 
world again understood in terms of Aristo­
telian principles of hylomorphism and 
causation. 

The God of Alfarabi is not, however, 
totally other. He is more akin to the Aristo­
telian self-thinking intellect or voii; than to 
the Plotinian One, and as such his nature is 
somewhat replicated in the separate intelli­
gences of the spheres. There are nine celestial 
bodies and ten intelligences arranged, follow­
ing Ptolemy, in concentric circles. While God 
thinks himself, the separate intelligences 
think of God as well as themselves. This dual 
activity generates the planet or body of the 
sphere as well as the intelligence of the next 
lower sphere, all regarded as eternal. The 
actualization of one from the other is more an 
expression of efficient causality than it is of 
creation as normally understood, and similar­
ly the term 'emanation' is used loosely to 
describe the activities occurring in the super­
nal realm. 

For Alfarabi, God 'acts' in a passive way, 
as the object of intellcction and affection, 
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though in reality he knows and loves only 
himself. Starting with the celestial intelli­
gences, the beings of this world look to God 
as their final and remote cause; in effect we 
project upon him the activity and sense of 
being affected which is experienced by all 
conscious beings. 

The emanative scheme is employed more 
effectively at the point where supralunar and 
sublunar bodies interact, the former seen as 
influencing the composition of the latter. The 
tenth celestial intelligence, first identified as 
the Active Intellect by Alexander of Aphro­
disias. is thought to actualize on earth both 
the potential intelligibility of an object and 
the potential intellect of a person, which 
intellect is regarded by Alfarabi as a disposi­
tion to think abstractly. The acquisition of 
abstract truths is the last stage of a cognitive 
process which starts with sensation and pro­
gresses to the imaginative faculty and mem­
ory. Even the intellect of the prophet under­
goes this process, so that the prophet is a 
philosopher, his revelation a popular ex­
pression of abstract universal truth. 

It is the Active Intellect with which contact 
is made by the person who perfects his 
intellect, though a permanent conjunction of 
intellects is not envisioned. Alfarabi speaks 
of an after-life for the soul in proportion to 
intellectual achievement, and he may have 
believed in some augmented collective im­
mortality, shared by those who held the same 
truths. 

Avicenna. Avicenna is more explicit about 
individual immortality, and for him more 
than the intellectual faculty of the soul en­
dures, since the soul is initially a separate 
substance, part of a universe in which 
individual immaterial substances abound. 
Acknowledging his debt in metaphysics to 
Alfarabi. Avicenna treats the subject in 
greater detail and scope than his predecessor, 
and with more of a Platonic orientation (cf. 
Avicenne: La Metaphysiq111• d11 Shifa', 2 
vols .. Fr. trans. by G. Anawati, Paris: J. 
Vrin, 1978). He develops the notion of 
intuition to explain revelation and prophecy. 
since intuition allows one to bypass the 
middle terms of a syllogism and immediately 
grasp the truth of a given proposition. 
allegedly without prior education or experi-
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ence. Such truths come directly from the 
Active Intellect, which also directly informs 
the rational and imaginative faculties of ex­
ceptional individuals. Others must prepare 
themselves for the insights they receive, 
though when ready, their intellects are also 
illuminated directly by the Active Intellect 
(cf. Avicenna"s Psychology, Eng. trans. by F. 
Rahman, London: Oxford University Press, 
1952). 

After death, our souls become one of the 
eternal substances, capable for Avicenna of 
experiencing pleasure or pain, and of change. 
This personal note appears also in his theory 
of providence, according to which the souls of 
the spheres have knowledge of particular 
events through their sensory and imaginative 
faculties. This knowledge is the awareness of 
the effect which the planet will have on earth 
below, given its predictable motion. The 
individual who knows the movements of the 
spheres can thus know the future, though 
Avicenna acknowledges that conflicting 
celestial motions can change things, pre­
venting in effect a completely predetermined 
future. Matter too is unpredictable to a 
degree, being capable of change, and hence it 
is identified with privation and evil. 

In a formulation of God's nature which was 
to become popular in Jewish and Christian as 
well as Muslim circles. Avicenna developed 
the concept of the deity as a necessary 
existent, while all other beings were merely 
possible existents, deriving their existence 
and necessity from God. The beings of the 
world were thus possible per se. and neces­
sary per ali11d, only God being necessary per 
se, his essence being existence. Avicenna 
thus presented a world theoretically contin­
gent yet actually necessary; a paradox com­
patible. he believed. with the strictures of 
Islam and philosophy. 

The de facro autonomy of nature is evident 
in Avicenna's elaboration of the emanation 
model taken over from Alfarabi. Each of the 
nine celestial intelligences is now thought to 
generate the intelligence of the adjacent 
lower sphere by thinking of the Necessary 
Existent. and to generate both the matter of 
its sphere (by thinking of itself as an existent 
possible per se), and the soul of its sphere (by 
thinking of itself as necessary per ali11d). 
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Matter is thus the expression of possible 
existence, alien as such to God. The world is 
known to God through his self-knowledge, 
all essences being subsumed within the sim­
plicity of his being. 

Averroes. Averroes, in Almohad Spain, is 
not just at the geographical extreme from 
Avicenna in the eastern reaches of Persia, he 
is also at opposite poles philosophically. 
Known as 'The Commentator' for his exten­
sive labour on Aristotle's works, Averroes 
attempted to refute the Platonizing tenden­
cies of Avicenna, and the anti-philosophical 
attacks of the m11rakallimun, with a rigorous 
Aristotelianism (cf. Averroes' Tahafut al­
Tahafut (The Incoherence of the Incoherence), 
Eng. trans. by S. Van Den Bergh, London: 
Luzac and Company, 1969). 

Against Algazel's Ka/am occasionalism, 
Averroes insisted on the necessity of causal 
explanation, and against Avicenna's essen­
tialism he argued for hylomorphism. Exist­
ence cannot be separated ontologically from 
the essential being of an object, the possible 
existence of a thing unable to coexist simul­
taneously with its necessary existence. Po­
tential existence for Averroes does not imply 
the radical contingency of all of nature vis-a­
vis the one necessary existent, and God's 
relation to the world is once again seen in 
terms primarily of self-thinking intellect and 
first mover. The intelligences of the spheres 
function only in relation to their matter, and 
have no particular knowledge of events on 
earth. Man's intellect is derived from the 
Active Intellect and returns to it after death, 
and personal immortality is not to be had. 

Thinkers after Averroes in the Islamic 
world turned from metaphysics to a mysti­
cism influenced by Avicennian thought. The 
type of impersonal and scientific metaphysics 
Averroes advocated did not find a receptive 
audience in the more conservative climate 
that came to envelop Islam in the late Middle 
Ages, and Averroes's influence was much 
greater in Europe. 
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ALFRED L. IVRY 

Aristotelianism 
Aristotelian philosophy is set off from other 
ancient philosophies by several character­
istics. First, Aristotelian philosophy sought 
to provide an open encyclopaedia of the 
sciences and rejected Platonic and Stoic ideas 
of knowledge as a closed system. Second, the 
aims of the Aristotelian philosopher were 
modest. Because the individual sciences deal 
only with portions of the knowable, the 
philosopher works as a member of a team in a 
co-operative enterprise. Third, Aristotelian 
philosophy was done for its own sake and 
made no claim that its teaching led to salva­
tion. Because Aristotle's doctrine was not 
thought of as being legitimated by a certain 
style of life, commentators on his works 
generally made little use of allegorical inter­
pretation in order to uncover a secret mean­
ing behind the text. 

In the course of time, however, contacts 
with other traditions gave rise to a particular 
form of Aristotelian philosophy which may 
be designated as 'Aristotelianism' in a strict 
sense. This form of Aristotelian philosophy 
stressed the theoretical sciences in the encyc­
lopaedia rather than the practical sciences 
which seek appropriate means to an end to be 
gained by action. Within the theoretical 
disciplines Aristotelianism stressed the sys­
tematic presentation of knowledge derived 
from principles already discovered rather 
than the continuing, inductive search for 
the principles of the deductive presentation. 
Finally, Aristotelianism stressed the hier­
archy of the theoretical sciences and the 
ultimate principles of reality which Aristotle 
was assumed to have found rather than the 
principles which are proper to the individual 
sciences and make them in Aristotle's own 
conception autonomou~. 

Greek Aristotelianism. The older repre­
sentatives of the Peripatos or Lyceum con­
tinued the school's tradition of team-work in 
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the search for concrete data, tending towards 
empirical researches in the natural sciences, 
practical considerations in psychology and 
ethics, and historical studies concerning liter­
ature and political institutions. But around 
the beginning of the Christian era the encyc­
lopaedic side of Peripatetic philosophy be­
came increasingly important as a result of the 
great rebirth of scientific activity which took 
place in the ancient world. The great ad­
vances which were made in mathematics, 
astronomy, geography, zoology, and medi­
cine demanded a new systematization of the 
theoretical sciences. In this context import­
ant thinkers - like Ptolemy (c. 90-168) and 
Galen (c. 130-c. 201) - adopted not only 
particular points of Aristotle's doctrine, but 
above all his idea of method and his concep­
tion of the unity of the sciences. The edition 
of Aristotle's works made by Andronicus of 
Rhodes (fl. c. 70-c. 50 ec) established Aris­
totle's idea of science as the knowledge of a 
comprehensive, structured body of demon­
strated conclusions. The works of Alexander 
of Aphrodisias (fl. c. 193-217), the first great 
commentator on Aristotle, complemented 
this view of the Master's scientific corpus. 

In the course of the 3rd century, however, 
the range of the problems with which philo­
sophers were confronted changed profound­
ly. The success of Christianity forced pagan 
writers to come to the defence of the ancient 
gods and to revive the idea of philosophy as a 
way of life. Making use not only of many 
Platonic ideas, but also of Aristotle's theory 
of intellect, Plotinus (c. 205-c. 270) initiated 
a new exploration of man's interior life. His 
lead was followed in the 4th century in the 
philosophical schools of Syria, Pergamum, 
and Athens. 

Since this Neoplatonic movement also 
stressed the coherence and continuity of 
Greek philosophy, many writers attempted 
to harmonize the thought of Plato and Aris­
totle as the two great representatives of the 
tradition. Plotinus's immediate pupil, Por­
phyry, took the decisive steps in this direc­
tion. In his interpretation Plato and Aristotle 
both contributed to the idea of philosophy as 
a way of salvation. The apparent disharmony 
between them derives from the fact that 
Ari~totle began with s.:nse-data and physics; 
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whereas Plato started higher, with the mind 
of man, and went further in divine matters. In 
his Isagoge to the categories Porphyry sought 
to interpret Aristotle's logic in such a way 
that it would be open to the higher realm of 
the intelligible. At the same time, the logic 
was expanded by Neoplatonist authors to 
include Aristotle's Rhetoric and Poetics. Sim­
plicius (fl. c. 530), the school's last great 
representative at Athens, was able thus to 
regard poetic, rhetorical, and dialectical 
argumentation as degrees of participation in 
an ideal of absolute demonstration. 

The Neoplatonic tradition of commentary 
on Aristotle as an introduction to the higher 
wisdom of Plato was represented at Athens 
by two works which transformed Aristotle's 
encyclopaedia into an idealistic system. Proc­
lus's Elemematio physica deals with change in 
the sublunary world on the basis of Aris­
totle's Physics. His Elementatio theologica 
then seeks to exhibit all forms of substance -
gods, intelligences, and souls along with the 
lower grades of reality - as necessary con­
sequences deriving from a single first prin­
ciple. In Proclus's view the philosopher 
should present his conclusions in accordance 
with the geometric method. Euclid's geo­
metry provided a model for arranging the 
conclusions in a descending order so that they 
form the ·elements' of a continuous chain. 
This ·synthetic' descent presupposes an 
·analytic' ascent beyond all hypotheses to 
the principle of all things, the Platonic One. 
These considerations concerning method en­
abled Proclus (c. -H0--85) to bring together 
three great representatives of the Greek 
tradition - Plato. Aristotle. and Euclid. But 
in so doing. he modified profoundly Aris­
totle's understanding of both science and 
metaphysics. By taking the One as his point 
of departure. Proclus broke with the most 
fundamental principle of Aristotelian science 
- the principle that all reasoning proceeds 
from pre-existing knowledge. 

At Alexandria Proclus's synthesis found 
but little resonance. This school adopted a 
conciliatory attitude to Christianity. Follow­
ing Ammonius Hermeae (fl. c. 500), Alexan­
drian exegesis of Aristotle's text was sober 
and philological. Paying much less attention 
to metaphysics than did the successors of 
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Porphyry, the Alexandrians made important 
contributions to mathematical studies and 
natural philosophy. Some of them even con­
tested various Aristotelian notions. John 
Philoponus (fl. c. 529) not only rejected 
Aristotle's conceptions of motion and a sep­
arate agent intellect, but also the Neoplatonic 
revision of Aristotle's theory of science. His 
demonstration in the De aeternitate mundi 
(composed in 529, the year in which the 
academy at Athens was closed) that celestial 
matter was not incorruptible rendered ques­
tionable the entire system which Proclus had 
constructed. 

These Alexandrian developments deter­
mined, in large measure, the approach of 
later Greek thinkers to Aristotle's philo­
sophy in the Byzantine world. With the 
abandonment of the attempt to harmonize 
Plato and Aristotle in the interest of pagan­
ism, both thinkers came to be regarded 
simply as one part of a long, secular tradition 
of Greek philosophical thinking. The interest 
of Christian theologians in Aristotle was for 
the most part limited to the parts of his logic 
which preceded the theory of the syllogism. 
Works like John Damascene's (c. 676--c. 754) 
Summa of Christian doctrine opened with a 
lexicon of the philosophical terms necessary 
for the formulation of Trinitarian and Christo­
logical teaching. Such lexica were based in 
the main on the terminology of Aristotle's 
Categories and Porphyry's introduction to it. 

But in Byzantium the Aristotelian science 
which went along with the logic never found a 
real home. Greek Christians had spoken of 
their attitudes to human existence as 'our 
philosophy', opposing it to the pagan way of 
life, the 'worldly philosophy of the Hellenes'. 
In accordance with this attitude, Byzantine 
monasticism had little interest in Aristotle's 
natural philosophy and metaphysics, even 
after it had been dissociated from paganism. 
With the renewed interest in scientific know­
ledge which appeared in the urban schools 
of the 10th century. attempts were made to 
rehabilitate ·Hellenic philosophy' and to 
bring it into agreement with Christian teach­
ing. But the Aristotelian philosophy of men 
like Michael Psellus (1018--c.1078), which 
might have made the school of Constantin­
ople a predecessor of the Latin universities, 
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was condemned by the Church authorities, 
who saw heresies originating in the attempt 
to apply the syllogism to dogma. It was only 
after the fall of Constantinople to the 
Crusaders that the necessity of responding 
to the challenge of an increasingly sophisti­
cated Latin theology led to the composition 
of compendia of Aristotelian doctrine, al­
though the debate regarding Aristotelian 
methods of proof continued. Leading theo­
logians, like Gregory Palamas (1296--1359), 
denied the value of demonstrative and dia­
lectical conclusions in theology, while the 
strictly orthodox opposed all learning. 

Arabic Aristotelianism. In Islam Aristotle 
made his appearance as early as the second 
half of the 8th century. The interest in Greek 
medicine was the door through which he 
entered. The Arabic reception of Aristotle 
took place as a part of the reception of the 
Greek scientific encyclopaedia. Aristotle's 
division of the sciences supplied the structure 
for the encyclopaedia in which classical 
authors like Euclid and Ptolemy, Hippocrates 
and Galen also found a place. 

The first Arabic translations of Aristotle 
were based on the Syriac versions of the 
works on logic made for theological use. 
But with the newly awakened interest in 
Greek scientific and medical works in the 9th 
century and the foundation of the bay/ al­
hikma at Baghdad by the Abbasid caliph, al­
Ma'miin (786--833), practically the entire 
remaining corpus (the exceptions being the 
Eudemian Ethics, the Magna moralia, and 
the Politics) was made available, together 
with the Greek commentators. A great num­
ber of spurious works was also translated. 
This Baghdad corpus of translations, made 
for the most part from the Greek originals, 
provided a unified basis for Muslim Aris­
totelianism from Persia to Spain. 

By the 10th century a tradition of study of 
this corpus was well established in Baghdad. 
It was at first represented both by Muslim 
philosophers and by Christian Arabic writers 
who understood Aristotle as a dogmatic philo­
sopher, the authorof a closed system, in accord­
ance with Neoplatonic ideas. Because this 
system was thought to agree with Plato in all 
essentials, excerpts from Plotinus and Proclus 
could circulate as the Theology of Aristotle. 
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In their commentaries on this corpus, 
Arabic philosophers tended from the outset 
to group the individual works of Aristotle 
together and comment on the logic, meta­
physics, and natural philosophy as parts of a 
philosophical encyclopaedia. Since the philo­
sophers thought of Aristotle's works as 
propaedeutic to the study of medicine, very 
few commentaries on the practical philo­
sophy were written. And since they were less 
dependent on Athenian speculation than on 
the Alexandrian criticism which had served 
to some extent to free Aristotle from the 
Neoplatonic association with paganism, 
Muslim philosophers at Baghdad were much 
more able than the Byzantines to understand 
Aristotle's encyclopaedia as the value-free 
science which he himself had envisaged. 

But this abstract science was never com­
pletely integrated into Muslim life. The en­
cyclopaedists and bibliographers who were 
not strict philosophers divided the sciences in 
a way which respected the Muslim attitude. 
Alongside the 'Greek or rational sciences' 
associated with Aristotle's name they 
grouped studies concerned with the Muslim 
way of life which they called the 'Arabic or 
traditional sciences'. These latter sciences 
included the study of the Koran and the 
Muslim traditions, jurisprudence (fiqh) and 
dialectical theology (kaliim), along with 
Arabic grammar and philology, history, and 
literature. Philosophy remained the secular 
occupation of an intellectual elite, of interest 
for medical studies, but of little significance 
for the religious life of the Muslim. 

Some attempts were made, however, to 
harmonize Muslim belief with Aristotelian 
philosophy. One of the earliest of these 
attempts involved changes in the Aristotelian 
theory of science in the direction which 
Proclus had indicated. The Book 011 the Pure 
Good - better known under its Latin title as 
the liber de cm1sis (c. 9th century) - was 
ascribed to Aristotle both in the Arabic and 
later in the Latin tradition. The thirty-one 
propositions of this work unfold the structure 
of the entin: universe. The first proposition 
lays the foundation for the whole tract: a 
higher cause has more influence than an 
inferior one because it causes the very causal­
ity of all the inferior causes. From this first 
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principle the work derives first the three 
orders of spiritual substance, the first cause, 
intelligences, and souls, and then all the 
lower grades of reality. 

The Liber de causis thus substituted a 
Creator for the Platonic One as the principle 
of the universe. Whereas Proclus had spoken 
of the outflowing of the universe from the 
One and its subsequent return to the source, 
the author of the De causis replaced the first 
moment with the revealed idea of creation. 
But this substitution did not change the 
concept of science on which Proclus's work is 
based. The De causis retained the method of 
the logical deduction of reality from a presup­
positionless first principle. We have in the 
work to do with a concatenation of state­
ments which resembles the Elementatio 
theologica in that no axioms or hypotheses 
are stated at the outset. 

Although the Liber de causis remained 
without an echo in Islam, it represents an 
important side of the doctrinal crisis to which 
Muslim belief was subjected in the 9th and 
10th centuries. Another side of the crisis was 
the appearance of the heresy of the Mu'tazi­
lites. These adherents of Greek rationalism 
came, by way of the problem of predestina­
tion and God's justice, to the question of the 
relationship between God's attributes and his 
essence and thus to conclusions which were 
heretical from the standpoint of the Muslim 
tradition. The need to reply to this heresy 
gave rise to the social class of theologians in 
Islam. According to Muslim teaching. the 
faithful were obliged to strive to advance 
from simple belief to certitude with regard to 
the doctrines of the faith. The task of the 
theologians was to supply the faithful with 
logical proofs for their belief. Kaldm is for 
this reason essentially apologetic in charac­
ter. The methods of proof of the theologians 
were generally quite primitive, but they 
forced the Aristotelian philosophers to refine 
their idea of scientific methodology. They did 
this by returning to Simplicius's distinction of 
sophistical. rhetorical. dialectical, and strict 
demonstration. 

Alfarabi (c. 870--950) in his Catalogue of 
tire Sciences attempts to fit "the traditional 
sciences of the Arabs' into the Aristotelian 
division. The Catalogue treats the sciences of 
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language, logic, mathematics, physics and 
metaphysics, and politics withfiqh and kaldm. 
Whereas the doctrine of God is subsumed 
under metaphysics, kaldm is regarded as a 
practical science with the function of defend­
ing the articles of faith. Alfarabi recounts that 
in pursuing this task the theologians made use 
of rhetorical arguments based on the miracles 
of the prophet or the supra-rational character 
of the articles. They even resorted to sophist­
ical arguments against the opponents' religion. 
In case of a conflict between revealed doc­
trine and truths rationally established, they 
generally had recourse to allegorical inter­
pretation of the texts. Important for the 
theory of science was the distinction made by 
Alfarabi, in treating of mathematics in the 
third part of the Catalogue, between the 
analytic and synthetic method. The synthetic 
presentation of a body of doctrine in accord­
ance with Euclid's procedure was applied 
with great success in Arabic treatises like 
Alhazen's (c. 965-c. 1040) Optics. 

About a century later, Avicenna (980-
1037) envisaged a reform of the science of 
theology in accordance with the Aristotelian 
theory of a demonstrative science. An in­
creasing preoccupation with theological ques­
tions led him to try to understand kaldm as 
metaphysics. Accordingly, he distinguished 
dialectical and rhetorical argumentation 
from demonstrative proof and enumerated 
the types of premiss which may be admitted 
in each of the various forms. If the doctrine of 
God is to be presented scientifically, it can 
use as its point of departure only axioms, 
sense-data, and the unanimous agreement 
of the Muslim tradition. Through Algazel 
(1058-1111), Avicenna's conception of logi­
cal proof was influential in Muslim theology. 

Whereas Alfarabi and Avicenna were Per­
sians, Averroes (1126--98) wrote in Muslim 
Spain where the theologians were if anything 
more reactionary than in the East. In con­
fronting them as a philosopher, he also had 
recourse to the distinction between rhetor­
ical, dialectical. and demonstrative argumen­
tation. Rhetorical argumentation is adapted 
to the multitude of the faithful who should 
accept the Law literally. The dialectical argu­
ments of the theologians yield only error; the 
miracles and mysteries of which they speak 
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are the perversion of religion and the result of 
the theologians' own ignorance. Only the 
demonstrative arguments of the philosophers 
provide certain truths. In those cases where 
demonstration leads to conclusions appar­
ently in conflict with the Law, it is necessary 
to distinguish an exoteric meaning for the 
multitude and an esoteric meaning, intel­
ligible only to the elite. Philosophy is the 
occupation of this intellectual elite, whose 
God-given task is the free pursuit of truth. By 
the 14th century, however, this elite had 
disappeared in Islam, along with its philo­
sophical encyclopaedias. 

Medieval Judaism also had need of Aris­
totelian science and the logic which went with 
it. In Spain and southern France, Hebrew 
translators made the Muslim corpus of Aris­
totle's works available, along with Averroes's 
commentaries and the medical works which 
accompanied them. Where conflicts between 
philosophy and the Jewish faith appeared, 
some thinkers - of whom Moses Maimonides 
(Jl35-1204) was the most important - held 
that philosophical speculation must proceed 
according to the theory of demonstrative 
science, without regard for theological doc­
trine. Only when the philosophical and theo­
logical doctrines have been clearly defined 
can one ask how the two realms are related. 
In spite of this view, an increasingly critical 
evaluation of Aristotle ·s doctrines in the light 
of the faith appeared in Judaism in the 14th 
century and contributed - even in the Latin 
world-to the development of a new scientific 
world-view. 

Latin Aristotelianism: Scholasticism. The 
works of Aristotle were made available in the 
Latin West in three clearly distinguishable 
stages. The first stage opened in the 6th 
century with Boethius's (c. 481:k-. 524) trans­
lations of Aristotle's treatises on logic. The 
second stage began in the 12th century with 
the gradual translation - at first from the 
Arabic and then from the Greek - of the 
entire corpus of Aristotle\ works. In this 
'scholastic' stage the attempt was made to 
bring together Latin theology and Aristotelian 
science, an effort which was strongly influ­
enced by Islamic philosophy. The third and 
final stage in the evolution of Latin Aris­
totelianism began in the I 5th century and 
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concentrated rather on the original text of 
Aristotle's works and on dealing with the 
anomalies which were making the traditional 
conception of the encyclopaedia of the 
sciences increasingly untenable. 

The first wave of translations broke on the 
late Roman world. This world knew little of 
Greek philosophy and science, and. apart 
from some rhetorical notions transmitted by 
Cicero (106-43 ec), very little of Aristotle. 
Boethius's translations of the Organon could 
have but little effect in the monastic life of 
the early Middle Ages, where the conception 
of language as a divine creation - directly 
opposed to Aristotle's theory - grounded a 
symbolic view of the world. 

In the second stage, Aristotle's works were 
received as part of a vast effort to absorb the 
secular learning not only of ancient Greece, 
but also of contemporary Judaism and Islam. 
In the flourishing young towns of the western 
Mediterranean basin, scholars manifested 
increasing interest in the great works of 
Greek and Arabic science and in the Aris­
totelian encyclopaedia which provided the 
framework for them. But these new interests 
soon came into conflict in the schools of 
northern Europe, not only with monastic 
traditions in theology, but also with the 
attempt of some of the masters of the arts 
to find in Plato's Timaeus an understanding 
of physical reality which would agree with 
Genesis. 

The attention of the masters was thus 
turned to the need for a concept of science 
which could embrace both revealed doctrine 
and philosophical learning. From about the 
middle of the II th century the masters not 
only used the dialectical sic-et-11011 method to 
solve the problem of the discrepancies be­
tween authorities. They also slowly pieced 
together the original fabric of the entire 
Orga11on from hints in classical authors. 
Although Aristotle's trcati,..,s on argumenta­
tion were not availabl.., until the lattl!r part of 
the 12th century. we !incl in Peter Abelard's 
( !079-1142) Dia!t:c1irn not only tracts corres­
ponding to Porphyry·, lsago!(e ancl Aristotle's 
Categories and 011 /111erprew1io11. but also a 
theory of the syllogism drawn from Boethius, 
along with a trl!atment of dialectics and the 
fallacies based on Aristotl" and Cicero. 
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Even the outlines of the theory of science 
which Aristotle developed in the Posterior 
Analytics were worked out by 12th-century 
authors. In the search for models for the ever 
more pressing problem of the systematic 
presentation of doctrine, the masters were 
guided at first by Boethius and then by 
Euclid. Boethius had understood science in 
the Aristotelian sense of doctrine which takes 
its departure from first principles and pro­
ceeds by strict demonstration. The fact that 
he described the method employed in his De 
hebdomadibus as that of 'mathematics and 
the other sciences' led early authors to try to 
develop a general theory of scientific method 
from it. Gilbert of Poitiers (c. 1075-1154) 
maintained, for example, that first principles 
can be established for all the liberal arts and 
in the same way for theology itself. 

Euclid's axiomatic method offered a still 
better model for the systematic presentation 
of a traditional body of knowledge and efforts 
were made by authors like Nicholas of 
Amiens (fl. c. 1190) to develop theological 
doctrine accordingly. But about the begin­
ning of the 13th century a number of theo­
logical works appeared in which this method 
was modified in the Platonic direction indic­
ated by Proclus. The most important of these 
treatises was the Regulae caelestis iuris of 
Alain of Lille (died c. 1203). In this work 
we have to do with a concatenation of 
interrelated statements which resembles 
geometry as a structured presentation of 
doctrine, but betrays its dependence on the 
Liber de ca11sis in that nothing is presupposed 
at the beginning. The danger for Catholic 
theology which was implicit in this method 
was quickly recognized by the Church auth­
orities. Alain ·s attempt to present theological 
teaching in a way in which nothing is pre­
supposed made it seem that he was equival­
ently trying to prove the articles of faith. 

In 1210 and 1215 Aristotle's libri nat11rales 
- including the Metaphysics and the De causis 
- were condemned at Paris. It would seem 
that these condemnations were aimed not 
only at specific points of doctrine, like that of 
the eternity of the world, but also at the 
Platonic conception of science found in the 
Liber de cattSis. The fact that these condem­
nations were for the most part observed 
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during the period between 1215 and the final 
acceptance of the Aristotelian corpus at Paris 
in 1255 makes these forty years decisive for 
the formulation of the scholastic method, 
strictly so called. 

Since Aristotle's logic was explicitly ex­
cluded from the condemnations, the masters 
of arts turned their attention increasingly 
to the theory of science elaborated in the 
Posterior Analytics. While they worked on 
the axiomatic presentation of the quadrivia! 
sciences of geometry (including optics), 
astronomy, arithmetic, and music, the theo­
logians sought to construct their science not 
on the basis of reg11lae like those of Alain of 
Lille, but rather on the articles of faith as 
unproved but certain axioms or postulates, 
evident through revelation. 

Parallel to the effort to forge a new tool for 
the sciences ran an awakening interest in the 
libri nalllrales. The masters in the new urban 
schools of Europe learned from physicists 
and physicians in Sicily, southern France, and 
Toledo of the existence of completely new 
areas of knowledge, areas of which they 
knew only the names. The .translators who 
responded to the resulting challenge added 
immensely to the sum of medieval know­
ledge: Euclid in geometry and optics, Ptolemy 
in astronomy and geography, Hippocrates 
and Galen in medicine, and above all the 
works of Aristotle, together with his Arabic 
commentators. 

Characteristic of medieval scholasticism 
was the desire to bring this new material 
together with theological teachings and the 
traditional liberal arts into one comprehens­
ive body of knowledge. Working in the 
tradition of the concordia discordanti11m, 
13th-century teachers made the epoch-making 
decision not to try to separate - as the 
Byzantines and Muslims before them had 
done - their own religious disciplines from 
the profane sciences inherited from the 
ancients. They attempted rather to situate 
theological teaching within the Aristotelian 
classification of the sciences, as it was known 
through the works of Boethius and Alfarabi's 
Catalogue, and to present the whole scien­
tifically in Aristotle's sense. In this way, a 
guide for students at Paris composed about 
1230-40 attempted to situate the plan of 
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studies in the arts faculty within the context of 
a complete classification of the sciences. 
After distinguishing three branches of philo­
sophy - rational, natural, and practical - the 
anonymous author related revealed theology 
not to metaphysics, but to practical philo­
sophy, as Alfarabi had done. 

In the course of the next century an 
enormous amount of progress was made in 
mathematics and the physical sciences. For 
this development the Aristotelian natural 
philosophy supplied the philosophical prin­
ciples and the encyclopaedic structure. The 
newly translated commentaries of Averroes 
served to establish the position of Aristotle 
as 'ii maestro di color che sanno' (Dante, 
Inferno IV 131). Within the structure pro­
vided by his works the West caught up with 
Islamic lands in the natural sciences and 
surpassed them in technological innovation. 
The progress which was made was not limited 
to natural science; it also extended to the 
Aristotelian practical philosophy. which had 
been relatively neglected in the Arabic tra­
dition. New translations of the Et/tics and 
Politics from the Greek gave rise to new 
views of man's destiny and to new secular 
conceptions about the state. 

The foundation for all this progress was 
laid in the year 1255, when Aristotle's works 
were prescribed for the lectures in the Paris 
arts faculty. From this time on the Aris­
totelian corpus provided the structure for 
medieval university instruction in philosophy. 
One of the first to turn his attention to 
the complete Aristotelian encyclopaedia was 
Albert the Great (c. 120(µ!0). His para­
phrases of all of the fundamental works in 
Aristotle's encyclopaedia prepared the way 
for the vast commentatory literature through 
which the Middle Ages assimilated Aris­
totelian science. 

Both the theologians and the philosophers 
saw in Aristotle the 'maestro e duca de la 
ragione umana' (Dante, Con,,;,,io IV vi 8). 
For their part. the theologians sought to 
establish a concordia between Aristotle', 
conclusions and revealed doctrine. Such an 
agreement had become increasingly im­
portant with the expansion of Western 
Europe towards the East. The Latin faith had 
to be presented tu Saracens and Jews, and to 
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the pagan Mongols who had recently invaded 
the Near East. While Christian doctrines 
could not be proved, their acceptance was 
thought to be able to be shown at least 
reasonable, because congruent with basic 
philosophical conclusions, like the existence 
of God and the immortality of the human 
soul, which Aristotle was thought to have 
demonstrated. 

In the view of Thomas Aquinas (1225-74), 
the explanation of theological doctrine had 
therefore to be in accord with Aristotle's 
theory of the speculative sciences. Through 
Aristotle's theory the theologians could 
maintain the scientific character of their 
discipline, while recognizing the autonomy 
of the philosophical sciences. Just as these 
sciences have their own principles, so also 
theology is the particular science which has 
the articles of faith as its proper principles. 
The Aristotelian metaphysics supplies the 
common principles for all the sciences and 
can thus guarantee those basic philosophical 
doctrines which support revealed doctrine. 
According to the metaphysical principle of 
contradiction philosophical doctrines which 
entail consequences contrary to revelation 
must be rejected. 

But in spite of the efforts made by the 
theologians, philosophy and theology drifted, 
in the course of the later Middle Ages, 
further and further apart. Not only did the 
progress which had been made in natural 
science free philosophy from its traditional 
role as the handmaid of theology and give the 
professors in the arts faculties a new under­
standing of their scientific vocation. The fact 
that many of Aristotle's ideas - his determin­
ism, his notion of the eternity of the world, 
his denial of God's power to create an extra­
mundane void or a plurality of worlds -
conHicted with Catholic doctrine also en­
abled the philosophers to free natural science 
from the view that Aristotle was the ultimate 
authority in philosophical questions. 

In the year 1277 the bishop of Paris con­
demned 219 propositions, of which the 
majority represented Aristotelian positions. 
In accordance with the theologians' view of 
the system of the sciences, the philosophical 
propositions were condemned because they 
entailed consequences contrary to revealed 
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teaching. For this reason the condemnation 
had far-reaching effects on the development 
of both theology and philosophy in the later 
Middle Ages. The theologians were forced 
to abandon the idea of a co11cordia dis­
cordamium between Christian teaching and 
Aristotelian philosophy and to defend the 
very credibility of the Christian doctrines 
they wanted to employ as the principles of 
their science. The philosophers were helped 
by the fact that many of Aristotle's doctrines 
were in conflict with Christian teaching to 
reject the metaphysical assumptions which 
lay behind many of his positions, especially in 
astronomy. 

In the light of the condemnation, John 
Duns Scotus (1265-1308) revised the view 
that Aristotle's metaphysics could serve as a 
propaedeutic to the study of revealed theo­
logy. Scotus's conception of the subject 
matter of the science of being amounted to a 
critique of Aristotle's theory of the specu­
lative sciences. Aristotle had to take sense­
knowledge as his point of departure and 
could therefore draw conclusions valid in the 
physical order only. But for Scotus the rev­
elation of the existence of spiritual reality 
opened a new horizon for metaphysics. He 
maintained that the first object of the intellect 
is not sensible reality. but rather being as 
such. This new definition made it possible not 
only to study divinity as infinite being, but 
also corporeal reality in a metaphysical way, 
as the finite being which is subject to change 
(ens mobile), in contradistinction to the cor­
poreal reality studied as subject to change 
(corpus mobile) by the Aristotelian physics. 

Theological revisions of Aristotle ·s theory 
of the speculative sciences. like that of 
Scotus. made it possible for 14th-century 
philosophers to go beyond Aristotle in the 
physical sciences. Aided by the idea that the 
individual sciences are autonomous in their 
own realm. philosophers like John Buridan 
(c. 1295-c. 1358) were able to develop 
theories in physics- like that of the motion of 
projectiles - which were independent of 
Aristotle's treatment. while mathematicians 
like Nicole Oresme (c. 1320--82) turned to 
areas which Aristotle had neglected. like the 
theory of proportions and infinite series. 

Renaissance Aristotelianisms. The Aris-
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totelianism of the period 1450-1650 presents 
a picture which differs radically from the 
university philosophy of the Middle Ages. 
The revolt against scholasticism which took 
place during this period was basically part of a 
struggle between the old-established clerical 
class and new lay attitudes to philosophy. 
Scholastic Aristotelianism had offered a hier­
archically unified world-view, but by the 16th 
century this unity had broken down, so that 
we must speak in this period not of one, but of 
several Aristotelianisms. At the same time, 
Aristotelianism became in the Renaissance 
but one among many philosophies. Whereas 
in the earlier period Aristotle had been 'the 
Philosopher' par excellence, from the mid-
15th century other philosophies - Platonism, 
Stoicism, Epicureanism - began to claim 
attention. 

This period was nourished by a third stage 
in the Latin reception of Aristotle's works. 
Encouraged by the Byzantine thinkers who 
brought to Italy an Aristotle unknown to the 
scholastics, Latin scholars in the different 
countries of Western Europe produced new 
editions of the Greek text, new Latin and 
vernacular translations and commentaries, 
Greek editions and Latin translations of 
practically the whole corpus of the ancient 
Greek commentaries, and Latin versions 
of hitherto untranslated commentaries of 
Averroes. It is an astonishing fact that the 
number of Latin commentaries on Aristotle 
composed during the century between Pietro 
Pomponazzi (1462-1525) and Galileo (1564-
1642) exceeds that of the entire millennium 
from Boethius to Pomponazzi. 

In the 16th century new classes of students 
and new scientific interests led various groups 
of scholars to attend to individual works of 
Aristotle without reference to his organiz­
ation of science. In Italy humanist scholars 
turned to Aristotle's moral philosophy, liter­
ary critics to the teachings of the Poetics, 
professional philosophers in the universities 
to the natural philosophy and the biological 
works. In Protestant Germany Philipp 
Melanchthon (1497-1560) constructed a 
new. secular Aristotelianism for the schools 
which should serve the Reformation. In 
France and later in England the Ramis! 
furore turned the attention of Aristotelians to 
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questions of methodology, while scholars 
concerned with constitutional reform re­
turned to the Greek text of Aristotle's logic 
for new ways to interpret legal doctrine. 
Throughout Europe the Politics received 
renewed attention, quite without reference 
to the other parts of Aristotle's corpus. 

These developments were for the most part 
alike in discarding the clerical Aristotle of the 
medieval schools. Ironically, the medievals 
themselves had begun the process. Thomas 
Aquinas's recognition of the Aristotelian 
view that the individual sciences have their 
own proper principles contributed to the 
gradual emancipation of the natural sciences 
from clerical control. As the sciences became 
increasingly independent, the Aristotelian 
classification of the sciences was itself ren­
dered more and more questionable. It was no 
accident that secular thinkers of the Renais­
sance had little time for the metaphysical 
speculation of earlier centuries. Aristotle's 
science had never really fitted into the clerical 
mould which was formed by the medieval ap­
proach. In the Renaissance the Aristotelian 
spirit of pluralism and free research led to the 
disintegration of the hierarchical world-view 
of the Middle Ages. 

The steps toward scientific pluralism were 
taken above all in Italy. Italian faculties of 
arts were orientated less towards theology 
than to medicine. Throughout the 16th 
century the Aristotelianism they taught was 
concerned primarily with the works of physi­
cal science and biology. But at the same time 
much attention was paid to the question of 
scientific methodology. Whereas the Aris­
totelian tradition since Proclus had concen­
trated on the deductive side of Aristotle's 
theory of science, Italian secular Aristotelian­
ism rediscovered the equally Aristotelian 
method of induction. In Padua towards the 
end of the 16th century, Jacopo Zabarella 
(1533--89) distinguished clearly between the 
two moments, relating them to Aristotle's 
division of the theoretical and practical 
sciences. Whereas the theoretical sciences 
use a synthetic method in the presentation 
of doctrine deriving conclusions from first 
principles, the practical sciences employ an 
analytic method which takes its departure 
from the end of an action and seeks to 
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discover the means and principles with which 
the end may be attained. 

But the theologians did not give up without 
a struggle. The termination of the Council of 
Basel had marked the beginning of a new 
period in the history of the theological inter­
pretation of Aristotelian science. The idea of 
a Christian Aristotelianism which had been 
adumbrated by Thomas Aquinas enabled the 
theologians to recognize the autonomy of the 
philosophical sciences, while continuing to 
maintain for apologetical purposes that 
Christian revelation and Aristotelian philo­
sophy are basically in agreement. In this 
context the Metaphysics was increasingly 
commented on in conjunction with the 
Physics and De Anima, foreshadowing the 
later enumeration of metaphysical realities: 
God, the world, and the human soul. This 
new form of Aristotelianism developed pri­
marily in the universities of northern Europe. 
But through the mendicant orders it was 
broughtto Italy around the middle of the 15th 
century. The encounter of Christian Aris­
totelianism with its Italian secular counter­
part resulted in the radical transformation of 
the Aristotelian speculative sciences. 

The conflict broke out in 1516 with the 
publication of Pietro Pomponazzi's Tractatus 
de immortalitate animae. Pomponazzi main­
tained that according to Aristotle the doc­
trine of the soul belongs to physics as a part of 
the doctrine dealing with corp11s anima111m. 
Because it is a material form, it is corruptible. 
The attempts that were made - especially in 
the mendicant orders- to meet this challenge 
were based on the search for metaphysical 
rather than physical proofs for the soul's 
immortality. The Scotist definition of meta­
physics as the science of uncreated and 
created being made it possible to consider the 
human soul and the world as metaphysical 
objects s11b rationc e111is. But this possibility 
implied in turn the necessity of a systematic 
reinterpretation of Aristotle's philosophy in 
accordance with what were regarded as its 
true principles, that is, such principles as lead 
to conclusions agreeing with Catholic doc­
trine. Benito Pereira (c. 1535-1610), profes­
sor in the Collegio Romano of the newlv 
founded Jesuit Order. maintained that th~ 
doctrine of the soul belonged to metaphysics. 
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But because this science can treat incorporeal 
reality only as cause, he proposed a division 
of traditional metaphysics into two specifi­
cally distinct sciences: 'first philosophy', 
treating ens in quantum ens, and 'divine 
science', dealing with God, the intelligences, 
and the soul per se. 

The project of rewriting Aristotle was also 
taken up in Iberian universities as a reaction 
against the growing autonomy of natural 
philosophy in the faculties of arts. The great 
systematic works of the Spanish scholastics 
on metaphysics attempted to present meta­
physics per modum doctrinae, that is, as an 
organic whole derived from the first principles 
of philosophy. In his celebrated Disputationes 
Metaphysicae, the Jesuit Francisco Suarez 
(1548-1617) made the relationship of finite 
reality to the infinite, creative power of God 
the very foundation of his Christian reinter­
pretation of the Philosopher's thought. The 
God known through natural reason is the 
principle of a system which descends through 
the various divisions of finite being. Finite 
being is that which can be constituted in 
actual existence by God·s absolute power. 
because its essence contains no contradictory 
notes. 

Suarez·s use of the distinction of reality 
into ens inftnilllm, ens crealllm immateriale. 
and ens crea/llm materiale prO\·ided a meta­
physical basis for the scholastic apologetics, 
met the increasing need for an independent 
treatment of the problem of God. and ren­
dered the gro,,ing crisis of the Aristotelian 
physics as the science of corpus mobile irrel­
evant to scholastics. The distinction also 
implied the division of metaphysics into the 
parts which would later be called natural 
theology. rational psychology. and cosmo­
logy. In this form instruction in the specu­
lative sciences was fixed for centuries. 
not only in Catholic schools. but also in 
Protestant academies and universities. 

Despite Martin Luther"s rejection of 
Aristotle and the scholastic mixture of 
philosophy and theology, the Aristotelian 
conception of science gained, within a 
century of the Reformer's disputation Comra 
scholasticam theologiam of 1517. a central 
place in Protestant universities - both in the 
schools which inclined to Calvinism and in 

ARISTOTELIANISM 

the north German universities which tended 
to a strict Lutheranism. 

In those territories which inclined to 
Calvinism, dogmatic theology was regarded­
much as in Catholic Scholasticism - as a 
speculative science following a synthetic 
method. Reformed theology began with God 
as the first cause and proceeded by way of his 
eternal decrees to his supremacy in the world. 
Natural theology was thought to be an essen­
tial part of the cognitio Dei perfecta at which 
theology was aimed. Accordingly, reformed 
theologians distinguished with Pereira two 
metaphysical sciences, one dealing with God 
to the extent that he is accessible to human 
reason, the other a universal science of being 
which accounts for the principles of all the 
special sciences. For the Marburg professor 
Rudolphus Goclenius (1547-1628), who used 
the word for the first time in his Lexicon 
philosophicum (1613), 'ontology' has the 
function of assigning each of the scientific 
disciplines its proper place in a new encyclo­
paedia of knowledge. 

The idea of a systematic encyclopaedia of 
knowledge deriving from a single principle 
was fundamental in Calvinist thought. 
Theology was thought of as a part of the 
body of knowledge which men have acquired 
in the course of history. Metaphysics is 
accordingly not a science in the Aristotelian 
sense, but one of the liberal arts. Natural 
theology is part of the science of spiritual 
being, revealed theology is a discipline made 
up of commonplaces systematically ordered 
for the understanding of the Scriptures. 
Philosophical conclusions are derived from 
the nature of things. Theological conclusions 
are derived from revelation and include not 
only universal, but also contingent, facts 
depending on the divine foreknowledge. In 
this sense, Bartholomew Keckermann (1571/ 
73-1609), Clemens Timpler (1567-1624), 
and Johann Heinrich Alsted (1588-1638) 
published systems of the various arts in the 
early 17th century. 

In the territories which followed Luther's 
lead, the Aristotelian metaphysics was 
thought to provide the basis for the doctrinal 
unity which the princes needed for the 
achievement of their political goals. The 
Formula concordiae of 1577 sought to estab-
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lish a Lutheran orthodoxy, not only against 
the adherents of Calvin and Melanchthon, 
but also against radical Lutherans who main­
tained that there are doctrines of the faith -
like that of the Trinity- which are opposed to 
reason. In the effort to combat such teachings 
German philosophical textbooks, like the 
Exercitationes metap/1ysicae (1603-4) of the 
Wittenberg professor Jacob Martini (1570-
1649) and the Metaphysica commentatio 
(1605) of Cornelius Martini (156!H621) of 
Helmstedt, turned to Suarez's notion of a 
confessionally neutral, possible world which 
all those who admitted the idea of creation 
could accept. In spite of Lutheran reserva­
tions about the idea of a natural knowledge of 
God, theologians soon came for apologetic 
reasons to admit the necessity of a natural 
theology. Following Pereira's idea of a separ­
ate science of spiritual being, the Wittenberg 
professor Johannes Scharf (1595-1660) pub­
lished a treatise entitled Theologia natllralis 
in 1621. 

Lutheran orthodoxy also attempted to 
systematize revealed theology in accordance 
with the Aristotelian theory of practical sci­
ence. In his Epitome theologiae of 1619 
Georg Calix! (1586-1656) applied Zabarella's 
idea of the analytic method to theology, pre­
senting eternal beatitude as the end to be 
reached. soteriology as the means to the end, 
and Christology as its principle. Whereas 
philosophical theology, which has the apolo­
getic function of demonstrating God's exist­
ence and human immortality, employs the 
synthetic method, the practical science of 
revealed theology proceeds analytically from 
ends to means and principles. 

Modern Study of Aristotle. The last edition 
of the Latin text of Aristotle's works was 
published by the Jesuit Silvester Maurus 
( 1619-87) in the year 1668. Although scholas­
tic Aristotelianism continued for apologetic 
reasons to enjoy a shadowy existence within 
the confines of post-tridentine Catholic 
seminaries, the great variety of Renaissance 
Aristotelianisms and the increasing attention 
to Aristotle's practical philosophy put an end 
to Aristotelianism as such around the middle 
of the 17th century. 

Although individual works - the logic. the 
biological treatises. the Politics, the Poet in -
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continued to attract students, the scientific 
revolution called forth new theories of what 
science is and a completely new encyclo­
paedia. Since the Enlightenment, Aristotle 
has been regarded not as the founder of a 
hierarchical system of the sciences, but rather 
as a collaborator in a great effort to under­
stand reality through empirical research in 
individual, autonomous disciplines. 

The publication by the Berlin Academy of 
the Aristotelis opera between 1831 and 1870 
and of the Commentaria in Aris tote/em graeca 
between 1882 and 1909 has supplied the 
basis for the modern study of Aristotle and 
the Greek tradition of his philosophy. The 
Aris tote/es latin11s, undertaken by the Union 
Academique Internationale in 1939 for the 
edition of the medieval Latin translations, 
has contributed to a new understanding of 
Latin Aristotelianism. 
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CIIARl.ES 11. LOUR 

Aristotle 
Aristotle can fairly be said to be the founder 
of metaphysics as a separate discipline, as 
well as one of the most influential theorists of 
metaphysics. Born in Stagira in 384 BC. 
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Aristotle came to Athens around 367, when 
he entered Plato's Academy as a student. He 
is known to have become a lecturer in the 
Academy, departing about the time of Plato's 
death in 347. After teaching in the court of 
Hermias of Assos, doing biological research 
on Lesbos with Theophrastus, and becoming 
one of the tutors of Alexander at the court of 
Philip of Macedonia, he returned to Athens 
in 335-4 to found his own school, called the 
Lyceum or the Peripatos. He departed from 
Athens in 323 because of anti-Macedonian 
agitation, and died in Chalcis in 322. 

Aristotle was not the first philosopher to 
concern himself with metaphysical issues, but 
he was the first to study metaphysics system­
atically and to lay out a rigorous account of 
ontology. In some of the basic notions of his 
system he is much indebted to Plato. Bui he 
opposes Plato on fundamental issues and 
shows a concern for details and application 
which carries him far beyond the sometimes 
vague generalizations of Plato. 

Aristotle's early treatise the Categories 
provides a basic ontological theory. In 
Chapter 2 of this work Arisiotle introduces 
the independent distinctions of entities in a 
subject/not in a subject and en1i1ies said of a 
subject/not said of a subject. The former 
distinction is that between the ·accidents· or 
non-essential characteristics and the sub­
stances they characterize: the latter distin­
guishes universal features from individual 
instances. Both distinctions are original with 
Aristotle. providing what have come to be 
standard categorial distinctions. Aristotle 
treats all entities as classified by his four-fold 
scheme. and it is those which are neither in a 
subject nor said of a subject which he will 
identify as the ultimate realities. In other 
words. he takes as the basic independent 
entities of his ontology those things which 
are always (ontological) subjects and never 
predicates. items such as ·a certain man·, ·a 
certain horse·. Thus familiar natural objects 
such as Socrates and Bucephalus become the 
ultimate realities of Aristotle's world. 

In Chapter -I Aristotle identifies ten classes 
of entities: substance and nine classes of 
accidents. And in Chapter 5. after distin­
guishing primary (particular) substances such 
as a certain man from secondary (universal) 
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substances such as Man, he explains why pri­
mary substances are prior: all other entities 
depend for their existence on primary sub­
stances. Thus there is a determinate structure 
of reality with primary substance as its foun­
dation. Primary substances such as Socrates 
are esseniially Man, Animal, etc .• and acci­
dentally white, literate, etc. But without 
items like Socrates there would be no charac­
ters, whether essential or accidental, in the 
world. 

Aristotle's physical treatises introduce 
complications into the notion of primary 
substance as a subject of all predications. 
Scholars disagree as to whether these com­
plications mark a stepwise elaboration of 
his theory or a theoretical evolution on 
Aristotle's part; and if the latter, whether the 
new theory is consistent or inconsistent with 
the old. In any case, one finds far-reaching 
developments of substance theory in the 
physical works. 

The most important complication, pre­
sented in Physics I. is the introduction of 
form and matter. Having set for himself the 
problem of how change can take place, 
Aristotle faces a special challenge in explain­
ing how the subject of all predicates, the 
particular substance, can come to be. For 
there is a danger that if substance comes to 
be, something will have come to be from 
nothing. Aristotle confronts the problem by 
distinguishing matter. the underlying sub­
stratum of change. from form. The matter is 
present throughout the change, but the form 
comes to be present at the end of the process. 
Thus form and matter are principles required 
for explaining the genesis of substance. 
Furthermore, the form and matter continue 
in the substance that has come to be; hence 
they are permanent components of the sub­
stance. Aristotle's scheme of four causes, or 
four types of explanatory factors. incorpor­
ates matter and form: the formal cause tells 
what a thing is, the material cause what it is 
made of; while the efficient cause tells the 
source of movement and the final cause 
tells that for the sake of which something 
happens. 

Aristotle sometimes compares the matter/ 
form distinction with the potentiality/actuality 
distinction. The latter differs, however. in 
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representing the states of completeness of 
substances rather than their components. An 
acorn is potentially an oak tree, but it be­
comes the tree in actuality only after a 
process of change. Not every kind of matter is 
potentially an oak tree but only the kind of 
matter which will grow into the tree under 
normal conditions if nothing interferes (Met. 
IX.7). Hence one can say that something is 
potentially x in virtue of actually being y. 
Actuality is prior to potentiality in several 
senses, and especially in the sense that be­
coming is for the sake of being and matter for 
the sake of form (Met. IX.8). Hence the 
theory of actuality tends to suggest that 
nature is so arranged as to have a tendency 
towards the maximum amount of organiza­
tion. Aristotle assumes a pervasive teleology 
in nature which he associates with the dom­
inant role of the final cause in explanation. 

The matter/form and potentiality/actuality 
distinctions enable Aristotle to develop 
further metaphysical analyses. One of his 
most important applications of the distinc­
tions is to his analysis of living things. The 
soul is the form or actuality of a natural body 
of the right sort (De An. 11.1). Since the soul 
is the actuality of body, it is not, in general, 
able to survive the body. There is, however, 
an active intellect which does survive. There 
is also an everlasting cosmic intelligence ( or a 
set of them) whose existence can be inferred 
from the continued existence of motion in the 
cosmos (Phys. VIII, Met. XII). This intelli­
gence, the Unmoved Mover, is an actuality 
without potentiality. 

The matter-form analysis can also be 
applied repeatedly to physical bodies to yield 
different levels of material composition: the 
body of an animal or plant is composed of 
non-homogeneous parts (limbs, organs, 
etc.). which in turn are composed of homo­
geneous parts (tissues, etc.), which are com­
posed of combinations of the four elements 
(earth, water, air, and fire). The four el­
ements change into one another and so seem 
to require a basic characterless substratum, 
prime matter. It is now controversial whether 
Aristotle posited the existence of prime 
matter; but if he did, the concept did not 
occupy the important place for Aristotle that 
it did for his medieval followers. 
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In the Metaphysics Aristotle subjects to 
scrutiny his own metaphysical principles. Our 
word 'metaphysics' itself derives from the 
expedient of early editors of Aristotle who, 
not knowing what to call his books on first 
principles, called them ,:& µcr& ,:& <puoLxa, 
the material after the physical enquiries. 
Whether the fourteen books of the 
Metaphysics are a unity or a collection of 
disparate treatises is a matter of serious 
debate. Aristotle clearly recognizes a special 
study corresponding to metaphysics, which 
he calls variously wisdom, first philosophy, 
and theology. 

But the books of the Metaphysics seem to 
present different conceptions of what meta­
physics is. In Book I Aristotle identifies 
wisdom with knowledge of the ultimate 
causes and principles, which he identifies as 
the four causes. Book IV makes metaphysics 
an enquiry into the causes of being qua being, 
an enquiry made possible by the fact that all 
senses of being are related to a single central 
notion, the notion of substance. Book VI 
argues that the highest science must study the 
highest genus of substance, which is the 
divine, and hence this science must be 
theology. Of course, it is not surprising that 
metaphysics should take in studies of 
causation, of ontology (the study of the basic 
entities of the world), and what was later 
called special metaphysics (the study of 
special kinds of beings, e.g. God and the 
soul); but precisely how these enquiries were 
related in Aristotle's mind remains obscure. 

The most interesting and difficult section of 
the Metaphysics consists of the central books 
- VII, VIII, and IX. Whatever may be the 
case with the other books, the central books 
evidently belong together as a connected 
series. Books VII and VIII deal with the 
problem of what the ultimak reality is: is it 
the form. the matter. or a composite of the 
two? The problem seems to arise as a diffi­
culty in reconciling the apparently simple 
substance of the Categories with the complex 
substance composed of matter and form 
described in the physical treatises. In the 
Categories there is no problem as to what the 
real substance is: it is the individual of a 
natural kind, such as Socrates. But if we now 
analyse substance into form and matter. it is 
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unclear which entity is the ultimate reality. In 
fact, Aristotle rejects the composite (e.g. 
Socrates) in Chapter 3 of Book VII, and he 
argues that matter is too indeterminate to be 
substance. This leads one to expect a straight­
forward argument to make form the ultimate 
reality. Aristotle goes on to discuss essence, 
which he seems to identify with form, but his 
study of essence is inconclusive. and it tends 
to suggest that primary substance is some­
thing universal such as Man. In Chapter 13 
Aristotle brings his examination of essence to 
a sudden halt with a pointed argument that 
substance cannot be universal. In Chapter 17 
he explores the idea that the formal cause, by 
unifying the components in a complex, is the 
ultimate reality; and in Book VIII he invest­
igates the claim of form in the sense of 
actuality to be substance. Book IX deals with 
the general theory of potentiality and actu­
ality without. however, explicitly resolving 
the problems raised in Books VII and VIII. 

The problems of substance can be seen as 
deriving from Aristotle·s tendency to espouse 
three jointly inconsistent claims: (1) form is 
substance. (2) form is universal, and (3) no 
substance is universal. Modern interpreta­
tions of Aristotle typically try to justify on his 
behalf the rejection of one or other of the 
claims. But there is no consensus concerning 
which claim to reject. nor how to reject it. 

Despite his difficulties in clarifying the first 
principles of his theory. Aristotle uses his 
metaphysical concepts to great effect, 
organizing the whole range of his philo­
sophical theories around them. His syllogistic 
logic. the first system of logic developed, is 
closely related to the theories of substance 
and predication of the Categories. His theory 
and prnctice in science consist of attempts to 
identify and define essential properties of 
substances. And his ethical and political 
thought is based on a determination of the 
full actualization of human potential - in 
other words. on the essence of the substance 
man. Since man is a rational animal and also a 
social animal. the best life for him will be 
rational life in a society. 

Thus although Aristotle did not provide 
clear answers to his own ultimate questions 
about being. he produced a highly integrated 
system in accordance with his metaphysical 
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insights. The scope and rigour of his thought 
have continued to inspire generations of 
philosophers. Due to a variety of factors, 
including the unavailability of his works at 
various times, he has suffered periods of 
neglect followed by remarkable revivals. 
Aristotelian revivals occurred in the 1st 
century ec, the early Middle Ages among the 
Arabs, the 12th-13th centuries AD in the 
Latin tradition, the 15th-16th centuries in the 
humanistic tradition, and the 19th and 20th 
centuries in the context of such diverse 
causes as metaphysical realism and ordinary 
language philosophy. Moreover, there has 
existed since the first revival a tradition of 
commentaries on Aristotle's works that was 
for many centuries a major vehicle for sci­
entific and philosophical publication. A. N. 
Whitehead's remark that the history of philo­
sophy consists of a series of footnotes to Plato 
can be said to apply much more literally to 
Aristotle than to his master. 

In particular, Aristotle's theory of sub­
stance, modified to suit different ages, con­
tinued to be the dominant ontological theory 
down to the 18th century. Thus Descartes's 
metaphysical dualism was a theory which 
posited two ultimate kinds of substance, 
thinking and extended substance. Spinoza, 
Leibniz, John Locke, and George Berkeley 
developed their own theories of substance by 
modifying traditional Aristotelian concep­
tions. David Hume's attack on the notion of 
substance provoked Kant's account of sub­
stance as a pure concept of the understanding. 
While the concept of substance has largely 
been displaced by other ontological prin­
ciples in recent times. Aristotle's theories of 
matter, form. essence. potentiality, actuality, 
and causality have made lasting contributions 
to the language and theory of philosophy and 
science. 

See also: Aristotelianism. 
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DANIEL W. GRAHAM 

1mstrong, David M. 
Annstrong (born 1926) is one of Australia's 
leading contemporary philosophers. The 
basic subjects of Annstrong's writings are, on 
the one hand, the nature of mind and its 
various states - which he studies systematic­
ally from a decidedly materialist point of view 
-and, on the other hand, general ontological 
problems, especially concerning universals 
and laws of nature. 

Annstrong (1961) argues that the main 
theories of perception may be conceived as 
answers to the question "What is the direct 
object of consciousness in perception?" 
While representationalism and phenomen­
alism answer that the direct object of percep­
tion is always a phenomenal entity, a so­
called sense-datum or sense-impression, 
direct realism holds that the direct object 
when we perceive is never anything but a 
physical existent. Armstrong raises a number 
of objections to representationalism and 
phenomenalism, and develops a version of 
direct realism which reduces perception to 
the acquiring of beliefs, or inclinations to 
believe in, particular facts about the physical 
world. He then seeks to explain the pheno­
menological similarity between sensory 
illusion and veridical perception by appeal 
to the fact that identical beliefs are acquired 
in each case. The difference is explained by 
the respective falsity or truth of the beliefs 
acquired. 

Later(l968) he develops a general account 
of the nature of mental states and mental 
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concepts, an account which divides into two 
logically independent parts. One part is a 
conceptual analysis, an analysis of what we 
mean when we talk about the mind or 
particular mental states. The other part is an 
empirical hypothesis about the ontological 
status of mental phenomena. The first part 
is the fullest articulation of the causal or 
functionalist analysis of mental concepts, the 
central idea being that when we ascribe a 
mental state to a person we are saying that the 
person is in a state which is brought about by 
certain stimuli, and which in turn has a 
certain role in the causation of his behaviour. 
But this causal analysis entails nothing about 
what kind of states play these causal roles; 
it is topic neutral, compatible with both 
materialism and its denial. Armstrong urges, 
however, that the results of modem science 
provide overwhelming evidence for the view 
that the inner states are identical with phys­
ical states of the central nervous system. 

Armstrong (1973) gives a detailed account 
of belief. A belief state is characterized as a 
complex mental state, which, following F. P. 
Ramsey, is compared to a map of the world, a 
map in the light of which we are prepared to 
act. Armstrong then goes on to advance a 
version of the correspondence theory of 
truth, according to which belief states corres­
pond or fail to correspond to states of affairs 
in the world. On the issue of knowledge, 
Armstrong defends an 'externalist' view. one 
which construes knowledge as a true belief 
standing in some natural relation to the 
situation that makes the belief true. Causal 
theories of knowledge arc rejected, and a 
'reliability' theory developed, the notion of 
reliability invoked being a nomic one. 
Roughly, the idea is that a knower is a 
reliable indicator of states of affairs in the 
world in that by physical necessity he beliews 
that p only if it is the case that p. 

Armstrong (1978) is devoted to the prob­
lem of universals. Armstrong argues that 
there are universals; that is, properties aml 
relations. Various forms of nominalism and 
transcendent realism are criticized and a 
realism of a non-relational, immanent sort 
is defended. According to this immanent 
realism, universals arc governed by a prin­
ciple of instantiation to the effect that a 
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property must be a property of some par­
ticular and a relation must hold between 
particulars. Denying uninstantiated univer­
sals involves denying that a universal corres­
ponds to every general term. Thus he rejects 
the notion that what properties there are is to 
be determined semantically. He calls the 
realism that results from simply moving from 
meaningful general terms to universals that 
are the meanings of these terms 'a priori 
realism'. Against it, he advocates an 'a 
posteriori', or 'scientific realism', which holds 
that just what universals there are in the 
world is to be decided a posteriori in the light 
of total science. One of the most interesting 
aspects of his theory is the way it links 
universals and causal powers such that every 
universal bestows a characteristic causal 
power on the particulars which instantiate it. 

Armstrong ( 1983) ties his theory of univer­
sals to the topic of laws of nature. After 
criticizing the regularity theory of laws of 
nature, according to which such laws are 
simply universal generalizations, he develops 
a theory of laws of nature as contingent 
relations between universals, relations he 
calls ·nomic necessitations'. It is urged that 
these relations between universals entail the 
corresponding regularity. while the regu­
larity fails to entail the relation between 
universals. The theor.· is then extended to 
functional and probabilistic laws. 
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RICHARD SCHANTZ 

Art 

Metaphysical theorizing about art. especially 
in this century, has mainly focused on two 
central questions: 

ART 

1. The first problem is about how par­
ticular works of art are identified or 
individuated: for instance, which are 
the criteria for identifying a musical 
performance as an instance of a par­
ticular work of music? 

2. The second problem concerns the 
general categorial construction of art­
works: what kind of entities are works 
of art? 

Of course, an answer to one of these ques­
tions will be closely related, both logically 
and causally, to answers to the other, and 
favoured positions with regard to both reflect 
larger strategies in general comprehensive 
ontology or metaphysics. 

Discussions of the identity of works of art 
have to a large extent focused on the relation 
between art and physical objects. Reductive 
materialism in the arts which identifies art­
works with physical objects simpliciter 
(e.g. C. J. Ducasse, 1929, The Philosophy of 
Art) has been forcefully rejected (Hoffman 
1962), and the prospects for a successful 
analysis of the ontological status of artworks 
within such a framework are minimal. First of 
all, in the arts of music and literature there is 
no single physically located entity with which 
to identify what we call 'the work of art'; we 
cannot identify the work of art with any 
particular instance of it. And, second, even 
in those arts- such as painting and sculpture -
where there is a particular physical object 
which is a candidate for such an identifica­
tion, difficult problems arise if a complete 
reduction is made: we customarily ascribe to 
works of art representational and expressive 
properties, but such properties cannot, it has 
been argued, be ascribed to physical objects 
simpliciter (Wollheim 1968). Margolis (1980) 
has proposed a non-reductive materialist 
account with his analysis of works of art 
as "culturally emergent and physically em­
bodied entities", which avoids the difficulties 
mentioned above by construing artworks as 
something embedded in, but not reducible 
to, physical objects. The very nature of the 
entity thus embodied and the embodiment 
itself, however, remains to be more fully 
explained. 

Idealism with respect to art, mainly associ-
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ated with the Croce-Collingwood tradition 
(most clearly stated in R. Collingwood, 1938, 
The Principles of Art), identifies the work of 
art with a mental state, e.g. an 'imaginative 
experience', in the artist. The physicalJy 
located objects (or events) referred to when 
speaking of art are merely attributed the 
status of being 'records' of the mental state 
(i.e. the artwork) within the idealist frame­
work. The basic common-sense assumption 
that works of art are public objects ( or 
events) can thus not be accommodated within 
this framework. Nor can it account for the 
fact that artworks, once created, are thought 
to persist in time and space, independent of 
the mental life of the artist. Furthermore, in 
those cases where there is a discrepancy 
between the mental state of the artist and the 
product of his creative efforts, the idealist wiJI 
be committed to the position that the mental 
state is the work of art, and that the piece 
exhibited at museums, theatres, and so forth, 
is a false ·record' of it. 

Another kind of idealist theory is provided 
by Arthur Danto (The Transfiguration of the 
Commonplace, 1981). According to him, an 
artwork cannot be identified with a 'real 
thing', e.g. a physical object, since it may be 
the case that of two objects indistinguishable 
in their perceptual properties, only one is an 
artwork; for instance, although Marcel 
Duchamp·s Bottle Rack is perceptualJy indis­
tinguishable from another bottle rack, never­
theless the former but not the latter is a work 
of art. A central thesis in Danto's philosophy 
of art is that to decide whether something is a 
work of art or not requires a 'theory' (the 
word is used in a weak sense, to be equated 
with 'structure of thought') and an ·artworld'. 
Artworks are ·metaphors' with their own 
interpretations as constitutive parts of them -
e.g. Duchamp's Bottle Rack is ·a-bottle-rack­
as-art': hence, artworks refer to themselves 
and to art in general. Danto's theory is 
tailored to fit artistic developments of this 
century, such as found art, conceptual art, 
and so forth, but it claims applicability to 
traditional art as welJ (which, however, is 
highly debatable since these kmds of art 
appear to differ in many crucial respects). 
Apart from some obvious ob,curitics in 
Danto's ontology of art - e.g. in what sense, 
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are the expressions 'metaphor' and 'inter­
pretation' used? - it either suffers from 
circularity, or is parasitic upon a concept of 
art left unexplained in the theory. 

It has been widely debated whether alJ arts 
can be given the same ontological construal, 
or if it is necessary to make some basic 
distinctions between different ontological 
categories of art. Joseph Margolis (1980), for 
instance, belongs to the former group and he 
subjects artworks of alJ kinds to an over­
riding analysis within a general theory of 
cultural objects. Philosophers such as 
Richard WolJheim (1968) and Nicholas 
Wolterstorff (1980), on the other hand, have 
argued for the need to divide the arts into two 
basic categories: the singular and the multiple 
arts, respectively. Artworks belonging to the 
former, e.g. paintings, sculptures, etc. are 
particulars with physical and temporal 
location; whereas artworks belonging to the 
latter, such as, for instance, musical and 
literary works, etchings and engravings are of 
a more abstract sort (e.g. types or kinds), 
capable of being multiply exemplified or 
instantiated in space and time (by perform­
ances, copies, etc.), but which do not 
themselves admit of physical or temporal 
location. Nelson Goodman ( 1968) proposes a 
different kind of categorization with his divi­
sion between the 'autographic' and the ·alJo­
graphic' arts. This division is explained as 
folJows: a work of art belongs to the auto­
graphic arts if and only if the distinction 
between original and forgery as applied to it 
makes sense; if not, then it is an alJographic 
artwork. Hence, the concept of authenticity 
is thus what marks the distinction. It seems 
hard to save the autographic-alJographic 
dichotomy from colJapsing into the division 
between the ,ingular anti multiple arts; being 
autographic coincide, with being singular. 
and being alJographic with being multiple. 
Goodman, however. argues otherwise, and 
contends that there arc autographic artworks 
that arc both singular and multiple depending 
on what ,tagc of their production we are 
considering. 

The problem of individuation and identi­
fication in the arts is particularly perplexing 
with regard tu music and literature. owing to 
the possibility of multiple instantiation ol 
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works belonging to these art forms, and the 
question is how the numerical identity of the 
work is ensured in its various instances, i.e. 
the performances and copies of the work. 
The controversy has been whether to adopt 
formalist or contextualist criteria of identi­
fication. The choice between the two differ­
ent approaches is ultimately determined by 
one's view of the role of the ontologist of art: 
should he capture the actual structure of our 
thought and talk about art, or should he 
provide 'a better structure'? 

Roman lngarden (1930, Das Li1erarische 
Kuns/werk) has in his phenomenological 
account of the literary work suggested that 
the work is to be seen as 'derived from' its 
realizations on the part of its reader. This, 
however, generates the problem of explain­
ing how the work can remain the same. given 
increases in the number of realizations and 
varying realizations. Many philosophers in 
the last decades (e.g. Stevenson 1957. 
Wollheim 1968, and Wolterstorff 1980) have 
maintained that the type/token distinction is 
central in the ontology of art. and they have 
proposed that literary and/or musical works 
of art are universals (types or kinds). with 
performances and/or copies as their tokens 
(or instances). Much of the discussion has 
centred around the problems of the relation 
between type and token (work and instance). 
and the status of the type. It has been debated 
whether type and token can share properties 
(Wollheim) or share predic-.ites (Wolterstorff). 
Margolis ( 1980) has pointed out the diffi­
culties which arise if the type is construed as 
something ontologically distinct from its 
tokens. and his own proposal is that works of 
art are ·tokens-of-a-type' and that types per se 
are only heuristically introduced in order to 
facilitate the identification of two ·tokens-of­
a-type' as 'tokens-of-the-same-type' (it is 
unclear in what respect this solves any prob­
lems). Those committed to a nominalist 
position would he inclined to construe types 
as classes of instances (see e.g. Goodman 
1968): there is. however. a difficulty in con­
struing artworks as classes. which consists in 
the consequence that e.g. a work of music 
would change over time as the number of 
performances belonging to the class was 
increasing. Platonistically minded philo-

ARTEFACTS 

sophers (Kivy, 1980, "Platonism in music: a 
kind of defense" and Wolterstorff 1980) have 
proposed a realist account of, primarily, 
works of music as universals, construing them 
as abstract sound structures, pre-existing 
prior to instantiation and conception. Kivy 
argues that musical works are discovered, 
not invented, existing before discovery as 
musical possibilities: in this framework we 
thus have to distinguish between those works 
that have been discovered and those which 
have not. Jerrold Levinson (1980, "What a 
musical work is") has argued against the 
construal of musical works as pure sound 
structures in his historicist account of musical 
works as sound structure types which are 
indicated (created) at a certain time, by a 
certain composer, and with specific means of 
performance integral to them. 
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JEANETTE EMT 

Artefacts 

To thank Apollo for saving the lives of 
Theseus and his fourteen passengers, the 
Athenians would each year send Theseus' 
ship on a sacred voyage from Piraeus to 
Delos. As the ship required continual repair 
involving substitution of new planks for old, 
Plutarch records that several years on a 
debate arose amongst Athenian philosophers 
about whether the ship currently making the 
voyage was the same ship as the ship Theseus 
had sailed to Crete (Life of Theseus §22-3; 
see also Plato's Plraedo, 58A, 87). Thomas 
Hobbes embellished the example by sup­
posing that as the old planks were removed. 
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they were saved by someone who later put 
them together in the same order ( De corpore 
II, 11). Which is the ship of Theseus, this 
person's construction or the ship currently 
sailing to Delos? David Wiggins (1980, p. 93) 
notes that if admirers of Theseus were to 
decide to raise a monument to him and put his 
ship on it, they would want the reconstructed 
ship- but priests of Apollo might insist on the 
other candidate. 

The example threatens cross-temporal 
identity criteria for artefacts. It seems too 
extreme to hold that replacing a part of an 
artefact amounts to destroying that artefact 
and bringing a new one into existence. On the 
other hand, permitting complete replace­
ment of parts through time leaves room for 
the rival candidate reconstructed from the 
original parts. Those with one set of interests 
may say that the reconstruction is identical to 
the original thing; those with another, that 
the descendant is identical to the original 
thing. Such problems lead Wiggins to express 
a certain scepticism about the ontology of 
artefacts: .. there is a point to be found in 
Aristotle ·s doctrine that natural things are 
the real beings par excellence to which every­
thing else is secondary" (p. 98). 

The question of how much an artefact can 
change its original composition through time 
and remain the same has a modal analogue: 
how different could a given artefact have 
been from the outset? Again it seems too 
restrictive to insist that a given artefact could 
not have originated made of slightly different 
components. But then we are off down a 
slippery slope of possible worlds to a world 
where the given artefact is made of totally 
different components from the outset. 
whereas. intuitively, we think a given artefact 
could not have originated from totally differ­
ent components (Chisholm 1968). 

Some have seen in thi, puzzle a reason to 
doubt that SS is the correct ,y,tem of modal 
logic to capture our informal notions of 
metaphysical possibility and necessity 
(Chandler 1976, Salmon 1986). Suppose A is 
our actual artefact, X is a world where ii 
originates with a make-up not too different 
from its actual make-up, and Y is a world 
where the artefact which originate, is too 
different for us to agree that it is our actual 
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artefact. Yet the number of parts changed 
between the actual world and X, and X and 
Y. may be the same. If that amount of change 
preserves identity, then by transitivity, the 
artefact in Y is the actual artefact. But if we 
lay down an accessibility relation between 
worlds. then the principle of identity preser­
vation for an amount of change m can be 
stated as: if Wis a world where A exists then 
there is some accessible world w• where A 
originates changed to some degree k,,;; m. In 
our example, Xis accessible from the actual 
world and Y is accessible from X. But if y is 
not accessible from the actual world, we do 
not have to concede that it is possible for A to 
have originated with a degree of difference 
2m, only that it could have been possible. In 
this set-up, accessibility is not transitive, so 
SS has been rejected. However, there is 
also another resolution of the puzzle which 
preserves SS and draws a closer parallel 
with Sorites paradoxes, in which the non­
transitive accessibility relation between 
worlds is replaced by a non-transitive counter­
part relation between worldbound individuals 
(Lewis 1968, 1986; Forbes 1983). 

Work on artefact identity has wider signi­
ficance for identity problems in general. Can 
conclusions drawn in the modal case be read 
back to the temporal case? It seems not: even 
if we agree that an artefact could not have 
originated from totally different parts. we can 
s~ill say that it can come to have totally 
different parts, so long as we deny that a 
constitution which is possible at some time in 
the career of an artefact is ipso facto a 
possible original constitution for it. There is 
also a sense in which problems about 
personal identity parallel problems about 
artefact identity, suggesting the possibility of 
an argument lo the conclusion that pers.ons 
are "not real beings par excel/e11n•·· (Parlit 
1984, Johnston 1987). 
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GRAEME FORBES 

Artificial Intelligence 

By artificial intelligence (often abbreviated 
to 'AI') is meant a domain of research, 
application. and instruction that is concerned 
with programming computers to perform in 
ways that, if observed in human beings, 
would be regarded as intelligent (Simon, 
foreword to Shapiro 1987). The term was first 
coined for the Dartmouth Summer Research 
Project on Artificial Intelligence in 1956. 
where Allan Newell. Clifford Shaw. and 
Herbert Simon presented one of the first 
artificial intelligence programs. the Logic 
Theoris1. a program capable of proving on its 
own a number of theorems from Principia 
Ma1hema1ica. Today. artificial intelligence 
can generally be considered to be a discipline 
of computer science which focuses on methods 
and techniques for dealing effectively with 
large search spaces. Since the early stages of 
its development. it has led to new program­
ming languages. techniques for representing 
knowledge and states of the world. and 
methods for searching and making infer­
ences. The main applications today cover 
speech recognition and natural language pro­
cessing. image recognition and processing, 
robotics. tutorial systems. and so-called ex­
pert systems for various application domains. 
which seek to take over the role of the expert 
-e.g. in medical diagnosis or oil prospecting. 

The philosophical basis of artificial intelli­
gence consists in the view that thinking and 
problem-solving consist essentially in the 
manipulation of symbols (Allan Newell. 
"Physical symbol systems". 1980). According 
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to this view, intelligence depends only on a 
system's organization and functioning as a 
symbol manipulator. Since a computer is an 
interpreted automatic formal system, the 
claim is that human thinking and problem­
solving can in fact be simulated on a com­
puter. While the computer simulation of, say, 
a thunderstorm does not, of course, result 
in a thunderstorm, it is the case, according 
to artificial intelligence, that the computer 
simulation of a cognitive process itself actu­
ally is such a cognitive process, since both the 
simulated and the simulating rely on the same 
principle of symbolic manipulation. This 
position, which sees computer programs as 
providing explanations of psychological pro­
cesses, has been called the 'strong' thesis of 
artificial intelligence (John Searle, Minds, 
brains, and programs, 1980, p.2). The more 
modest view, which claims that computer 
programs are a useful and powerful tool for 
researching into the human mind and for 
testing and verifying psychological explana­
tions, has been termed the 'weak' thesis of 
artificial intelligence. 

The strong thesis is based on the so-called 
Knowledge Representation Hypothese~ 
widely accepted in AI-research: 

Any mechanically embodied intelligent proces, 
will be comprised or structural ingredients that a) 
we as external observers naturally take to repre­
sent a propositional account or the knowledge that 
the overall process exhibits, and b) independent or 
such external semantical attribution, play a formal 
but causal and essential role in engendering the 
behaviour that maniCests that knowledge (Smith 
1985). 

Thus, the basic elements of a representation 
system are considered to play a double role. 
For an observer they function as semantically 
interpreted signs, while within the system 
they play only a formal-syntactic role. Both 
levels of consideration are non-trivially re­
lated. because every admissible formal­
syntactic manipulation of these 'structural 
ingredients' can be given an admissible {ex­
ternal) semantic interpretation. To the extent 
that a representing system is based on a 
formal model of the semantics intended by 
the observer, it can then be considered as 
intelligent. 

There is no doubt that artificial intelligence 
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has led to important technological innova­
tions. It also represents a substantial chal­
lenge to traditional philosophy and psycho­
logy. Although artificial intelligence is rooted 
to a large extent in the views of the Vienna 
Circle with respect to epistemology and 
philosophy of science, and can even be said 
to continue and elaborate these within the 
framework of computer science, it was in no 
small part responsible for overcoming be­
haviourism as the standard paradigm of psy­
chological research, and has significantly 
contributed to the development of cognitive 
science. From the philosophical point of 
view, one of its main contributions consists in 
the demonstration that it not only makes 
scientific sense to refer to mental states and 
cognitive processes, but that it is also possible 
to treat of them scientifically in an exact 
manner. That is, it is possible to take into 
account the introspectively available content 
of a cognitive process, the how of an intelli­
gent solution to a problem, an idea which 
significantly broadened the scope of epi­
stemology at a time when anti-mentalism was 
still very much to the fore. 

While the weak thesis of artificial intelli­
gence is uncontroversial, the strong thesis, 
insisting on a non-metaphorical similarity 
between minds and programs. has been criti­
cized on various grounds. John Searle 
(Minds, Brains, and Science, 1984) rests on 
the intuition that human beings know what 
thev mean, and that they have an immediate 
understanding of meaning. In contrast, it is 
conceivable that AI-systems only mimic 
understanding, and that in reality their 
capacity to understand symbols is borrowed 
from us human beings, who first assigned 
meaning to these symbols. Searle concludes 
that programs may be necessary. but that 
they are not sufficient to cause understand­
ing, or mental phenomena in general. The 
causation of mental phenomena, according 
to Searle. requires in addition a certain kind 
of biological stuff. viz. the brain. 

While Searle attack, the funcrionalism of 
artificial intelligence, a challenge has been 
directed also with respect to the computa­
tional paradigm which lie, at it, root by so­
called connectionist approaches to com­
puting. While standard Al-research still 
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relies on the von Neumann (i.e. sequential) 
model of computing, connectionism advoc­
ates a highly parallel computational para­
digm based on the idea that pieces of in­
formation are represented on a non-symbolic 
level by very simple computing elements 
( e.g. neurons) that communicate by exchang­
ing simple messages. Complex computations 
are then carried out by virtue of massively 
parallel interconnecting networks of such 
elements. As Schnelle ("Elements of theor­
etical net-linguistics", 1981) and Feldman 
("Connectionist models and their properties", 
1982) have argued, the brain, and in par­
ticular the processing of natural language, 
appears to function in a highly parallel, 
distributed manner, allowing for the inter­
action of many levels of knowledge. The 
charge raised by connectionism against 
artificial intelligence is not that the program 
or goal of the latter is misguided, but that 
in view of the combinatorial nature of arti­
ficial intelligence problems the symbol­
manipulation approach might better be sub­
stituted by a connectionist approach. 

Finally, Dreyfus (What Computers Can't 
Do, 1985) and Winograd and Flores (Under­
standing Computers and Cognition, 1987) 
have argued that understanding and problem­
solving always take place in a framework of 
communication, and that the individualistic 
approach to thinking and understanding 
assumed by artificial intelligence ( and con­
nection ism, for that matter) is therefore 
inadequate. Understanding, according to 
their criticism, is not a fixed relationship 
between a representation and the things 
represented; rather, it is a commitment to 
carry out a dialogue within the common 
world-knowledge of hoth speaker and hearer 
in a way that permits new knowledge to 
emerge. Thus they explicitly call for a critical 
assessment of the initial goals of artificial 
intelligence. and for a new conception of how 
computers, intelligent or not, can he integ­
rated into people ·s lives. 
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GERHARD HEYER 

Atomism 
I: Classical Theories 
Atomism evolved as a solution to an onto­
logical problem. In criticism of the theories 
held by earlier pre-Socratic philosophers, 
who had stated that the whole universe had 
developed from one material principle (e.g. 
fire), Parmenides of Elea (5th century BC). 

the most prominent member of the Eleatic 
school, taughI that generation and destruc­
tion are absolutely impossible. since they 
imply the transition from not-being to being 
or vice versa. True being has never come into 
existence nor will it ever perish. it is un­
changeable. immovable. and indi,isible. 

Later philosophers then had to form a 
theory which would be both in accordance 
with this ontological principle of the Eleatics 
and able to account for the obvious pheno­
menon of change in the physical world. After 
the attempLs of Empedocles (c. 492-c. 432 Bc) 
and Anaxagoras (c. 5lXl-c. 428 BC). which 
revealed a slight inclination to a corpuscular 
conception of matter. ii \\as Leucippus (fl. c. 
450 ec). Ihe founder of a philosophical school 
at Abdera about -IJO BC. who developed 
atomism as an answer to Ihis problem. 
Generation :ind destruction are the result not 
of a transition from not-being to being or vice 
versa. but of the combination and separation 
of entities - i.e. indi,·isible. indestructible. 
and immutable particles which are too small 
to be seen. Their indivisibility is ascribed in 
Ihe main to their solidity. Since locomotion of 
the atoms is the basis of physical change. 
Leucippus had to adopt a second principle to 
make locomotion possible: the void, the 
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existence of which had been denied by the 
El ea tics. 

Starting from these two principles, the full 
and the empty, Leucippus and his better­
known pupil Democritus (c. 460-c. 370Bc) 
evolved a mechanistic theory both of the 
formation of the universe and of the things 
within it. The atoms are eternally in spon­
taneous motion through the void. As a result, 
they collide with one another and become 
entangled or dispersed. The entanglement of 
atoms is a purely mechanical process, based 
on complementary forms (e.g. convex and 
concave atoms, hook and eye). The collision 
of larger aggregates of atoms causes a vortex 
in which the finer ones go to the periphery, 
the larger ones to the middle. Due to this 
process of condensation and thinning, a 
world is formed with an earthy centre and the 
small, agile particles of the celestial spheres 
around it. 

Since all the atoms are alike in substance 
and without 'sensible' qualities, they differ in 
only two respects: shape (there is an infinite 
variety of atomic shapes) and size (and 
probably, as a consequence, weight). All 
·secondary' qualities of the compounds 
originate in the shape of the particles and 
in their position and arrangement in the 
aggregate. Taste. for example, originates in 
the shape of the atoms, colour in their 
arrangement. Every sensation is due to the 
efflux of particles from the bodies sensed; 
sight results from fine films or images which 
are constantly being thrown off the surface of 
things and travel through the air to the eye, 
where they stir the soul-atoms by direct 
contact. 

These are the major outlines of the first 
materialistic world view denying divine in­
fluence and any sort of plan in the universe. 
All processes happen with necessity, as 
Democritus points out. resulting from the 
entanglement or dispersion of colliding 
atoms. 

Atomism had already suffered harsh criti­
cism from Aristotle when it was revived by 
Epicurus (c. 342/1-271/0ec). His motive was 
mainly ethical. The materialistic world view 
of the early atomists was well suited to his 
main aim of freeing mankind from the fear of 
the gods and of punishment after death. 
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Compared with the theory of Leucippus 
and Democritus, there are significant altera­
tions in the detail of Epicurus's doctrine. 
First, weight becomes an important factor 
with regard to atomic motion. It causes the 
particles to fall perpendicularly through the 
void. Since collisions would thus be imposs­
ible (the speed of all bodies falling through 
the void being the same), Epicurus intro­
duces a new idea into the theory of atomic 
motion: the atoms swerve at random from 
time to time. Thus an element of chance 
replaces the stem Democritean determinism. 
Toe collision of atoms causes entanglement 
or dispersion and thus motion in all directions 
- the precondition of a cosmogonic process. 
There is also some modification as regards 
the shape of the particles. The atoms, which 
are physically indivisible because of their 
hardness. can be divided by thought into 
minima of extension. Size and shape of the 
atoms result from the number and the 
arrangement of these minima. Since there isa 
certain limit on the size of atoms, the number 
of atomic shapes is finite. 

Some sixty years before Epicurus, Plato (in 
his Timaeus) had developed a corpuscular 
theory of matter which is more an intellectual 
experiment than a physical conception. It 
combines the Empedoclean notion of the 
four elements with atomistic ideas and geo­
metrical speculation. Only four different 
shapes of particles exist, the purest three­
dimensional geometrical figures, the regular 
polyhedra. Each shape is characteristic of the 
particles of one element: the tetrahedron of 
fire, the octahedron of air, the icosahedron of 
water, and the cube of earth. This theory 
probably originates in the speculation of the 
Pythagorean Philolaus (5th century oc). The 
properties of the elements are largely due to 
the shape of their particles. Thus fire burns 
because of the sharp edges of its tetrahedral 
corpuscles. Plato"s theory differs from that of 
Democritus in two important respects. First, 
Plato denies the existence of an extended 
void. There are only small intervals between 
the corpuscles. Second, the particles arc not 
indivisible. In order to account for the trans­
formation of one element into another, Plato 
holds that the particles can be split up into the 
elementary triangles that form their surfaces. 
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Due to the different number of these tri­
angles, one particle of air, for example, can 
be divided into two particles of fire. 

Because of its speculative character Plato's 
theory exerted no strong influence on natural 
philosophy of later times, whereas Demo­
critus's atomism was taken over by several 
philosophers, who, however, tried to modify 
some of its extreme positions. Thus the 
Pythagorean Ecphantus of Syracuse (4th 
century Bc) taught that the motion of the 
atoms through the void is directed by a 
divine force. Heraclides Ponticus (c. 390-
310 BC) based his theory on corpuscles that 
are susceptible of certain secondary qualities. 
Strato of Lampsacus (head of the Peripatetic 
School from 288/4 BC) made a distinction 
between an extended separate macro­
vacuum and a micro-vacuum dispersed be­
tween the particles of the aggregates. Deny­
ing the existence of the first, he adopts the 
second in order to explain the transmission of 
light and the compressibility of air. This 
theory was later taken over by Philo of 
Byzantium (3rd century BC) and Hero of 
Alexandria (1st century AD). In medicine, 
atomistic concepts were used by Erasistratus 
of Ceos (c. 300-240 Bc) and Asclepiades of 
Bithynia (c. 120-30 BC), who regarded the 
obstruction of small pores through which the 
particles must pass as the cause of diseases. 

Beyond this, however, atomism was not 
widely accepted in antiquity, as all the lead­
ing philosophical and medical schools re­
jected it. Its main failure was that it could not 
account for the order and regularity in natural 
processes and for the fact that the nature of a 
compound is often completely different from 
that of its components. 
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Atomism 
II: Medieval Theories 

Standard histories of atomism assert that the 
Middle Ages are characterized by the virtual 
absence of corpuscular theories. This opinion 
has recently been disproved (see Pabst 1985). 

As a result of the general separation of the 
West from Greek culture and language in late 
antiquity, the thinkers of the Middle Ages 
had no direct contact with the writings of the 
ancient atomists and with the accounts of 
them in Greek sources. Nevertheless, a host 
of detailed information about Democritean 
and Epicurean atomism was passed down 
in Latin texts of both profane (e.g. Cicero, 
Calcidius, Servius) and patristic (e.g. 
Lactantius. Ambrosius/Basilius, Augustine) 
provenance. On the other hand. only faint 
echoes of the Platonic theory were known to 
medieval philosophers. since the section 
about geometrical corpuscles had not been 
included in the partial translation of the 
Timaem by Calcidius. 

In the early Middle Ages. interest lay 
mainly in the lexical. not in the physical 
aspects of atomism. From Isidore of Seville 
(c. 560-636) onward. many writers concern 
themselves with the meaning of ·aconws· and 
with the major outlines of the Epicurean 
theory. but none of them explicitly states 
whether or not such atoms exist. 

The revival of atomism coincided with the 
general revival of natural philosophy in the 
12th century. Not ye1 influenced by the 
Aristotelian world system and its hylo­
morphism. philosophers sought for a natural­
istic explanation of all physical phenomena. 
tracing them hack to the four elements and 
their qualities. 

In the first half of the 12th century. atom­
ism was accepted hy nearly all leading 
philosophers and thus reached a general 
popularity it had never enjoyed before and 
would not enjoy again for almost 500 years. 
Odo of Cambrai ( d. 1113) seems to be the 
first to have explicitly stated that all bodies 
are composed of particles which are indi­
visible because of their smallness. Shortly 
afterwards (between 1110 and 1120). Ade­
lard of Bath. a pioneer of rational science 
whose work had been inspired hy the Arabs. 
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published his atomic theory. Matter consists 
of invisible and indestructible atoms which 
are able to move independently and even 
collide. There is, however, no void. Like the 
ancient atomists, he adopts atomism in order 
to explain generation and destruction as the 
combination and separation of particles. 

We encounter the first elaborate corpus­
cular theory in the works of William of 
Conches (c. 108~. 1154), the most prom­
inent member of the School of Chartres, a 
loosly knit group of Platonist philosophers 
with a particular interest in natural philo­
sophy. One source of inspiration for him was 
Galenic medicine. Galen (c. 13~. 201) had 
defined an element as the tl-ax1cnov µ6piov 
of the bodies, meaning that it is the last part 
of a body which is not to be resolved into 
simpler substances. This definition reappears 
in the Latin translation of the Kitab al-Maliki 
of the Arabian physician Ali ibn Al-Abbas 
(10th century) that had been made by Con­
stantinus Africanus (c. 1010/2CH!7). Here we 
read that an element is the 'minima et simpla 
corporis compositi particu/a'. But still, no 
corpuscular conception is intended. It was 
William of Conches who was the first to 
interpret this definition as the basis of an 
atomic theory. There are, he held, four kinds 
of particles that possess the specific qualities 
of the elements; the particles of fire, for 
example, are hot and dry; those of water are 
cold and moist. These particles represent the 
pure elements; whereas the visible sub­
stances of fire, air. water. and earth are 
mixtures of all kinds of atoms named after the 
prevailing type of atom. The elementary 
corpuscles form all bodies by cohesion. They 
are, however, without extension. i.e. puncti­
form, their indivisibility being due to their 
smallness and not to their hardness, as the 
ancient atomists had held. This view, com­
mon in medieval atomic theories, laid them 
open to the Aristotelian criticism that in­
divisibles without extension can never make 
up a continuum. 

The notion of particles which correspond 
to the elements and possess their specific 
qualities (a na"ive anticipation of the 
Daltonian system) was widely accepted in 
12th-century thought. The theory of William 
of Conches was taken over almost verbatim 
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by the author of a commentary on Martian us 
Capella attributed to Bernardus Silvestris 
(fl. c. 1150) and by Vincence of Beauvais 
(d. 1264). It probably also exerted a strong 
influence on Peter Abelard (1079-1142) and 
on the author of the treatise De generib11s 
et speciebus. These two latter philosophers 
support also the position of mathematical 
atomism, the view that all geometrical bodies 
are composed of points. Accordingly, 
Abelard holds that physical bodies are com­
posed of indivisible, punctiform particles. 
Bodies are formed in natural processes by 
mechanical mixture of the four different 
kinds of elementary corpuscles. The author 
of De generibus et speciebus, in contrast, is 
somewhat closer to Aristotelian hylomorph­
ism. The punctiform atoms which, according 
to him, make up all extended bodies can be 
considered as mere corpuscles in the mind, 
but in reality they always bear the substantial 
forms ( = qualities) of the elements. The 
compound is, however, not simply a mixture 
or an aggregate of elementary particles. It is 
a new nature, determined by a substantial 
form of its own (down to the 'Socratity' of 
Socrates). The corpuscles account merely for 
the extension of the body: a certain number 
of them are required for the substantial form 
to supervene. 

In contrast to this, Hugh of St. Victor 
(c. 1100-41) inclines to a mechanistic ex­
planation of physical processes. He uses 
atomism to distinguish between the divine 
faculty of creation and the phenomenon of 
generation and destruction in the physical 
world. Generation and destruction are 
nothing but combination and separation of 
pre-existing atoms. God alone can create or 
destroy entities. The form of bodies depends 
on the arrangement of the atoms, a change in 
their appearance on the locomotion of atoms. 

The notion of different particles possessing 
the qualities of the elements gave rise to one 
serious problem. As Thierry of Chartres ( d. 
before 1155 J put it: How can the elements be 
transformed into one another ( as had gener­
ally been assumed since ancient times) if their 
particles differ in their essential qualities and 
especially in weight and size'! Thierry·, solu­
tion is revolutionary. The particles of the four 
elements are, he holds, essentially alike. The 
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differences between light and heavy elements 
originate in the different firmness of the 
connections between the particles. While the 
particles of earth stick firmly to one another 
and cannot move independently, the firmness 
of the connections gradually decreases up to 
fire, where each particle may move freely 
without adhering to any others. The differen­
tiation of matter into four elements originates 
in the whirling motion of the lighter elements 
which presses the particles in the centre 
together and thus causes them to adhere 
firmly to one another. Thierry was the first to 
recognize that the four elements are nothing 
but four different states of atomically struc­
tured matter (solid, liquid, gaseous, and 
'fiery'). The transformation of one element 
into another originates in the gradual loosen­
ing of the connections between the particles. 

On the basis of Thierry's conception, 
the author of an anonymous treatise, De 
e/emelllis, evolved an atomic theory which is 
probably the best devised of the whole 
Middle Ages. As in Thierry, the elements are 
simply different states of matter, due to the 
different firmness of the connections between 
the atoms. Each element is characterized by 
the specific intensity of motion or 'kinetic 
energy' of its individual particles. The atoms 
of fire exhibit a rapid whirling or oscillating 
motion (there is no void) independently of 
one another, whereas the atoms of earth 
do not move at all in relation to each other. 
The most revolutionary innovation of our 
anonymous author is that he traces all quali­
ties of the elements back to one quantitative 
factor: the characteristic intensity of motion 
of their individual atoms. The effect of heat­
ing or burning exerted by lire may serve as an 
example of this dynamic-mechanistic system. 
Due to their high 'kinetic energy'. the par­
ticles of fire penetrate the soli<l body, collide 
with its particles, loosen the connections 
between them and set them in motion indi­
vidually, a motion similar to their own. Thus 
the substance becomes gaseous, or at least 
liquid. 

The second half of the 12th century also 
saw some minor corpuscular theories. The 
atomic structure of matter was accepted by 
Peter of Poiticrs (c. I 130-1205) an<l the 
author, of two commentaries on Plato's 
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Timaeus. At the end of the century, Urso of 
Salemo revived the notion of particles which 
possess the qualities of the elements. There 
are twelve different species of corpuscles, 
since each element exists in three forms (the 
upper, middle, and lower form). Qualities 
which are alike induce the corresponding 
particles to cohere in mixture. 

At the same time, the Aristotelian argu­
ments against atomism, and especially 
against the theory that indivisibles without 
extension might make up a continuum, be­
came known through the translations of the 
writings of Arabian Aristotelians and were 
increasingly accepted by Western philo­
sophers. In the first half of the 13th century, 
the reception of the Aristotelian world sys­
tem led to a virtual eclipse of atomism. An 
original version of mathematical atomism is 
found in Robert Grosseteste (c. 116&-1253) 
who taught that the extension of the universe 
was created by the infinite multiplication of 
points of light and matter. Each quantity 
consists of a certain infinite number of such 
points. Corpuscular conceptions were also 
used by him as an explanation of heat and 

sound. 
The precondition for a revival of atomism 

in the 14th century was a thorough criticism 
of the Aristotdian arguments. Mathematical 
atomism was revh·ed by Henry of Harclay 
(1270-1317). Walter Chatton (d. 134314). 
and Gerard d'Odon (d. 1349). all of whom 
held that points can form a continuum 
sec1mdum disrincros sims. The arguments of 
these thinkers were employed by ~icholas of 
Autrecourt (<'. 1300--c oll). Like the ancient 
atomists, he taught that generation. destruc­
tion. and change originate in the locomotion 
of indestructible atoms. In seeking to account 
for locomotion. expansion. and contraction. 
he becomes the lirst medieval atomist to 
accept a micro-vacuum. while denying the 
existence of an extended macro-vacuum. In 
criticism of the Aristotelian theory. he states 
that points with different simaliras constitute 
a continuum. and that motion consists of 
instantaneous jumps from one point (or 
atom) to another and rests of different length 
on the points. 

Nicholas is. however. an isolated figure in 
14th-century thought. The domination of the 
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Aristotelian world system and the hostile 
attitude of the Church prevented atomism 
from regaining the popularity it had enjoyed 
among the naturalists of the 12th century. 
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Attribute 
'Attribute', 'property', ·quality', •feature', 
·trait', 'aspect'. 'characteristic', ·moment' are 
all different terms for roughly the same idea: 
namely, the ontological complement to 
objects (or substances). Attributes are what 
objects have (in some sense or other). Where 
objects are concrete, determinately located 
in space and time, and logically self-sufficient 
-- it is held -- attributes, the other primary 
constituent of reality, are abstract, of no 
definite location, and somehow metaphysic­
ally incomplete. The distinction between an 
object and its attributes is one of the oldest in 
philosophical thinking, beginning with Plato's 
Theory of Forms in the Phaedo, Republic, 
and Parmenides, continuing with Aristotle's 
discussion in the Categories. and of central 
importance in the metaphysical thought of 
Spinoza, John Locke, Leibniz, Kant, Hegel, 
Edmund Husserl, and almost all philo­
sophers since. In this article I shall employ 
'attribute' as the most inclusive term for the 
sort of metaphysical item with which we are 
concerned. reserving the term ·property' for 
the most important or fundamental sub­
category thereof -- such things as being red, 
being 6 feet tall. and being an electron. 

On the linguistic level, attributes are what 
are ascribed to objects by the predicates -­
adjectival or verbal expressions --of standard 
subject/predicate statements; e.g. 'Horace is 
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a bald acrobat' or 'Heather runs quickly'. 
They are often said to be referred to, or at 
least invoked by, such predicates, much as 
the objects in question are referred to by the 
subject terms employed. Having identified an 
object of discourse we go on, in such state­
ments, to describe it, to say what it is like or 
how it is behaving, to characterize it as 
distinct from other things; in so doing we are 
ostensibly indicating what its various attri­
butes (properties, qualities) are - what attri­
butes it possesses or exemplifies, to use two 
standard terms for the connection between 
an object and its attributes. The list of an 
object's attributes tells us in what respects it is 
similar to and in what respects dissimilar to 
other objects; attributes are what objects 
have, or may have, 'in common'. 

On a simple picture, then, there are the 
things that basically make up the world -
objects - and then there are also, in some 
sense, the ways, manners, or modes of exist­
ing that those objects manifest or exhibit -
their attributes, roughly speaking. A full 
description of the world, on this picture, 
would have to give at a minimum both all the 
objects it contained, and all the attributes 
possessed or exemplified by those objects; 
that is to say, a tally of all the individual states 
of affairs - understood as the having of an 
attribute by an object - comprised in the 
world. 

Nominalism, Conceptualism, Realism. 
Some philosophers deny the existence of 
attributes altogether (and of abstracta more 
widely), viewing them as either just shadows 
cast by language, especially general terms 
(nomina/ism), or else as projections of 
manufactured divisions existing only in the 
mind (conceplllalism). Nominalists divide as 
to whether the applicability of the same 
predicate or general term to a number of 
individuals is to be taken as a brute fact, or 
is to be further explained by appeal to a 
primitive notion of reJemblance among in­
dividuals belonging to the class in question. 
On a realist perspective, adopted for the most 
part in this article. attrihute, exist as fully 
as do concrete individual,. and arc what 
grounds and possibly even explain, the 
applicability just mentioned; the individuals 
to which a predicate applies in wmmon 
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indeed share something, namely, an attribute 
which they all individually possess. 

Attributes clearly differ from sets or classes, 
though to every attribute there corresponds, 
in a given world, the set or class of things that 
possess it. Since sets are construed exten­
sionally, the set of things having a kidney and 
the set of things having a liver are the same 
set, but the attribute of having a kidney is 
manifestly not the same as the attribute of 
having a liver; this is part of what is meant by 
saying that attributes are 'intensional' 
entities. 

Attributes as Universal. Attributes have 
generally been taken to be a species of 
universal, ontologically distinct from con­
crete particulars and instantiated by them, 
occurring (actually or potentially) at many 
places and times, and wholly present, in some 
sense, wherever and whenever they occur. 

Among those who accept attributes as 
universals there has traditionally been dis­
pute (e.g. between Plato and Aristotle) as to 
whether such attributes can subsist in com­
plete independence from particulars whose 
lot it is, generally, to possess them, or 
whether they are instead logically insepar• 
able from such particulars, dependent on 
them for existence. (The issue is sometimes 
framed as one of the 'transcendence' or 
'immanence' of attributes.) Such dispute con• 
tinues to the present day, with some philo­
sophers (David Armstrong, David Lewis) 
convinced there are no uninstantiated attri• 
butes and others (N. Wolterstorff, Michael J. 
Loux) as adamant that there are, and that the 
existence criterion for an attribute is proper­
ly that it be logically possible for an object 
to be the corresponding way (e.g. freckled 
and IO feet tall), regardless of whether any 
object actually is. 

An additional aspect of attributes viewed 
as universals, related to though not equival­
ent to their possible dependence on particu­
lars for existence. was emphasized notahlv 
by Gottloh Frege ( F1111ktim1 1111</ Be,:riif 
1891 ). and later hy Peter F. Strawson. Fregc, 
who discussed attrihutes under the rubrics of 
'concept' and 'function·. pointed out of such 
entities that they were peculiarly ·unsatur­
ated'-• that they seemed to call for objects to 
·complete' them, to till the metaphysical 
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'holes', as it were, in their being. Now, 
although this idea naturally arises out of 
reflection on the logical form of predicates in 
a language ('_ is 0'), it appears to transcend 
the grammatical and to testify to something 
further: that even if attributes can exist 
uninstantiated, it is in their nature, nonethe­
less, to be instantiated (possessed, exhibited) 
by objects, that, perhaps, we cannot under­
stand what they are outside of that possib­
ility. The notion, at least, of attribute seems 
to presuppose that of object, i.e. attribute­
haver; whether the notion of object in tum 
presupposes the notion of attribute, or even 
that of way of being, is less clear. 

Next, there is the question (historically 
denominated the problem of the ·One Over 
the Many), when attributes are regarded as 
universals, of exactly how they can in their 
entirety attach to or be present in a multitude 
of numerically distinct objects; and, re­
latedly, whether such attributes constitute 
parts, albeit non-spatial ones. of the objects 
which exemplify them. Finally. we might 
mention the issue of our access to the kind of 
abstract entity which is a universal attribute: 
opinions differ as to whether attributes are 
perceived in and through their instances. 
intuited intellectually. discerned via reason­
ing. or scientifically discovered. 

Attributes as Particular. Though attributes 
are today usually conceived of as universals. 
some philosophers. notably G. F. Stout 
( 1860-1944). have proposed that the attri­
butes (characteristics) of things are all of 
them actually particulars. unique to the ob­
jects having them and in no way shared, 
repeatable. or multiply instantiated. This 
proposal has its roots in Aristotle. who 
suggested that whiteness could be 'in' Socrates 
in such fashion as to make it his exclusive 
possession. and the notion was in fact also 
widely accepted in late medieval philosophy. 
as well as bv Edmund Husserl. More recently, 
the conception has been developed further 
by philosophers such as D. C. Williams and 
Keith Campbell. who dub these absolutely 
particular attributes 'tropes', and who argue 
that universal attributes are in effect to be 
reduced to them, as e.g. sets of maximally 
resembling tropes. 

One might, of course. countenance attri-
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bute particulars as well as familiar universal 
attributes - allowing that there is both, say, 
redness in general, possessed by a given 
billiard ball, and also, non-identically, that 
billiard ball's very own redness. But it is 
possible that only certain kinds of attribute 
can intelligibly be particularized, can intel­
ligibly be thought capable of assuming a 
particularized form; if we agree to denomin­
ate as qualities attributes of the sort <j>-ness, 
then it may be that qualities can be particular­
ized in the fashion envisaged by Stout, but 
that properties - attributes of the form being 
<j> - cannot. And this at root may be because 
properties (e.g. being round) and qualities 
(e.g. roundness) are conceived to be different 
sorts of attribute, the one indivisible con­
ditions incorporating and expressing ways of 
being (e.g. round), and the other abstract 
swffs, partitionable into bits and admitting of 
more and less (see Levinson 1980). 

Objects and Their Attributes. Attributer 
are said to be possessed or exemplified b~ 
objects. But what, exactly, is this relation oc 
tie supposed to be? There is an intimacy 
between an object and its attributes - be­
tween a thing and the ways it is- that seems to 
confound any attempt to explicate this satis­
factorily. F. H. Bradley, in fact, argued that it 
could not be explicated (Appearance and 
Reality, 1897), and that the whole idea of a 
relation between object and attribute was 
confused. Against it he offered his famous 
Regress argument: if in order to constitute a 
state of affairs an object and an attribute must 
be related by exemplification. then exempli­
fication. it stands to reason. must itself 
be related to both object and attribute, by 
some yet further relation. call it meta­
exemplification, which would in tum need 
another relation to connect it to both exem­
plification and the attribute ... and so on 
without end; on such premise, thus, a state of 
affairs cannot even be constituted. On the 
one hand, we may ask whether Bradley's 
regress is as vicious as it appears. for it is not 
clear that such a state of affairs on the 
standard conception really requires or 
involves. rather than merely generates, such 
an infinite sequence of relatednesses. On the 
other hand, where properties (e.g. being <j>s) 
are concerned, we might wish to regard the 
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exemplifica1io11 or possessio11 of a property by 
an object as something of afaron de par/er, as 
a misleadingly externalized expression of a 
fundamental situation consisting in an object 
being a certain way. where the being involved 
- predicative being - is acknowledged from 
the outset as primitive. We might rest with 
saying that certain properties were the prop­
erties of a given object, i.e. were the object's 
properties, where this was the case just in so 
far as the object was certain (correlative) 
ways, but abandon talk of possession. 

Another difficulty in how objects and attri­
butes are related is almost the obverse of the 
preceding; if in thinking about the possession 
relation we come to doubt whether attributes 
can ever manage to conspire with objects to 
form states of affairs, then in thinking hard 
about these objects 1/remselves we begin to 
wonder whether they are anything more than 
their attributes taken collectively, whether 
they do not in fact dissolve without a trace 
into the states of affairs of which they were 
formerly thought to be constituents. The 
view that objects are not fundamental entit­
ies, but are instead collections or configura­
tions of attributes, is usually called the 
"bundle' theory of objects, and has its roots in 
George Berkeley and David Hume. But it is 
indeed hard to see how an assemblage of 
properties can amount to a thing, with noth­
ing to 'have· them. One response to this, 
favoured by Bertrand Russell, among others, 
is to say that a spatio-temporal region is the 
real bearer of the properties involved. This, 
however, generates its own oddities: Can 
such a region be made of tin? Can it be sweet, 
or lreavy? Another response is to posit a 'bare 
particular' - a pure, inherently uncharacter­
ized subject. attained in abstraction by pro­
gressively stripping away from an object all of 
its real determinations - and to declare this 
the ultimate bearer of the object's attributes. 
But the identity and individuation conditions 
of such an entity are at best elusive, and 
the oxymoronic air of something which is in 
itself uncharacterized yet the possessor of 
all characteristics reduces even further the 
attractiveness of this option. It i\ possible that 
the distinction between "thin' and 'thick' 
particulars, advanced by Armstrong -
roughly, objects conceived of as in, and as 
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tantamou11t to, states of affairs - may do 
something to alleviate the conceptual strain 
we have been describing. 

Two Conceptions of Properties. One tradi­
tion of reflection on properties ( the central 
kind of attribute) takes them to be akin to 
propositions, thoughts, meanings, or con­
cepts - that is to say. entities whose being and 
individuation are tied to and grounded in the 
structure of thinking and language. Proper­
ties are thus seen as accessible to more or less 
a priori investigation; a difference in concep­
tion, in a thinkable way of being, is sufficient 
for difference of properties. Of course some 
apparent properties, e.g. being a barber who 
shaves everyone who does not shave himself, 
turn out not to be properties, because they 
are not really limning any coherent way of 
being, but this too is discoverable by abstract 
thought. This viewpoint, which we might 
label the inte11sio11al one, has been evident in 
the present essay, and is the dominant one 
in writings of philosophers such as Frege, 
Russell, G. E. Moore, R. M. Chisholm, and 
N. Wolterstorff. In this tradition, some 
notion such assy11011ymy or cog11i1ive equival­
ence. supported perhaps by a distinction 
between standard and non-standard property­
designators, is taken to provide an adequate 
criterion of the identity of properties. A 
criterion sometimes offered in a similar spirit. 
11ecessary (rather than merely actual) co­
extensiveness, is somewhat too weak to serve 
the purpose: it fails to distinguish geometrical 
properties such as bei11g tria11g11lar and being 
trilateral. 

A contrasting tradition considers proper­
ties to be part of the structure of the physical 
world and thus discoverable only through 
empirical enquiry. as figuring in scientific 
explanations, and as having in all cases causal 
efficacy. From this viewpoint, which we can 
label the c111Lrnl-11onwlogicul one. two items 
might be identified as the same physical 
mag11i111de (to use a term of Putnam) even 
though conceptually distinct, and thus dis­
tinct properties. by the above standard - for 
example, lra1•i11g a tempaalllrl! of Jl)(J'F and 
lrui•i11g a mea111110/rrnlar ki11etic e11ergy vf K. 
or bei11g blue and bei11g disposed to rrfll!!"t 
light of wavt!lr11gtlr W 1111tler cv11di1ivm C. As 
can he seen. such a com:eption of property 
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serves an interest in inter-theoretical reduc­
tion. It also goes hand-in-hand with the 
postulation of natural kinds - groupings that 
exist in the world independent of our classi­
ficatory decisions. In this tradition, some 
notion such as occupying the same causal role 
in nature, or having the same place in an 
ultimate scientific account of the world, is 
taken as providing the right sort of criterion 
for identity of properties. Philosophers who 
primarily think of properties in this sense 
include Hilary Putnam, Peter Achinstein, 
Armstrong, and possibly Saul Kripke. Rela­
tions between the intensional conception and 
the causal-nomological conception are ex­
plored in depth in a recent work by George 
Bealer. 

Properties as World Functions. In possible 
world semantics. attributes (in particular, 
properties) are often taken to be functions 
from possible worlds to sets of individuals in 
those worlds- intuitively. those individuals in 
each world that possess the property formally 
aimed at. Distinct properties are identified as 
distinct such functions: e.g. the property of 
being 111isc/1iel'Dtts is the function that takes as 
argument any possible world and gives as 
,·alue the set of things which are mischievous 
in that world. While obviously an advance on 
identifying a property with actual extensions 
(which. as noted before. would equate ha.-ing 
a kidney and hai·ing a li.-er). this still at base 
extensional conception is incapable of hand­
ling distinct but necessarily coextensional 
properties (mentioned above). Furthermore. 
while such a conception is undoubtedly useful 
in formal endeavour. 1he e, ident presuppos­
ing of the notion of attribute needed to 
motivate 1he conception caslS doubt on its 
prospects for illuminating what attribules 
themselves actually are. 

Distinctions among Attributes. A number 
of distinctions among attributes seem both 
salient on retlection. and important for the 
proper formulation and investigation of 
many philosophical problems. Some of these 
are as follows. Intrinsic vs. extrinsic proper­
ties: the former pertain to a thing·s nature. to 
what or how it is in itself, the latter do not. 
The extrinsic/intrinsic property distinction 
may be equivalent to that of relational vs. 
11on-relatio11al properties, the former being 
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such as to involve ineliminably a relation to 
some further thing; e.g. being beloved of 
Goethe, being denser than molybdenum. The 
distinction between primary and secondary 
qualities, popularized by Locke, may be a 
special case of this, a secondary quality, but 
not a primary quality, entailing a relation to 
perceivers. Categorical (or manifest) vs. 
hypothetical properties: the former only con­
cern how an object is in the actual world, the 
latter- e.g. modal, dispositional properties -
how it is in other possible worlds as well. 
Sorta/ vs. characterizing properties: the 
former specify a thing's basic kind or category, 
e.g. being a tiger, while the latter are purely 
qualitative, e.g. being hard; there is a real 
issue as to whether the first type are ana­
lysable in terms of the second. Simple vs. 
complex properties: the latter are logical 
compounds of the former, generated through 
conjunction, disjunction, negation; it is un­
clear whether items of the second type 
deserve, in all cases, full acknowledgement as 
properties. 

A particularly crucial distinction for meta­
physics is that of essemial vs. accidental 
properties: the former attach to an object in 
any possible world, or throughout any pos­
sible change in which the object endures, 
whereas the latter properties do not; essential 
properties are the properties a thing must 
have or retain to be the very thing it is. Unlike 
the other distinctions just reviewed, the 
status of essential vs. accidental property is 
one that may quite obviously be relative to 
particular objects. (The notion of essence, of 
course, derives from Aristotle, and was con­
ceived by him as that which the real definition 
of an entity would provide.) 

Finally, relationships between whole 
classes of properties, e.g. physical ones and 
mental ones, have been the subject of much 
investigation recently. with the concept of 
supervenience - a relation of grounding or 
determination - being a central focus. 
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JERROLD LEVINSON 

Aufbau-Theories 
In his Der /ogische Aufbau der Welt (Berlin, 
1928), Rudolf Carnap set himself the twofold 
task of framing a general theory of construct­
ing (or rather, reconstructing) the objects of 
empirical knowledge from a certain basis and 
of establishing, if only in the form of an 
incomplete sketch, one such constructional 
system of the empirical world. These object­
ives being, of course, interconnected, the 
notion of an Aufbau-theory may be taken to 
cover both constructional theory as such and 
the various constructional systems supposed 
to be capable of being effected within the 
framework of the theory. 

Carnap espouses in his Aufbau the view, 
shared by Moritz Schlick (1882-1936) and 
anticipated by the leading neo-Kantian Ernst 
Cassirer (1874--1945 Jin 1910. that objectivity 
depends not on content but on structure. 
Thus a constructional system must introduce 
its objects by purely structural descriptions. 
Consequently the basis of the ,ystem must 
comprise, besides 'ground clements', also 
one or more 'ground relations' supplying the 
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domain of the ground elements with the 
necessary structural features. From these 
primitive relations, then, the other objects of 
the system are to be obtained by way of 
constructing classes and relations in ascend­
ing order. Hence the constructional method 
must be extensional. 

Ontological theses emerge in different con­
nections within the Aufbau enterprise. To 
begin with, there is the distinction between 
the concepts of constructional or empirical 
reality, and metaphysical reality. The ques­
tion 'Isx real?' pertains to the former concept 
when it is answerable by constructional ( em­
pirical) means. When, on the other hand, the 
question asks for an answer which is in­
dependent of any constructional process or 
empirical verification, the concept of reality 
in play is that of metaphysical reality. This 
is reality "characterized by independence 
from cognizing consciousness" (§175), as 
Carnap puts it in a language which is due to 
the considerable influence of neo-Kantian 
idealism on his early thought. These idealistic 
overtones notwithstanding, the distinction at 
hand clearly anticipates in all essentials the 
celebrated distinction between internal and 
external questions of the later Carnap. 

There is, however, an ontological differen­
tiation also within constructional reality. The 
objects of a system which are introduced as 
classes or relations are said to be only ·quasi 
objects' with respect to the ground elements, 
which means that the name of such an entity 
is nothing but a 'convenient abbreviation' 
(§ 160). But this doctrine, designed to rule 
out any ontological commitment concerning 
classes and relations, is left without any 
genuine support. Apparently Carnap was led 
to ii by his inclination, when speaking of 
reduction in his Aufbau, to treat a proposi­
tion about im object construed as a class or a 
relation of whatever order on the basis of 
some other objects as if ii were a proposition 
about those other objects (see, e.g .. § 119); 
thus he may have come to think even the 
positing of relations as primitives to be onto­
logically innocent. The doctrine of quasi 
objects being unfounded, constructional 
theory is bound to give rise, for any construc­
tional system, to a rather liberal ontology of 
classes and relations (Quine 1953, p. 39). 



71 

Lastly, there is to be mentioned also a 
certain correspondence relation that is re­
quired to hold between a constructional 
system and the empirical world thus re­
constructed. It is postulated that the ground 
relations must be 'founded'; that is, they must 
not only be structurally isomorphic to, but 
actually "correspond to some experienceable, 
'natural' relations" (§154). This postulate 
is designed to ensure that a ground relation 
has a counterpart in the actual world of 
experience. However, it amounts to an ap­
peal to intensional contents and is thus at 
variance with the proclaimed extensionalism 
of constructional theory (Kung 1963). 

The Aufbau project was carried further by 
Nelson Goodman in his The S1ruc1ure of 
Appearance (Harvard, 1951). Goodman 
bases Aufbau-tbeory on broader foundations 
than Carnap had done. He loosens the ad­
equacy criteria for constructional descriptions 
to structural isomorphism, and abandons the 
ambitious demand that a constructional sys­
tem should be able to map the entire empirical 
world. The logic underlying a Goodmanian 
system may be either the calculus of classes 
and relations. the logic of Carnap's original 
Aufbau. or the calculus of individuals out­
lined by Goodman. so that a system may 
be either platonistic or nominalistic. Again. 
the basic elements of a system may be 
either concrete or non-concrete individuals 
(qualities): in the former case the system is 
called particularistic: in the latter. realistic. 
Thus the ontolo11:v of a svstem mav be 
•·platonistic and r.;-~listic. or ~ominalisti~ and 
realistic. or platonistic and particularistic. or 
nominalistic and particularistic'" (Goodman 
1951. p. 107). The system sketched in 
Carnap's Auf/,,111 (and carefully analysed by 
Goodman) is according to this classification 
platonistic and. having ·elementary experi­
ences' as ground elements. particularistic; 
whereas the svstem Goodman himself con­
structs in his ·book is realistic and, in con­
formity with his pronounced view on the 
topic. nominalistic. 

Subsequently Goodman has extended the 
scope of his A 11fba11 enquiries to cover also 
representational systems such as works of art, 
and has thereby come in some respects close 
to Cassirer's attempt at a theory of symbolic 
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forms. At the same time, the idealistic tend­
encies of Aufbau-theory, which Carnap 
believed himself to have banished by relegat­
ing idealism to what is external and hence 
without cognitive content, have come in 
Goodman's thought to the fore. In his Ways 
ofWorldmaking (1978) he defends the thesis 
that the creation of representational systems 
of all sorts is a making of worlds and here he 
expresses more than once his basic agree­
ment with Cassirer, Carnap's name being 
mentioned in the book only in connection 
with the 'notoriously dubious' internal/ 
external dichotomy (Goodman 1978, p. 114). 
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WERNER SAUER 

Augustine 

Augustine (354-430), bishop of Hippo in 
North Africa, exerted a lasting influence over 
the course of Western philosophy through 
the more than 100 works comprising his 
literary endeavour. During his nine-year­
long association with the Manicheans, he 
embraced a world-view which was largely 
materialist, pantheist, and dualist. While in 
Milan (386), he first came into contact with 
Neoplatonic philosophy - Plotinus (c. 205-
c. 270), Porphyry - which strictly subordin­
ated all beings to a spiritual principle. Au­
gustine's conversion followed shortly there­
after. and he subsequently identified the 
principle with the God of biblical revelation 
(see Conf. 7.21). His reading of the doxo­
graphies familiarized him with the doctrines 
of all the most influential philosophical schools; 
nevertheless. throughout his entire life he so 
preferred the teaching of the Platonists that. 
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despite an increasingly critical appraisal of 
them later in his life, he largely identified 
himself with their doctrine (see C. Acad. 
3,20,43; De Civit. Dei 8,5.10-12). With their 
assistance he not only fought against 
Manichean dualism, but against other 
heretical and schismatic doctrines as 
well, and laid the foundation for his own 
theological thought. 

Augustine was familiar with ancient philo­
sophy's tripartite division into physics, logic, 
and ethics (see De Civit. Dei 11,25). He 
understood physics to be the study of the 
nature of things (Phi/osophia naturalis: De 
Civit. Dei 8,6) later referred to as ontology. 
He also knew that this study ontologically 
preceded those concerned with cognition and 
action, and that it occupied an undisputed 
position of pre-eminence, as is demonstrated 
in his treatment of 'res' before 'signa' in the 
De doctrina christiana. The essence of a thing 
(res) is either changeable or unchangeable, 
but being is itself virtually unchangeable: 
"Being is the name for the unchangeable. All 
things which undergo change cease to be 
what they were and begin to be what they 
were not" (Senn. 7,7). Such a description 
pertains only to God and to the divine 
domain. God possesses "true being, pure 
being, genuine being" (ibid.). Within this 
sphere of unchangeableness also belong 
those philosophical ideas which Augustine 
called ·unchangeable reasons' (rationes in­
commutabiles: De dil'. quaest. 46) and which 
were absolutely identical with God's thought. 
Divine attributes such as eternity, omni­
potence. omniscience, etc. are derived from 
the unchangeableness of divine being. God 
alone truly exists: "he truly exists because his 
existence is immutable" and "in God to live, 
to know. to be blessed is one and the same as 
to be" (De Cil'it. Dei 8,6; cf. also De Trinit. 
5,2,3). Augustine frequently interpreted Ex. 
3,14 ("'I am who am .. ) in terms of the Greek 
philosophical conception of the purely spir­
itual nature of unchangeable being. 

Augustine differentiated those 'intelligible 
things' (res intelligibilel) which pertained to 
God from other lower, but \Iii) relatively 
speaking ontologically superior. 'thing,', by 
designating the latter 'changeable thing,· {res 
mutabiles). Their existence con,i~t, in both 
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being and non-being: "For anything whatso­
ever, regardless of its excellence, if it is 
changeable, it does not truly exist because 
true being does not exist where non-being 
exists" (In Joann. Evang. 38,10). One of the 
most significant organizing principles for 
Augustine's ontology is found in his pairing 
of the terms 'changeable-unchangeable' 
(mutabi/e-inmutabile) which he frequently 
employed within his analysis of the structure 
of being. Being, then, is as a matter of 
principle organized in accordance with a 
tripartite division: the corporeal which is 
subject to changes both in space and in time, 
the spiritual which undergoes only temporal 
changes, and the divine which undergoes no 
changes whatsoever (see Ep. 18,2). 

Augustine's ontology was interwoven with 
his doctrine on creation. In his work De 
natrtra boni, a compendium of his ontology 
composed in 400, Augustine accepted the 
basic Neoplatonic position on the ontological 
goodness of all beings, modified it to conform 
to creation theology, and defended it against 
Manichean doctrine: "Moreover, every 
nature is a good in so far as it is a nature" (De 
nat. b. I). The apex of all 'goods' is the 
·unchangeable good' (i11comm11tabile bonum) 
which Augustine identified with the Creator, 
the ·supreme good' (sum,1111111 bon11111). The 
natures of all beings are created out of 
nothing (de 11ihilo) and are 'goods' whether 
they be ·great' or 'small'. ·celestial' or 
·terrestrial', 'spiritual' or ·corporeal'. All 
·changeable things' (mmabi/ia), beginning 
with those "close to the supreme good" and 
extending to the "very least, which are re­
mote from the supreme good", give natures a 
fundamental order, the 'hierarchy of being' 
(De nut. b. I), within which the human being, 
made up of an immortal soul and a mortal 
body (sec Serm. 154, l(J.15; lnJmm11. Ewmg. 
19,15), occupies a middle position. 

The 'changeable thing,' derive their exist­
ence from participation in ··certain original 
and principal forms of things. i.e .. reasons, 
fixed and unchangeable" which Augustine 
called ideas and "which are contained in the 
divine intelligence" (De tlil'. 1111uest. 46,2). 
These, then, arc .. good by participation in 
some other good ... the supreme good" (De 
111orib1L1· eccl. 2,4,6). This notion of 'par-
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ticipation' (participatio) corresponds to the 
Platonic doctrine of µfflE!;1i; and clarifies the 
relationship not only between creation and 
the Creator, but among created realities as 
well. Toe ontological notions of similitude 
(similitudo) and dissimilitude (dissimilitudo ), 
which reveal the extent of participation in 
such a way as to make comparisons between 
individual realities possible, also give some 
indication as to their overall position in the 
hierarchy of being. Participation. then, is 
properly located in the sphere of the change­
able as a combination of similitude and 
dissimilitude: ··even those things which are 
alike by participation admit of unlikeness" 
(De div. quaest. 23). With an increase in 
•similitude' comes a corresponding decrease 
in 'dissimilitude· and vice versa. Such a 
dynamic is discernible in Augustine's discus­
sion of what he called ·goods possessed in 
common· (ge11eralia bo11a: De 11at. b. 3). 
referring to the spiritual structure of all 
created realities: species (species). fonn 
(Jor111a), limit (modus, me11S11ra, numerus), 
and order (ordo, po11d11s). One often finds 
Augustine grouping these notions together 
into triads. frequently in connection with 
Wis. 11.21 as well as his doctrine on the 
Trinitv (ibid .. De Musicll 6.17.56: De 1·era 
relig. 7,13; et al.). 

The Aristotelian notion of crtEp!]OL; ( = 
corruptio), which Augustine recei\'ed from 
Neoplatonism. made it possible for him to 
understand the essence of e\'il (quid si1 
ma/um) as a pri\'ation or diminution of being. 
and to express this in terms of these ·goods 
possessed in common': "e,il is nothing else 
than the corruption of the limit. the fonn, or 
the order of a nature" (De nat. b. ➔). The 
ontological ground for this ·corruption' con­
sisted in the thoroughly negative conception 
ofmatter(,f Plotinus, Etm. 1.8). Since it was 
deprived of species. form. and limit, matter 
was a pure nothingness. the "privation of the 
good. even to the extent that evil does not 
exist at all" (Conf. 3,7,12). 

Just as it dominated Plotinus's monistic 
system. the idea of unity (uni,as, 1mum esse) 
figured prominently in Augustinian ontology, 
so that the notion of unity is reflected in 
the multiplicity of the individually self­
differentiating, changeable beings wherein 
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each nature orientates itself to that unity. 
For, "whatever exists strives for unity" (De 
Musica 3,7.12). 
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Aureoli. See: Peter Aureoli 

Authority 

Authority is partly an epistemological phe 
nomenon, as can be seen from the fact that 
those who recognize the authority of a scien­
tist or scholar regard themselves as entitled to 
trust his pronouncements, and on that basis 
make claims to knowledge. We all claim to 
know many things because others have 
spoken with authority on them. and in this 
respect the concept of authority is epistemo­
logical. Little attention has been paid to this 
kind of knowledge, first, because knowledge 
accepted on authority is secondary in that a 
person must already have knowledge from 
other sources, in particular. from the senses 
and reason, if he is to come by knowledge on 
authority; and epistemologists have focused 
upon these primary sources. Second, know­
ledge based on authority has often been seen 
as inferior, hardly to be called 'knowledge'. 
Perhaps this bias is based upon the doctrine 
('economic epistemology') that you do not 
know a given proposition unless you have 
mixed your labour with it. and you have not 
mixed your labour with it if you accept it just 
because an authority asserted it. Additionally, 
authority in science and scholarship has often 
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been seen as a hindrance - witness the influ­
ence of Aristotle on science in the Middle 
Ages. Yet progress requires authority. 
Scientists and scholars form a community 
of people who can make discoveries only 
because they trust the reports of others in that 
community. No one can do everything, so 
each relies on others to make up for his own 
deficiencies. Here authority comes into its 
own. Without it there could be no community 
of scientists and scholars. 

Here also authority comes into its own in 
the political sphere. We cannot each do 
everything we need to do to secure our 
proper ends, and certain people, political 
authorities, make up for our deficiencies. 
The authorities say what should be done and 
their word is accepted. Recognition of their 
authority is necessary for any community of 
more than a handful of people. This is 
Thomas Hobbes's view of political authority. 
For him an authority is one who has been 
authorized by many to act in the name of the 
many. Whenever he acts as authorized the 
real author of the act is the multitude who 
authorized him. All act through him, and in 
that sense he is a principle of unity, creating 
a community where previously there had 
only been individuals. This is an example of 
vicarious agency, action at a distance. This 
parallels the epistemological case in which 
one person does the thinking for many, a case 
of mental action at a distance, vicarious 
thinking. 
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ALEXANDER BROADIE 

A venarius, Richard 
Richard Avenariu, was born in Paris in 1843. 
and studied at the University of Berlin and at 
the University of Leipzig. where he earm,d 
his doctoral degree in philosophy in J 868 with 
a dissertation presenting a psychological 
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account of the philosophy of Spinoza. He co­
founded and edited the journal, Vierteljahrs­
schrift fur wissenschaftliche Philosophie, the 
first issue of which appeared in 1876, and 
which was dedicated to the proposition that 
all science, including philosophy, is possible 
only on the ground of experience. He was 
professor of inductive philosophy at the Uni­
versity of Ziirich from 1877 until his death in 
1896. 

Because of his refusal to grant validity to 
any metaphysical entities (theoretical con­
structs such as substance and cause posited as 
intelligible beyond reference to possible ex­
perience), his philosophy is usually classified 
as a contribution to early German positivism 
along with that of Ernst Mach. He is also 
generally recognized as a leading proponent 
of the then widespread position of psycholo­
gism, which insisted that the empirical 
science of psychology must serve as the 
foundation of all philosophical study of logic 
and of knowledge generally (the position 
criticized prominently by Gottlob Frege and 
Edmund Husserl). His theory of the natural 
concept of the world was an important influ­
ence upon subsequent phenomenological 
approaches to the understanding of the 
world, developed by Edmund Husserl and 
Martin Heidegger. 

For his own part, Avenarius rejected such 
traditional terms as empiricism and positiv­
ism because he considered his own stance as 
one of standing apart from all philosophical 
theories in order to analyse them dispassion­
ately. Further, he found that traditional 
philosophical and psychological terminology 
was laden with misleading idealistic and 
sceptical connotations. In accordance with a 
general preference that he would rather not 
be understood at all than he misunderstood, 
he freely invented terms for key systematic 
concepts. which were to be understood only 
by their function within the system he con­
structed. Similarly, he coined a designation 
for his l!ntire systematic philosophical 
position, calling it empirio-criticism. 

His philosophy. centred on a biological­
psychological account of experience, is a 
thorough analysis of the prl!suppositions 
underlying the natural-scientific world-view 
of hi, lime. Fundamental to his account are 
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two axioms, one as to the contents of all 
knowledge, the other as to its forms. 

Every human individual originally assumes, oppos­
ite himself, an environment with multiple com­
ponent parts. other human individuals with mul­
tiple assertions, and what is asserted in some sort of 
dependence upon the environment: all cognitive 
contents of the philosophical worldviews - critical 
or non•crilical - are modificalions of thal original 
assumption. 

Scientific knowledge has no essentially other 
forms or means than non-scientific knowledge: all 
special scientific forms or means of knowledge are 
developments of pre•scien1ific forms or means. 

Philosophy, for Avenarius. differs from 
other natural sciences only by its generality. 
Hence, his philosophical theory of experi­
ence attempts to spell out the most general 
and formal concepts and formulae correlat­
ing contents of asserted experiences (E­
values) with component parts of the environ­
ment (R-values) on which they are assumed 
to be functionally (not causally) dependent. 
Several key scientific ideas guide his analysis. 
The physical principle of the consen·ation of 
energy is the basis for a general principle 
guiding behaviour and thought ( including 
philosophy): 'the principle of the least 
amount of energy'. According to a then 
common biological perspective. asserted 
experiences have to be classified as adaptive 
responses to an environment which sustains 
and partially threatens the indi,idual human 
organism involved. According to the prevail­
ing physiological perspective. expressed ex­
periences are directly dependent upon 
changes in the central nen·ous svstem. which 
are in tum at least partly dep~ndent upon 
environmental stimuli. Avenarius's own 
development of the psychophysical perspect­
ive attempts to relate higher-level experi­
ences and thoughts. and not just simple 
sensations. directly to underlying changes in 
the central nen·ous system. 

To supplement his theory of pure experi­
ence. Avenarius also developed a historically 
oriented critique of experience, under the 
general thesis that a critical process of de­
velopment was. and is still. necessary to 
eliminate from the prevailing concepts of 
experience and of the world contents that are 
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in fact supplements to experience or devi­
ations from the natural concept of the 
world. 

The legendary difficulty and complexity of 
Avenarius's technical writing stems from 
several sources. His rejection of reduction­
ism made it necessary for him to go beyond 
general physical principles and to include 
references to appropriate physiological 
(neurological) as well as specifically psycho­
logical considerations. However, the gener­
ality and formality of his analysis raised it 
high above the familiar factual spheres of the 
respective natural scientists. His opposition 
to prevailing philosophical perspectives, both 
those that referred to 'facts of consciousness' 
and those that reduced experience to simple 
sensations, led him to devise a terminology of 
his own, familiar neither to philosophical nor 
to scientific readers. 

Perhaps paradoxically, Avenarius's de­
fence of common human experience and its 
natural conception of the world was pre­
sented in an arcane system intelligible only 
to a few devoted students whose already 
formed appreciation for his penetrating 
thought stimulated them to work through his 
arduous system of analysis. For the most 
part. his contemporaries apparently granted 
him his preference: not to be understood 
at all. 
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Bacon. See: Roger Bacon 

Barcan Formula 
In a series of papers (Journal of Symbolic 
Logic, 1946, 1947), Ruth Barcan, later 
Marcus, extended some of C. I. Lewis's 
(1883--1964) systems of propositional modal 
logic to second order with identity, thus 
initiating quantified modal logic. Among the 
systems so extended were Lewis's S4 and SS. 
Although Barcan adapted Lewis's original 
axiomatizations. S4 is known to be formally 
equivalent to standard propositional logic 
plus a rule of necessitation. 

(1) Ifl-A then I-DA 

and the axiom schemata 

(2) □ (AU B) :::>(□ A :::>DB) 
(3) □ A :::i A 
(4) DA :::i □ DA 

where·□· and ·o· are operators for necessity 
and possibility. 

S4, with the addition of the schema 

(5) ◊A :> □ ◊A 

is formally equivalent to Lewis's SS. 
Quantified S4 (QS4) and quantified SS 

(QSS) were obtained by extending S4 and SS 
to include standard rules and schemata for 
quantification theory. To these Barcan added 
the schema 

(6) ◊ (3 ex)A ---B (3 ex) ◊ A 

i.e. the Barcan formula as originally stated. 
An equivalent of (6) is: 

(7) (a) □ A ---BO (ex) A 

Given that Lewis\ symbol •---B' for strict 
implication is defined as 

A ---B B = or. □ (A :::> BJ 
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and given (1), i.e. the rule of necessitation, it 
follows that (6) and (7) are replaceable by the 
axiom schemata 

(8) ◊ (3 ex) A :::i (3 ex) ◊ A 
(9) (ex) D A :::i D (ex) A 

respectively. Any one of (6)-(9) came to be 
known as the Barcan formula, abbreviated 
'BF'. 

Barcan proved the converse of BF for S4 
and SS which, with BF, yields the equival­
ences 

(10) ◊ (3 ex)A = (3ex) ◊ A 
(11) (ex) D A = D (a) A 

A. N. Prior ( 1956) proved that in the Barcan­
style formalization BF is provable and hence 
dispensable as an axiom in QSS. Therefore, 
for QSS ( 10) and ( 11) are provable without a 
BF axiom. 

The original Barcan axiomatizations were 
not grounded in a formal semantics but were 
informed by intuitive considerations. Those 
intuitions were not universally shared and the 
plausibility of BF was questioned. It appears 
to take us from possibility to existence as in 
(6). 

A semantical construction was sketched by 
Marcus (Synthese. 1961) which supports the 
validity of BF. There validity is defined as 
truth in every model of the modal quanti­
ficational language. What is presumed in that 
construction is that domains are invariant 
across worlds. Since the actual world is 
among the set of possihle worlds, possibilia 
are excluded. Marcus (Synthes<', 1961) notes 
that, "If one wishes to talk about possible 
(non-actual) things then. of course. such a 
construction is inadequate". Whether a 
coherent account can be given of merely 
possible objects remained open. 

Employing methods similar to those of 
F. S. Kanger (Prol'ubility in Logic, 1957). 
Saul Kripke (Acta Philosophica Fennifa. 
1963) presented a semantical account of 
quantified modal logic in which neither BF 
nor its converse are valid. Roughly, the 
modal operators are defined in terms of a set 
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of worlds (w1 ••• w.) including the actual 
world and a reflexive relation R between 
them. w1Rw2 holds where propositions true 
in w2 are possible in w1• The characteristic S4 
axiom (4) is a transitivity condition on R. 
Adding a symmetry condition on R yields a 
semantics for SS. For QSS, R is an equivalence 
relation. Domains of individuals not neces­
sarily co-extensive may be assigned to each 
world, and quantification is limited to the 
domain of each world. On such an account 
Kripke (1963) showed that there are counter• 
examples to BF even for QSS where domains 
of alternative worlds are not coextensive. 

Given that on the Barcan-style formal basis 
for quantified modal logic, converse BF is 
provable in QS4 and QSS, and given that 
Prior (Journal of Symbolic Logic, 1956) 
showed that for QSS, BF is dispensable 
altogether as an axiom, a revision of the 
formal theory was required if Kripke-style 
semantics was to be preserved. To that end, 
Kripke proposed an axiomatization which, 
by restricting proofs to certain sequences of 
closed sentences. prevents the proof of BF 
and its converse. 

Prominent among alternative semantical 
accounts of the logical or metaphysical 
modalities is that of David Lewis"s counter­
part theory (Philosophical Papers. 1983). 
Worlds. including the actual world. are 
viewed as 'real' distinct individuals which 
have individuals as parts. No individual is a 
part of more than one world. Identity is a 
relation between a thing and itself in its world 
but things may have counterparts in certain 
alternative worlds where an appropriate 
relation of similarity holds. On this view, 
known as modal realism. sentences with 
modal operators are translatable into sen­
tences which quantify over worlds. For 
Lewis's account the characteristic theses of 
S4 (-1) and SS (5) both fail. as does BF. 
However. converse BF holds. 

There are further interpretations of modal• 
ities which have been explored and for which 
BF and converse BF have interesting con­
sequences. For a study of BF on temporal 
interpretations see Prior ( Time and Modaliry, 
1951; Past Present and Future, 1967). A 
discussion of BF in a theory of nomological 
modalities may be found in A. Bressan (A 
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General Interpreted Modal Calculus, 1972). 
For the role of BF in modal set theory, see 
Marcus (American Philosophical Quarterly, 
1974) and Charles Parsons (Mathematics in 
Philosophy, 1983). A general survey and 
discussion of a range of modal systems with 
relation to BF or converse BF may be found 
in Hughes and Cresswell (1968, 1985) and 
Gabbay (1976). 
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Baumgarten, Alexander Gottlieb 
Alexander Gottlieb Baumgarten was born in 
1714 in Berlin, studied at Halle with Christian 
Wolff, was professor at the University of 
Frankfurt an der Oder, and died in 1762. His 
chief works are Meditationes philosophicae 
de nonnu//is ad poema pertinentibus ( 1735), 
Metaphysica (1739ff.), Aesthetica (1750-8), 
Ethica (1751), and Acroasis logica (1761). 

Baumgarten is a comparatively independ• 
ent member of the Wolffian School. He 
invented the term aesthetica for a special 
philosophical discipline which he claimed to 
be grounded on the irreducible variety of 
'sensitive cognition'. Although this new 
science was elaborated extensively by him­
self, and, in a more popular way, by his pupil 
G. F. Meier (1718-77), it attained no wider 
influence. This was mainly because it was 
soon rejected by Kant, who claimed a 'tran• 
scendental' - in contrast to Baumgarten's 
metaphysical - foundation of all science. 

Baumgarten 's basic argument for the exist­
ence of a special faculty of sensitive cognition 
leads back to the core of his metaphysics. To 
be aware of the material perfection of the 
world from a finite point of view is, he held, 
possible only in a sensitive way that is not 
overwhelmed by abstractive concepts of the 
intellect. For Baumgarten, beauty is the 
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observable phenomenon representing this 
material perfection, and the finite created 
mind is able to gain consciousness of it 
because of its original disposition to repres­
ent the reality and order of the world by 
clear but confused perceptions. Baumgarten 
elaborates a set of conditions for the 'art of 
thinking beautifully' (ars pulchre cogitandi}. 
He hereby relies on the doctrines of 'special 
metaphysics': cosmology, psychology, and 
the discipline yielding the ultimate ground of 
the relation between these, namely natural 
theology. 

In his account of metaphysics Baumgarten 
in general follows Wolff. The first main part is 
'ontology' or 'general metaphysics'. This sets 
out the 'predicates of being'. Baumgarten 
interprets the principle of contradiction in a 
way which yields the basic ontological con­
cept 'something' or simply 'thing' (ens): what 
is not 'A and not-A', i.e. 'nothing' (nihi/), is 
'something' (non-nihi/}. The universal con­
nection of all things is governed by the 
principle of ratio and rationatum: whatsoever 
Bexist, is founded in something other A, and 
at the same time there is something other C 
which is founded in B. The further universal 
predicates are unum, ordo, verum, and 
perfectum, traditionally called the 'tran­
scendental' predicates of being. 

Baumgarten 's ontology manifests much 
sophistication. Yet there are profound diffi­
culties which cannot be ignored. How, for 
example, can the universal predicates be 
compatible with each member of such dis­
junctive predicates as: necessary/contingent; 
changeable/unchangeable; real/unreal; sin­
gular/universal; total/partial; finite/infinite; 
simple/composed; substance/accidence? The 
universal and disjunctive predicates consti­
tute the internal determination of the ens qua 
ens. They differ altogether from such ex­
ternal ( or 'relative' J predicates as: similar and 
diverse, simultaneous, successive, cause and 
caused, etc. The ontological predicates then 
furnish the basic material for most of the 
arguments of special metaphysics. In two 
points Baumgarten proves especially his 
independence from Wolff: in hi, doctrine of 
monads as immaterial, incxtendcd sub­
stances; and in his doctrine of pre-established 
harmony in the absence of influxm physims. 
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He herewith reinstitutes the genuine ideas of 
Leibniz, more than any other of the Wolffians. 
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Becoming 

The doctrine of becoming, when it is some­
thing more than just an articulation of certain 
asymmetries between the earlier and later 
'directions' of time, attempts to make sense 
of the kinematic metaphors of time Howing, 
passing, or Hying in terms of something that 
shifts from earlier to later times. There are 
well-known perplexities concerning the 
nature of both the something that does the 
shifting and the shift involved. Often it is said 
that it is the present or now that shifts to ever 
later times. This quickly leads to absurdity: 
·the present' and 'now', like 'this time', are 
used to refer to a moment of time. Thus, to 
say that the present shifts to later times 
entails that this very moment of time - the 
present - will become some other moment of 
time and thus cease to be identical with itself! 
Sometimes the entity that shifts is the prop­
erty of nowness or presentness. The problem 
is that every event has this propcrty at some 
time, namely when it occurs. Thus, what 
must qualify some event as bcing now 
simpliciter is its having the property of now­
ness now; and this is the start of an infinite 
regress that is vicious since at each stage we 
are left with an unexpurgated use of ·now·, 
the very term that we hoped to analyse out in 
terms of the propertyofnowncss. AsJ. M. E. 
McTaggart said in his Subsidiary Argument 
for the unreality of timc, if events undergo 
becoming there must he some mysterious 
entity X in relation to which they change in 
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respect to their pastness, presentness. and 
futurity, but no one has yet unearthed this X. 
The nature of the shift is equally perplexing, 
for it must occur at some rate; but a rate of 
change involves a comparison between one 
kind of change and a change of time. Herein, 
it is change of time that is compared to change 
of time, resulting in the tautology that time 
passes or shifts at the rate of 1 second per 
second, surely an absurdity since this is not a 
rate of change at all. C. D. Broad (1887-
1971) attempted to skirt these perplexities by 
saying that becoming is a sui generis type of 
change that defies analysis, which puts him on 
the side of the mystically inclined Henri 
Bergson who thought that it could be known 
only through an act of ineffable intuition, 
metaphors playing only the typical mystical 
enabling role of being an aid to having this 
intuition. 

To escape the clutches of both perplexity 
and mysticism, as well as to satisfy the 
demand of science to view the world non­
perspectively, many have attempted a 
'linguistic reduction· of temporal indexical 
propositions reporting an event as past, 
present, or future into non-indexical proposi­
tions describing a temporal relation between 
it and another event or time. thereby effect­
ing an ·ontological reduction· of an event's 
being past. present. or future to its being 
respectively earlier than. simultaneous with. 
or later than some other event or time. It is 
generally conceded that such a linguistic 
reduction does not work. because no non­
indexical proposition is identical with or 
entails any indexical one. The friends of 
becoming have drawn the wrong moral from 
this failure - that there is a Mr X out there 
doing 'The Shift". They have overlooked the 
fact that two sentences can express different 
propositions and yet report one and the same 
event or state of affairs: e.g. 'This is water' 
and ·This is a collection of H~O molecules'. 
though differing in sense. report the same 
event -this being water being nothing but this 
being a collection of H~O molecules. It could 
be claimed that the same holds for the 
appropriate use of indexical and non­
indexical sentences: e.g. the tokening at 17 

of 'Georgie !lies at this time (at present)' 
is coreporting with the non-synonymous 
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'Georgie flies (timeless present) at ti, since 
Georgie's flying at this time is the same event 
as Georgie's flying at 17, given that this time 
is 17• This effects the same ontological re­
duction of the becoming of events to their 
bearing temporal relations to each other as 
does the linguistic reduction. The 'coreport­
ing reduction' also shows the absurdity of the 
'psychological reduction' according to which 
an event's being present, etc. requires a 
relation to a perceiver whereas an event's 
having a temporal relation to another event 
or time does not require a relation to a 
perceiver. Given that Georgie's flying at this 
time is identical with Georgie's flying at t1, it 
follows that one and the same event both 
does and does not require being related to a 
perceiver! 
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Belief 

Belief raises two main problems for meta­
physics. Is some or all belief a relation to 
some (propositional) object? Does some belief 
involve a metaphysically interesting relation 
between the believer and an object the belief 
is about? 

'Object of belief is ambiguous. Suppose 
'believes' is a two-place predicate. One sort 
of belief object is the sort of thing named by 
the 'that' -terms the predicate accepts, like 
'that snow is white'. Most talk about proposi­
tions is talk about belief objects in this sense. 

We might distinguish believing that snow is 
white from various psychological states in 
virtue of which one might have this belief. 
Perhaps whoever believes the proposition 
does so in virtue of a mental relation to an 
object (say, a representation) which is not 
itself the proposition (because the repres­
entation. but not what is believed, varies 
across believers). Such a view distinguishes 
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psychological belief objects from proposi­
tions. 

An important reason for positing proposi­
tions as belief objects is that 'believes' seems 
to be a two-place predicate, one whose 
second position accepts quantified variables. 
Some say that by treating expressions like 
'what Mary believes' as substitutional quanti­
fiers, one can avoid commitment to proposi­
tions. A fully worked-out account on these 
lines, including an account of the truth of 
substitution instances, has never been given. 
Another reason for positing propositions is 
that mental states like belief are thought to be 
inherently relational, and thus to need an 
object (Franz Brentano, Alexius Meinong, 
G. E. Moore). Some functionalists challenge 
this. 

Important reasons for positing psycholo­
gical belief objects are (a) because mental 
states like belief are inherently computa­
tional, because of their role in directing be­
haviour, and because computation requires 
an object of computation (Jerry Fodor). 
(b) Since beliefs can be individuated almost 
as finely as sentences, a reasonable account 
of belief has it realized by a relation to a 
structured representation. Each reason has 
been challenged. Some functionalists deny 
that the behaviour-guiding role of belief 
requires it to be computational. Some func­
tionalist accounts of belief identify logically 
equivalent beliefs, denying the fine indi­
viduation of beliefs. This last view has diffi­
culty accounting for gaining knowledge 
through deduction. 

Contemporary accounts of propositions 
usually identify them with constructions from 
semantic or cognitive values of sentences, or 
from sentences themselves. Each view has its 
own problems. Treating propositions as con­
structions from M:mantic values like possible 
worlds, individuals, or attributes seems to 
individuate them too crudely, with logically 
equivalent propositions identified, or with 
the proposition that Twain smoked being 
identified with the proposition that Clemens 
did. Constructions from cognitive values 
(Fregean senses, conceptual roles) have 
problems once they admit that the cognitive 
value of an expression may vary across indi­
viduals: If the cognitive value of 'snow is 
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white' differs for us, it seems that we do not 
believe the same thing when we believe that 
snow is white. Constructions from expres­
sions, if they identify propositions with what 
sentences say, seem to make it impossible for 
sentences of different languages to say the 
same thing. 

Propositions are usually thought to be 
truth bearers. It has been recently suggested 
(David Lewis) that properties are the seman­
tic objects of belief, i.e., the objects of belief 
picked out by 'that'-clauses. The motivation 
is to handle beliefs about the self. If each of 
Bob and Ray believes that he is Bob, it seems 
in an important sense that they believe the 
same thing. This can be explained by saying 
that their beliefs involve the self-ascription of 
the property being Bob. Since propositions 
(that snow is white) can be mapped into 
properties (being such that snow is white), 
taking properties as belief objects keeps the 
objects of belief of uniform type. Perry has 
argued that by distinguishing semantic ob­
jects of belief from psychological belief 
states, one can account for beliefs about the 
self while keeping belief uniformly a relation 
to a proposition. 

Certain beliefs seem to be about an object 
in a way that others are not. If you are the 
winner, the belief expressed by 'you won' 
seems to be about you (and to relate one who 
has it to you) in a way that the belief 'the 
winner, whoever he is, won' does not. The 
distinction seems partially marked syntact­
ically: 'x thinks, of the winner, that it ... ' 
seems to require of x that he have a belief 
about the winner in a sense in which 'x thinks 
that the winner ... · need not. 

The 'believes of ... that it ... ' locution 
suggests a characterization of belief about, 
belief de re as it is usually called. If a belief is 
about an individual x. then the believer, x. 
and something corresponding to an open 
sentence are related in a certain way. The 
believer ascribes something associated with 
the open sentence to x. Belief about a 
number of objects can be said to be a matter 
of the believer ascribing something to a se­
quence of objects. This contrasts with belief 
de dicta, identified with believing a proposi­
tion. (Versions of this characterization are 
given by W. V. 0. Quine and T. Burge.) 
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This leaves open questions as to the nature 
of what is ascribed ( a predicate, a universal of 
some sort, etc.); the nature of ascription; 
whether belief de re is a species of belief de 
dicta; whether, more weakly, some proposi­
tions are such that believing them automat­
ically puts one into a de re relation with an 
object. 

Reducing de re to de dicta is of interest only 
on some views of propositions. On a Russel­
lian view, de re belief may be identified with 
believing a singular proposition, one with an 
individual is constituent. Only views such as 
Gottlob Frege's, which limit the constituents 
of propositions to ·conceptual entities', are 
urgently in need of reduction. Some such 
views deny that there is an interesting distinc­
tion between de re and de dicta: one believes 
of x that it is F, provided, roughly. that for 
some concept C. x is the only C, and one 
believes that the C is F. A slightly more 
restrictive view requires that one in addition 
know that there is a unique C. Others require 
that the belief be realized by a representation 
which is causally related to x in one way or 
another. 

Among those who accept singular proposi­
tions, there is little agreement as to what is 
necessary to believe one. and thus to have a 
de re belief. Views run the gamut from simply 
being able to refer to the constituents. to 
having a particular causal relation to them, to 
having a particular epistemic relation to them 
(perception. Russellian acquaintance). 

Related to questions about belief de re are 
ones about the individuation of psychological 
states realizing beliefs. It has been argued (T. 
Burge) that some such states can be individu­
ated only in terms of objects whose existence 
is logically and metaphysically independent 
of the believer. 
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Beneke, Friedrich Eduard 

Friedrich Eduard Beneke was born in 1798 in 
Berlin, where he lived most of his life and 
was, at his death (1854), extraordinary pro­
fessor. He was one of a small group of 
German philosophers who attempted to re­
formulate the Kantian philosophy in terms of 
a thoroughly naturalized psychology. The 
great problem left to philosophy by Kant was 
that of a deduction of the categories of 
theoretical, ethical, and aesthetical con­
sciousness, which Kant had failed to exhibit 
as expressions of one unifying principle or 
encompassing structure. Three options pre­
sented themselves: 

1. To accept the disunity of the categories, 
and hence of human life and its world. 
Arthur Schopenhauer (1788-1860) is 
the main representative of this option, 
which fostered Pessimism as a philo­
sophical movement in the 19th century 
and is also to be associated with the 
19th- and 20th-century variants of 
existentialism. 

2. To see human consciousness as unified 
through some transcendental principle, 
as in J. G. Fichte (1762-1814), F. W. J. 
Schelling ( 1775-1854). or Hegel. 

3. To attempt to perfect psychology and 
then derive the forms or categories of 
consciousness from discoverable ele­
ments and laws of the human mind- an 
option adopted, in different ways, by a 
less well-known group, including Jakob 
Friedrich Fries (1773-1843), Johann 
Friedrich Herbart, and Beneke. 

Beneke professed himself a disciple of 
John Locke. holding that all ofour concepts­
including the mathematical, ethical, and on­
tological- are to be derived from experience. 
Philosophy can only build upon what is 
directly and fully given to us, which is exclus-
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ively the present state of our own conscious­
ness. Hence it must rest on psychology, an 
empirical science differing from physics in 
that its subject matter is inner, not outer, 
experience. 

The specific task of metaphysics is to deter­
mine the relationship between our acts of 
representing and the beings which are their 
objects. When the objects are our own minds 
and mental states, they can be fully recog­
nized for what they are in themselves. A basic 
Kantian error was to regard the individual 
soul as appearance and not reality in itself. In 
the soul, according to Beneke, not only do we 
have a being as it is in reality, but also a full 
presentation of substance, of causal and 
other grounds, and of relations, as they are 
without regard to appearance. The deriva­
tion of concepts of substance, causality, 
space, and time is most fully explained by 
Beneke in the first two 'Main Parts' of his 
System der Metaphysik (Berlin, 1840). 

The soul presents itself to consciousness as 
a non-spatial and hence immaterial being, 
and we have no reason to think it is anything 
else. But, against Herbart, it is not simple. 
Rather it is already at its beginning a complex 
'basic system' of primitive responses 
( Urvermogen) correlated with the different 
types of possible stimuli. Several of these 
types correspond to each of the senses. Inter­
actions between stimuli and the 'basic' poten­
tialities for response result in sense impres­
sions, which evoke further, higher types 
of responses, including the most elevated 
theoretical. ethical. aesthetic, and religious 
acts of consciousness. The higher forms were 
held by Beneke to be neither innate nor 
introduced from without the mind. They 
develop according to the peculiar laws of the 
soul. The task of psychology is. in the manner 
of all other natural sciences, to formulate 
explanatory laws of consciousness on the 
basis of the most careful observations. 

In a manner similar to Leibniz. R. H. Lotze 
(1817-81), and Henri Bergson. Beneke ex­
tends the main ontological concepts to the 
external and the social worlds - material 
objects and 'other' minds and social wholes­
in such a way that all must possess a funda­
mental kinship to soul or spirit a, found in the 
individual. He and his admirers referred tu 
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his view as 'Spiritualism'. Thus his 'natural­
istic' psychology must be understood in the 
context of Romanticism, not in that of Posit­
ivistic Empiricism, much less Materialism. 
His work in psychology proper and in the 
theory of education was widely appreciated 
and of some lasting influence. Certainly the 
emphasis upon a broadly empirical and 
naturalistic approach to psychology was 
carried on through people such as Franz 
Brentano and William James, and can now be 
regarded as vindicated by the development of 
that field. But he does not seem to have 
adequately appreciated the difficulties facing 
a Lockean approach to metaphysics, which 
made him vulnerable to vigorous attack from 
the transcendentalist wing of post-Kantian 
thought. 
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Bergmann, Gustav 

Gustav Bergmann was born in Austria in 
1906. In 1928 he received a Ph.D. in math­
ematics from the University of Vienna, 
where one of his classmates was Kurt Godel. 
After receiving his degree, he went to Berlin 
to work as an assistant to Albert Einstein 
(1879-1955). This was a result of Einstein's 
having invited the topologist W. Meyer 
(1887-1948), Bcrgmann's dissertation super­
visor, to Berlin to work on the new unified 
field theory. Bergmann returned to Vienna 
to study law - one of his teachers was llans 
Kelsen (1881-1973) - and obtained a law 
degree. He became the youngest member of 
the Vienna Circle when he was introduced 
into the group by his teachers and friends, 
Friedrich Waismann (1896-1959) and Hans 
Ilahn (1897-1934). This led to his being 
influenced by the positivism of Rudolf 
Carnap, an influence that was to persist into 
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the 1940s. He left Austria in 1938 as a Jewish 
refugee from the Nazi era, travelling by ship 
to New York with a friend, the Austrian 
writer Hermann Broch (1886-1951). In 1939 
he obtained a position at the University of 
Iowa as assistant to the Gestalt psychologist 
Kurt Lewin (1890--1947). Due to his work in 
mathematics, Bergmann was employed to 
create mathematical formulations for Lewin's 
'field theory' of the mind. This experience 
left him with a permanent critical disdain for 
much of Gestalt psychology. At Iowa he met 
and became close friends with the American 
behaviour theorist Kenneth Spence (1907-
67). They were to be colleagues, friends, and 
collaborators for many of the more than forty 
years Bergmann spent as a member of both 
the philosophy and psychology departments 
at the University of Iowa. Bergmann died in 
Iowa City in 1987. 

Bergmann's early philosophical work 
focused on the philosophy of science. the 
problem of universals. the mind-body prob­
lem and the synthetic-analvtic distinction. 
His writings in the philosophy of science were 
extensive and influential. ranging over such 
topics as .. The logic of quanta·· ... The logic 
of psychophysical measurement·· (with 
Spence). and ··Toe contribution of John 
B. Watson". He advocated methodological 
behaviourism. while separating that ~-iew 
from philosophical behaviourism. a form of 
materialism which he rejected as a ··philo­
sophy of mind for non-philosophers··. He not 
only repudiated materialism. but for manv 
years adhered to a form of phenomenalis~. 
At the same time he defended the svnthetic­
analytic distinction. rejected no~inalism, 
and advocated the •ideal language method· of 
analysis. Like Carnap and ~th;r positivists, 
Bergmann held that traditional philosophical 
claims were literally meaningless. but he 
argued that they could be reconstructed as 
ordinary statements about the structure and 
interpretation of an ideal language. 

From the early 1950s, he concentrated on 
ontology and intentionality. In reflection of 
his rejection of a substantial self, Bergmann 
focused on contexts like 'it is known that this 
is green·. He first formulated his analysis of 
intentionality in .. Bodies, minds, and acts". 
written in 1952 and published in The Meta-
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physics of Logical Positivism in 1954. Here he 
considers a fundamental non-relational inten­
tional property and argues that an ideal 
language is not extensional. Taking knowing 
as such a property, he represented it by a 
primitive predicate that combined with a 
name of 'what is known'. The sentence 'this is 
green' was then taken to represent an 'aware­
ness' and to name the content of this aware­
ness - if it names anything at all. This early 
paper is not clear about contents and the 
connection of an awareness to a sentence 
expressing a content. To meet objections of 
students and others he influenced -who, as a 
group, were sometimes referred to as the 
Iowa Circle or the Iowa Realists - he modi­
fied his analysis in successive stages. 

In a paper of 1955 entitled .. Intentional­
ity", he uses the sign 'M' as a predicate to 
represent the primitive intentional relation 
'means'. Signs consisting of sentences in 
single or semantical quotes are taken to be 
predicates representing properties of particu­
lar awareness. Such properties provide the 
content of the awarenesses exemplifying 
them. These awarenesses also exemplify one 
of a number of generic properties and are 
thus instances of knowing, believing, doubt­
ing, etc. In his early writings, Bergmann took 
simple particulars and primitive universal 
properties, including relations, to exist, but 
he did not recognize the existence of either 
facts or of a connection combining particulars 
and universals into facts. Facts did not exist, 
since only ultimate simples, and not com­
plexes, were entities. Not recognizing facts, 
he had no need to recognize a connection that 
combined constituents into facts. This led 
him to believe that his analysis of intention­
ality avoided a problem faced by traditional 
analyses - the problem of false belief. 

The relational predicate · M' combined 
quoted predicates with sentences to fonr 
further sentences like: 

Bergmann held that (B) was a logical truth, 
since any sentence of the forrnr ... 7 M( .. . ) 
is true if and only if two tokens of the same 
sentence replace both occurrences of the 
dots. This is analogous to 'p v ,p' being said 
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to be true under uniform replacement. 
Taking a theme from the Tractatus, Berg­
mann held that, just as functions like dis­
junction and conjunction are non-existent 
pseudo-relations, so also M, being a logical 
relation, is a pseudo-relation that does not 
relate entities. Hence, whether the sentence 
'fa' is true or false, one need not ask what 
stands in the pseudo-relation M to the prop­
ertyr fa 7 , since facts are not entities and Mis 
not a genuine relation. Thus he supposedly 
avoids appealing to non-existent facts, while 
introducing a basic intentional relation. 

When Bergmann came to accept facts as 
existents and was forced to face F. H. 
Bradley's concern about exemplification, he 
adopted a theme Bertrand Russell had used 
half a century earlier. He took exemplifica­
tion to be a 'nexus', not a relation, just as 
Russell had recognized 'logical forms' of facts 
that were not constituents of the facts they 
informed. Since exemplification is a 'nexus' 
or 'logical relation' and not a relation among 
relations, Bradley's regress is supposedly 
blocked. But, like Russell, Bergmann now 
recognized 'logical' entities. The nexus M, 
like exemplification, became an entity, and, 
as such, it connected terms. Bergmann thus 
not only came to accept actual facts, but non­
actual facts as well. His analysis of intention­
ality, which is a variant of G. E. Moore's 
analysis in Some Main Problems of Philo­
sophy, explicitly introduced entities Moore 
had sought to avoid, yet implicitly acknow­
ledged: content properties ('beliefs' for 
Moore) and non-existent facts. Bergmann 
proceeded to recognize other logical entities, 
connectives, and quantifiers, along with com­
plex properties and compound facts. He thus 
abandoned a central claim of his early onto­
logy; that complex signs, including defined 
signs, do not stand for entities. 

One of the consistent themes of Berg­
mann 's ontology was his commitment to the 
existence of ·bare· particulars. Following the 
arguments of Russell and Moore for the 
acceptance of numerical difference, he took 
the denial that particulars are complexes of 
universal properties, and the consequent 
recognition of numerical djfterence as dis­
tinct from conceptual difference, lo be essen­
tial to the rejection of idealism. When he later 
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acknowledged both facts and exemplifica­
tion, he emphasized the 'bare' substratum 
as a term of the exemplification nexus and 
sometimes construed ordinary particulars as 
compound facts. As Bergmann was com­
mitted to a Russellian principle of acquaint­
ance, he believed that the simple entities of 
his ontology must be experienced objects. 
Hence, he claimed acquaintance with bare 
substrata. Eventually he held that he was 
acquainted also with the universals, particu­
larity and universality, grounding the cat­
egorial difference between particulars and 
universals. This was required to account for 
the fact that in apprehending that a is f one is 
aware that the particular a exemplifies the 
universal/, and not vice versa. His argument 
is similar to Russell's early argument for 
acquaintance with logical forms. 

In his 1967 book, Realism, Bergmann 
reiterated basic ontological themes he had 
presented in essays over the previous fifteen 
years and, from the perspective they pro­
vided, analysed the ontologies of Franz Bren­
tano and Alexius Meinong. To meet argu­
ments directed at his acceptance of and 
claims of acquaintance with bare substrata, 
he proclaimed a 'fundamental principle of 
ontology': different complexes must differ in 
a constituent. In this book, in a 1968 paper, 
and in a last group of three papers published 
in the years 1979-81, the notion of a 'two-in­
one' and a further entity, 'a circumstance', 
became central. He followed out the logic of 
the appeal to bare particulars as individuators 
and to the universals particularity and 1miver­
sality, by taking bare particulars and the 
'simplest' universals to be inseparable com­
pounds of two kinds of simples. One kind, 
called an 'ultimate sort' was, for example, 
what accounted for a universal being a non­
relational universal of the first type; the 
other, called an "item·. was a ·mere indi­
viduator'. He spoke of two-in-ones since to 
take an ultimate sort and an item to be 
combined by a nexus to form a universal (or a 
particular) would initiate a Bradley-type 
regress. In short, as a universal cannot be 
taken to exemplify 11nivasality. he invoked a 
variant of the traditional grounding of neces­
sary attributes as 'internal' constituents, 
while insisting that such constituents are not 
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connected in a complex. His notion of a two­
in-one thus involved the recognition of a 
complex consisting only of unconnected 
elements. Bergmann used such entities to 
resolve a number of other, basic ontological 
problems. One concerned diversity ( 'F) and 
sameness (, ... 'F ... ). Consider a and b. 
They are diverse, but it is not a fact that they 
are diverse, in the sense that there is no 
further entity in which they are related by 
diversity. To recognize such a fact would 
purportedly presuppose their diversity and 
not account for it. Bergmann 's solution is that 
any two entities eo ipso form another entity. 
an actual diad (diversity). which is a complex 
of the two but which contains no third con­
necting entity ornexus in the way in which the 
fact that a is f contains the nexus of exempli­
fication. The diad's being actual grounds 
·a 'F b' as a logical truth. True claims of 
sameness. like ·-, (a "'Fa)'. are logically true 
since the diad of a and itself is not actual. but 
potential. Diads are one kind of circumstance. 
Like facts. circumstances are actual or 
potential. but these modes are not connected 
to circumstances: they per,ade them. 

Bergmann had held that content properties 
were simple properties. though they were 
represented by complex. structured signs. 
sentences in corner quotes. This claim was 
problematic in itself. but it posed a deeper 
problem. Content properties differ from 
traditional propositions in that they are ex­
emplified by existent particular awarenesses. 
This fits with Bergmann·s Aristotelian 
(rather than Platonic) realism. since he held 
to a pri11ciplc of c.n-111pl~fic11rio11 according to 
which only exemplified universals exist. But 
his original rule for forming primitive content 
predicates provides a description of a content 
property for cwry sentence and implies that 
such a pruperty exists. whether or not it is 
exemplified. The problem stems from his use 
of complex structured signs as primitive pre­
dicates. while taking primitive predicates, on 
his reference theory of meaning. as mere 
labels in an ideal language. To resolve the 
problem Bergmann replaced his structured 
predicates by standard primitive predicates. 
This brought into prominence another 
problem. 

Bergmann appeared to give some sub-
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stance to his claim that sentences like (B) 
were analytic truths by the use of the same 
sentence within and without comer quotes. 
Employing a primitive predicate like '<I>' in 
place of a quoted sentence he replaced (B) 
by: 

(C) cp M (fa). 

But Bergmann can hardly claim that (C) is 
true in virtue of its form, since the analogy 
with 'pv,p'islost. This led him to claim that 
(C) was logically true in virtue of an entity, an 
actual meaning circumstance, which, like the 
actual diad [a,b) (which is the ground of 
·a 'F b' being a logical truth), contains no 
nexus. Representing an actual meaning cir­
cumstance, (C) is a logical truth. Just as he had 
once claimed that M was a pseudo-relation, 
however, so in his last works Bergmann 
declares M and 'F to be 'literally nothing' 
and, hence, not constituents of diads or 
meaning circumstances. The actual meaning 
circumstance grounding the analyticity of ( C) 
contains only q> and fa. By contrast, where 
g 'Ff, 'cp M (ga)' is logically false, since the 
meaning circumstance composed of cp and ga 
is potential only. Circumstances thus furnish 
an ontological ground for logical truth and 
falsity and purportedly resolve a problem 
Bergmann had introduced along with M: 
the need for an analysis of analyticity en­
compassing 'M'-contexts. But his ontology 
developed a baroque complexity and violated 
his fundamental principle of ontology since it 
came to include diverse complex entities that 
did not differ in a constituent: the diad a11d 
the meaning circumstance composed of cp and 
fa, for example. 

A further ontological problem Bergmann 
focused on in his last years concerned the 
analysis of relational order in facts. Like 
Russell, he saw the need to distinguish be­
tween facts like aRb and bRa. He did so by 
using diads and adapting Kazimierz Kura­
towski's procedure. Like sets, diads are un­
ordered. Since any two entities form a diad, 
we have complex diads like (a. [a, bl) and [b, 
[a, b I]. Bergmann takes binary relations to be 
monadic properties of such diads and ana­
lyses a fact like aRb in terms of one of the 
complex diads, while analysing bRa in terms 
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of the other. This follows the familiar Kura­
towski procedure that supposedly analyses an 
ordered entity in terms of an unordered 
entity. As diads are generated ad infinitum, 
they provide an infinite domain and permit a 
set-theoretical analysis of elementary arith­
metic without an infinity axiom. However, a 
question arises as to whether diads are sets by 
another name. 

Bergmann vigorously opposed prevalent 
contemporary themes - nominalism; materi­
alism; the substitution of formal questions 
and techniques for philosophical problems 
and analyses, whether by followers of W. V. 
0. Quine, of Carnap, orof Alfred Tarski. He 
opposed the pragmatic idealism of the tradi­
tion of John Dewey (1859---1952) and the 
ordinary language movement's dismissal of 
philosophical problems. As a reflection of his 
commitment to what he called 'the tradition', 
he wrote several illuminating studies of major 
figures, including William Ockham, Nicolas 
Malebranche, Leibniz, Edmund Husserl, 
Brentano, Meinong, Gotilob Frege, Russell, 
Moore, and Ludwig Wittgenstein. Writing in 
a dense but vigorous and polemical style, he 
coined memorable phrases, and when he 
wrote of the 'linguistic turn', he formulated a 
phrase that entered the vocabulary of his time 
and characterized the philosophical era to 
which he belonged and contributed. 
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Bergmann, Hugo 
Hugo Bergmann (Shmuel Hugo Bergman) 
was born in 1883 in Prague and died in 
Jerusalem in 1975. He wa.,onc of the founder, 
of philosophy in Israel. During his schoolda y, 
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in Prague (1889---1909) he had been a class­
mate of Franz Kafka (1883-1924), together 
with whom he started to study chemistry. 
Soon Bergmann turned to philosophy, math­
ematics, and physics. His teacher in philo­
sophy was the Brentanist Anton Marty. Thus 
Bergmann was trained in descriptive psy­
chology and also came in close contact with 
Franz Brentano himself. 

From 1898 on, Bergmann was already 
a strong partisan of Zionism. His first 
(anonymous) publication of 1903 was "Die 
Judenfrage und ihre Losung". From 1914 to 
1918 he served as an officer in the ranks of the 
Austrian army. In 1920 he emigrated to 
Palestine, where he became the first director 
of the Jewish National Library in Jerusalem. 
From 1928 on he lectured in philosophy and 
in 1935 he was elected as the first rector of the 
Hebrew University. Together with Nathan 
Rotenstreich he translated the three critiques 
by Kant and played a leading role in the 
development of a philosophical terminology 
in modern Hebrew. His bibliography em­
braces more than 2000 items. Along with 
Rotenstreich, his students included Joseph 
Agassi, Yehoshua Bar-Hillel (1915-75), and 
Gershon Weiler. 

Bergmann's Ph.D. thesis on the atomic 
theory in the 19th century confirms his early 
interest in the philosophy of science. His first 
book Untersuclumgen z1m1 Problem der 
inneren Wuhr11el11111111g (Halle, 1908) is con­
cerned with a central problem of descriptive 
psychology, defending Brentano and Marty 
against critics such as Alexi us Meinong, Hans 
Cornelius. and Edmund Husserl. Inner per­
ceptions, according to Bergmann, present to 
the perceiver an intuitional content in such a 
way that this is evident lo him. Because inner 
perceptions an.: not immediately directed 
to concept,. however, our experience in 
this respect i, incommunicahle and therefore 
private. 

Bergmann argues for Brentano's thesis 
that 'evidence' in relation lo inner perception 
mean, the absence of error ('lrrt11mslosig­
kei(). Like Marty. however, Bergmann re­
jects the idea of immanent objects as objects 
of thinking. 

Bergmann was the first of all the members 
of the Hrenlano School who provided a 
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critical exposition of Bernard Bolzano. His 
book of 1909, entitled Das philosophische 
Werk Bernard Bo/zanos. gives an overview 
of Bolzano's method, logic, psychology, 
aesthetics, ethics, and metaphysics. emphas­
izing Bolzano's objectivism as well as his 
historical background in Leibniz and Stoic 
logic. Bergmann also criticizes Bolzano, 
especially his conception of ideas as such. and 
the missing relation between propositions as 
such and judging subjects. He rejects the 
concept of false propositions in themselves 
and calls this the 'basic error' of Bolzano. 

Moving away from his earlier (Brentanist) 
views, Bergmann is by 1929 insisting on the 
impossibility of a proof of a general law of 
causality. See his Der Kampf um das Kausa/­
gesetz in der jiingeren Physik (Brunswick. 
1929. with a preface by Albert Einstein). 
Drawing on neo-Kantian conceptions. he 
describes the 'law of causalitv' as a methodo­
logical and transcendental ·condition for a 
symbolic interpretation of facts. Conceptual 
components always transcend observational 
data. 

The writings of the later Bergmann were 
concerned mainly with the philosophy of 
religion and humanism. united bv what he 
called •dialogical philosophy". · 
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Bergson, Henri 

Henri Louis Bergson was born in 1859 in 
Paris. where he died in 1941. He studied at 
the Ecole Normale Superieure under Emile 
Boutroux. From 188:! to 1897 he taught at 
lycees in Angers and Clermont-Ferrand and 
then in Paris. From 1897 to 1921 he pursued a 
highly successful career at the College de 
France. His lectures. delivered to overflow­
ing halls. attracted international audiences. 
In 1918 he was elected to the Academic 
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Fran~aise and in the same year was received 
into the Legion d'honneur. Serving from 
1922 to 1925 as chairman of the League 
of Nations International Commission for 
Intellectual Co-operation. Bergson was 
awarded the Nobel Prize for Literature in 
1928. 

Originally a disciple of Herbert Spencer 
(1820-1903), Bergson was led by his analysis 
of the farmer's concept of time to give up 
Spencer's mechanistic philosophy. Accord­
ing to Spencer, time is comprised of instants 
and can be adequately described by 
numerical units (seconds, minutes, etc.). 
But, Bergson discovered, such concepts are 
patently inadequate when confronted with 
experience - particularly the experience of 
our inner selves. The moments of our psy­
chological time, far from exhibiting sharp 
breaks or series of instants. shade into each 
other continuously, while each moment is 
unique - is qualitatively different from every 
other. The more deeply we probe into this 
inner duration, the more we discover a self 
which endures, and whose free acts escape 
both quantification and prediction. 

Bergson's distinction between qualitative 
inner duration and quantitative (clock) time 
is first explored in Time and Free Will (1890) 
and is later applied by him to ever broader 
reaches of experience. In Matter and Memory 
(1896) he develops a mind-body dualism 
which depicts mind and body as interacting 
modes of duration. In Creative Evolmion 
( 1907) he proposes an anti-mechanistic evolu­
tionary theory which opposes the creative 
process of life, with its ceaseless production 
of new forms, to the entropy of matter. In 
The Two Sources of Morality and Religion 
(1932) he describes human history as a 
struggle between the 'open' and the 'closed' 
society, a struggle in which religious ex­
perience plays an essential role. 

The many contrasts typical of Bergson's 
philosophy (inner duration/clock time, 
memory/matter. life/entropy ... ) have often 
been presented as sharp dualisms expressing 
unresolved conflicts. It is more accurate. 
however. to view these contrasts as involving 
a dialectic between two tendencies, one ex­
pansive and creative, the other conservative 
and mechanizing. Without the mechanizing 
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tendency, the creative tendency could not 
develop. 
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Berkeley, George 
George Berkeley (1685--1753) was born in 
Ireland. near Kilkenny. He studied at Trinity 
College, Dublin, where he received his BA in 
1704, and became a fellow in 1707. Having 
moved to London and travelled extensively 
on the Continent, he was made dean of 
Derry in 1724, and gave up his fellowship. 
Berkeley's plan of founding a college in 
Bermuda to benefit not only white settlers, 
but also Indians and blacks, took him to 
Newport, Rhode Island, with his young 
bride. When the plan aborted through lack of 
the funds promised by Parliament, he re­
turned to England, having influenced colonial 
intellectual life in a stay of three years. After 
his 1732 return to London, he was appointed 
bishop of Cloyne. in 1734. His most im­
portant and influential works are Essay 
Towards a New Theory of Vision ( 1709), A 
Treatise Concerning the Principles of Human 
Knowledge (1710), and Three Dialogues 
Between Hy/as and Pltilonous (1713). 

Berkeley attacked atheism. which he con­
nected with materialism. To both godless 
standpoints he opposed a doctrine brilliant in 
its simplicity and coherence. The very notion 
of matter existing in itself is for Berkeley 
incoherent (see Principles §§16 and 17). Such 
matter would be incapable of grounding 
through its primary 4ualities alone the 
powers to affect perceivers which allegedly 
constitute its secondary 4ualities. Primary 
qualities cannot be present without colour or 
some other qualities of content. yet these can 
be present only 'in the mind'. through being 
perceived (cf. Principles §§3, 4, 14. and 15 ). 
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The most directly evident, palpable, concrete 
presence of qualities in reality is their pres­
ence in experience or imagination. But, 
again, qualities are never thus present except 
in certain minimal clusters. It is a fallacy to 
suppose a quality present in 'abstraction' 
from such a cluster. So one cannot find 
triangularity truly present to the mind (in 
experience or imagination) abstracted from 
every distribution of angle measures. Norean 
one find triangularity ( even with a specific 
distribution of angle measures) in abstraction 
from all colour contrast. 

If we could find a clear relation between 
material substrata on one side and qualities 
sensed directly such as colours on the other, 
then according to Berkeley we could legit­
imately accept substrata indirectly, by means 
of such a relation. But if we are told that the 
snowball itself or its matter ·supports' the 
whiteness which we sense directly, what is 
the nature of such 'support'? It is not the 
support that a roof may derive from columns. 
What ·support' then is it? 'Exemplification' 
must be rejected, Berkeley claims; but such 
rejection must not be ad hoc: hence the need 
for a global rejection of such a nexus as 
meaningless, a rejection self-evidently war­
ranted for Berkeley, but defended anyhow. 
frequently and variously (cf. Principles §§1(>... 
17). 

Moreover, even if matter were compre­
hensible, it would be unknowable (§18). We 
don't know that there is any matter by the 
senses, since what we sense directly is only 
ideas or sensations. And we don't know that 
there is any by reason. since there is no 
necessary connection between such matter 
and our ideas or sensations (cf. §§86--7). 
What is more, even if matter were compre­
hensible, the postulation of existing matter 
would not help at all to explain how we come 
to have our ideas and sensations, since by 
hypothesis matter is inert. The will serves 
Berkeley as model of true causation, which 
he opposes to mere correlation; but only 
spirits have will-power. Matter therefore 
could be said to enter at most into true 
correlations; but even this could hold only if 
it were knowable or ,u much as compre­
hensible. Since, however. no aggregation of 
mailer could ever be a spirit. it could never he 
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an explanatory causal source of anything, 
which makes it unknowable by causal or 
explanatory inference. 

In denying the substantiality of matter, 
Berkeley does not reject the commonsense 
world of sticks and stones, houses, and 
mountains. On the contrary, his wish to 
defend that world, and our immediate per­
ception of it, is precisely what leads him to 
reject the etiolated matter of Lockean real­
ism. The world of colours and textures and 
sounds is held close by Berkeley while he 
pushes away the thin and formal underlying 
reality of imperceptible particles. Io its stead 
he favour~ a divine underlying reality wilfully 
imposing Its order on our world of immediate 
appearance. 

Several !mponant advantages ensue (some 
in effect IIS!ed in Principles. 85, and in the 
Dialogues. 257-8; see also Principles. 86, and 
88. re s~epll~ism). The following two deserve 
e'?phasis. Fi~st , one avoids the problems of 
mind-body interaction that burden the 
dualist. Second. one removes a problem 
among the deepeSt and most intractable in all 
ph!losophy' one that bedevils subsequent 
philo~ophy to our own day: that of how to 
expl~in the_ possibility_ of our thought about 
the y,orld (mtent1onaht•·) 1·n t 1 . 1 . . : erms u t1mate y 
of bow thc "orld IS m itself ( the facts) 
Berkeley of course reverses th 1· . 

for h. e ques 10n. 
since im reality is fundamentally 
thought. exp~ncnce. and will: and it is the so­
called obJect1ve (including the natural) that 

eeds explam1ng b • f -
n . . ~ re erence to the subject-
ive. t? spirit~ and their perceiving or under-
standing of ideas. and th • . . 

ear w1lhng of such. 
etc, 
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ERNEST SOSA 

BIOLOGY 

Biology 

The ontology of biology is approached 
best by considering a (perhaps the) central 
organizing theory of that discipline - the 
theory of evolution. Evolution is the process 
of descent with modification. Life on earth 
originated from non-life about four billion 
years ago. It is thought that all organisms 
now on earth are related; although multiple 
originations are conceivable, the universality 
of the genetic code ( as well as other evidence) 
suggests that a single origin is more 
likely. 

The history of life can be described in two 
ways. Characteristics change within species; 
and new species come into existence ( and old 
ones go extinct). Roughly corresponding to 
these two aspects of the evolutionary process, 
there are two areas of enquiry within evolu­
tionary theory. Microevolurionary theory 
studies the change in frequency of character­
istics that occurs within populations. Macro­
evolutionary theory studies the origin of 
species and higher taxa. 

Charles Darwin (1809-82) aspired to unite 
these two evolutionary phenomena within a 
single framework: evolution by natural selec­
tion changes the characteristics found within 
a population. This process. carried out over 
longer reaches of time, eventuates in the 
existence of variation among populations. A 
single species may give rise to daughter 
species by the isolation of a subpopulation 
from the parent; if the isolated subpopulation 
and the parental population experience 
different selection pressures. they may in 
time evolve numerous differences in mor­
phology. physiology. and behaviour. The 
result may be that there are two populations 
that cannot exchange genetic material. Bio­
logists would then count the branching event 
as the birth of a new species. 

The speciation process just described has 
two features: 

I. The daughter was geographically isol­
ated from the parent before divergent 
character evolution took place 
( allopatry). 

2. Organisms in the parent and daughter 
species reproduce sexually. 
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This sufficient condition for the origin of 
species is generally thought not to be neces­
sary; neither the temporal order described in 
(1) nor the requirement of sexuality in (2) is 
required. 

Darwin's theoretical unification of micro­
evolution and macroevolution is now the 
received view. although vigorous challenges 
to 'neo-Darwinism · are to be found. These 
take the form of additions to Darwin's basic 
picture, or of subtractions therefrom. The 
idea that all life is related is not in question; 
rather, it is Darwin's picture of the evolution­
ary process that has received theoretical 
elaboration and challenge. 

Darwin conceived of natural selection as a 
struggle among organisms; a characteristic 
will increase in frequency within a population 
if it confers on the organisms possessing 
it an advantage over those organisms who 
do not possess it. Darwin viewed selection 
as individual (or organismic) selection. He 
also held that this form of selection is not 
just an occasional phenomenon in the history 
of life; Darwin maintained that it is the 
principal cause of the diversity we now ob­
serve. 

Ever since Darwin, evolutionary theory 
has debated the emphasis that Darwin placed 
on organismic selection. Are there character­
istics found in nature that cannot be ex­
plained by this causal mechanism? The idea 
of adaptations above the organismic level has 
waxed and waned. Apparently altruistic 
characteristics pose a problem for organismic 
selectionism. Altruistic characteristics are 
advantageous to the group in which they 
occur. but deleterious to the individuals 
in the group that possess them. Individual 
selection should lead such characteristics to 
give way to more selfish traits. On the other 
hand. if groups compete against other groups, 
groups containing altruists will do better than 
groups of selfish individuals. 

The majority view in evolutionary theory 
now is that the kind of group selection 
required to evolve and maintain an altruistic 
characteristic will rarely occur. The idea i, 
that the traits found in nature will usually be 
ones that exist because they arc good for 
organisms, not because they arc good for 
groups. The 'good of the species' is viewed 
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as a suspect term, one which evolutionary 
biologists now mainly eschew. 

Besides considering objects above the level 
of organisms, evolutionists have also asked 
whether selection can occur below the level of 
the individual. The idea that selection acts 
fundamentally on genes came into vogue in 
the 1960s and 1970s. lt was not clear, initially, 
whether this was intended as an alternative to 
the idea of organismic selection, or as a better 
way of describing the idea of organismic 
selection. The idea of genie selection is here 
taken in the former sense. 

It is a striking fact about the genome (i.e. 
the total complement of genes an organism 
possesses) that much of it has no known 
function, as far as the construction of the 
organism's phenotype (i.e. the organism's 
traits of morphology, physiology, and be­
haviour) is concerned. Perhaps future re­
search will uncover a function; but as of now 
the hypothesis appears plausible that there is 
a good deal of 'junk DNA'. A process of 
genie selection seems to occur at the genetic 
level, whereby genetic elements that are 
better able to spread through the genome 
increase in frequency. This is a selection 
process in which the survival and repro­
duction of organisms plays no role. 

Another gene-level process is the neutral­
ist theory of evolution. which holds that much 
of the genetic variation we observe is due to 
chance substitutions, not to selective differ­
ences. This idea is often described as a 
supplement, rather than a challenge, to the 
idea of organismic selection. A good deal of 
genetic variation is explained by neutralism, 
whereas phenotypic variation may be prin­
cipally due to natural selection. 

All the processes just described aim at 
explaining the emergence of characteristics 
within populations or within ensembles of 
population,. But. as noted above. evolution­
ary theory also tries to account for why new 
species and groups of species come into 
existence. Why arc there so many beetle 
species? This question differs from asking 
why there are so many becth:s. Arc patterns 
of species diversity due to chance? Or to the 
working, of individual selection (wherein a 
specie, goes extinct because the organisms 
in it perish in the struggle for existence)'! Or 
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is there some non-random causal mechanism at 
work above the level of individual organisms? 

The fundamental ontological distinction 
deployed in the above description of evolu­
tionary theory is that between object and 
property. The objects considered - genes, 
organisms, species, higher taxa - come into 
existence and eventually exit from the scene. 
The resulting pattern in the tree of life is to be 
explained by the properties that those objects 
possess. The generalizations of evolutionary 
theory quantify over both objects and prop­
erties-for example, the thesis that evolution­
ary altruism is rare claims that traits that are 
good for the group but bad for the individual 
possessing them will be selected against. 

The nature of the objects and properties 
that form the ontology of biology are, of 
course, under continuing scientific and philo­
sophical scrutiny. In fact, evolutionary 
theory can even displace an item from one 
side of this dichotomy to the other. Pre­
Darwinian biology viewed species as natural 
kinds, _but ev~lutionary theor,· has led many 
biologists (Michael Ghiselin and Ernst Mavr. 
for example) and philosophers (for example, 
David Hull) to think of them as individuals­
i.e .• as integrated and cohesive phvsical ob­
jects that come (nto existence and p·ass away. 

The teleolog1cal/functional language de­
ploy~d by th~ theory of evolution is entirely 
consiS!ent with physicalism. No e/an ,·ital is 
require~ for the origin and maintenance of 
adaptat10ns. ~t the same time. the super-
1·enience of b1ological properties _ for ex­
ample. fitness. predation. and sexuality 
(indeed. the propertv of be. 1. . If) 

h sic·,! ro . . . mg a 1ve 1tse -
on P ~ • P PertieSimplies thatthe laws of 
evolull~n cannot be reduced to phvsical laws 
(. ·summg that · •h · as .d . sue reducibilitv requires 
type-• entity statements as brid . I ) 

F r ·x·1mpl. h ge aws . 
0 c. • 1 c · t e theorv of natural selec-

tion e~p oy_s the concept of fitness. but 
l·iness is not 1den11cal .· . 
1 . . w 1th any single phySical 
Property• This 1s be . . cause the physical prop-
erti_es resp_ons1ble for a zebra·s fitness may be 
enurely different from the . 
. es responsible for h . physical proper-

11 ducing the th t e fitness ofa cockroach. 
lfhr\cal theory eo'?' of natural selection to a 
P ys requires th fi .d . d with some h . . at tness be I enll-
~';., fails. p ysical Property, reduction-
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Evolutionary theory describes a hierarchy 
of objects from genes up to higher taxa; it 
poses questions about the importance of 
various causal processes that can arise within 
that hierarchy. Although each object can be 
viewed as a physical thing, fruitful theorizing 
about biological processes frequently ab­
stracts away from physical details, the goal 
being to identify informative generalizations 
that unite physically diverse objects within a 
single biological framework. 
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ELLIOTT SOBER 

Boethius 
Anicius Manlius Severinus Boethius was 
born into a wealthy patrician family in Rome 
(c. 480). He was known during his own 
lifetime as a brilliant scholar and had a 
distinguished political career under the 
Ostrogothic king Theodoric. He was accused 
of treason in 523 and imprisoned at Pavia 
until his execution (c. 524). 

Boethius's scholarly career was guided by 
his commitment to preserving and making 
accessible to his Latin contemporaries the 
great philosophical achievement of ancient 
Greece. Though he expressed the intention 
of translating and commenting on all of Plato 
and Aristotle, nearly all of his work of 
this sort was devoted to Aristotle's Organon. 
His extant works include translations of 
Porphyry's lsagoge and Aristotle"s Cat­
egories. De interpretatione, Prior Ana­
lytics, Topics. and Sophistici elenchi; and 
two commentaries on the lsagoge and De 
interpretatione. and one on the Categories. 
We have only his notes for the commentary 
on the Prior Analytics; his translation of the 
Posterior Analytics and his commentary on 
the Topics an, lost. He also commented on 
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Cicero's Topica. His own treatises on logic 
are De syllogism is hypotheticis, De syllogismis 
categoricis, Imroductio in categoricos syl/o­
gismos, De divisione, and De topicis differ­
entiis. 

Boethius considered logic an intellectual 
discipline in its own right but also an essential 
tool for other intellectual disciplines. In four 
of his five theological treatises ( De Trinitate, 
Utrum Pater et Fili us, Quomodo substantiae, 
and Co/lira E111hyclren et Nestorium) he 
shows its instrumental value for Christian 
theology by using Aristotelian logic, par­
ticularly the doctrines of the categories and 
predicables. to clarify and resolve theological 
issues. De Trinitate, for instance, includes a 
historically influential discussion of the 
Aristotelian categories and the applicability 
of various kinds of predicates to God. 

Boethius shared the common Neoplatonist 
view that Plato and Aristotle could be har­
monized by following Aristotle in logic and 
natural philosophy and Plato in metaphysics 
and theology, and the theological treatises 
show his development of Aristotelian logic 
within the framework of Platonist meta­
physics. He distinguishes two kinds of forms: 
forms that are conjoined with matter to 
constitute bodies - he calls these "images' 
(imagines) - and forms that are pure and 
entirely separate from matter - he calls these 
'true forms' and "the forms themselves'. The 
former. enmattered forms, depend for their 
being on the latter, pure forms. 

These three sorts of entities - bodies, 
enmallered forms. and separate forms - are 
the respective objects of three different cog­
nitive activities which constitute the three 
branches of speculative philosophy. Natural 
philosophy is concerned with enmattered 
forms as enmallered, mathematics with en­
mattered forms considered apart from their 
maller (though they cannot be separated 
from matter in actuality), and theology with 
the pure and separate forms ( see also his first 
commentary on the /sagoge I. 3 and De 
conso/atione philosoplriae V, Prose 4). 
Boethius thinks that the mental abstraction 
characteristic of mathematics is important for 
understanding the Peripatetic account of 
universals (see his second commentary on the 
/sagoge I, 10-11): the enmattered. particular 
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forms found in sensible things can be con­
sidered as universal when they are considered 
apart from the matter in which they inhere 
(though they cannot actually exist apart from 
matter). 

His last and most famous work, De con­
solatione philosophiae, contains discussions 
of the nature of human happiness and the 
good (Book III); the problem of evil (Book 
IV); providence, fate, and chance (Books 
IV-V); and the apparent incompatibility of 
divine foreknowledge and human free choice 
(Book V). 

Boethius's work was extremely influential 
for philosophy in the Middle Ages. Until the 
recovery of the works of Aristotle in the 
mid-12th century, medieval philosophers de­
pended almost entirely on Boethius's trans­
lations and commentaries for their know­
ledge of pagan ancient philosophy, and his 
treatises on logic continued to be influential 
throughout the Middle Ages. The pre­
occupation of early medieval philosophers 
with logic and with the problem of universals 
in particular is due largely to their having 
been tutored by Boethius. The theological 
treatises also received wide allcntion in the 
Middle Ages, giving rise to a commentary 
tradition extending from the 9th to the 13th 
centuries. 
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Bolzano, Bernard 

Bernard Bolzano was horn in Prague on 5 
October 1781, son of a German mother and 
an Italian father, and died there on IM 
December 1848. He studied philosophy, 
mathematics, physics, and theology at the 
Charles University in Pragu.:, graduated for 
the Ph.D. and was ordained a priest in 1805, 
and became the permanent holder of a newly 
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founded chair in the science of religion at the 
university in 1806. Owing to his public criti­
cism of the Austrian constitution and the 
expression of certain pacifistic and socialistic 
opinions, he was dismissed in December 
1819. From 1823 to 1841 he composed his 
two main works, the Wissenschaftslehre 
(Sulzbach, 1837, in four volumes) and the 
pasthumous Gro/Jen/ehre. Bolzano's ontology 
mlluenced Edmund Husserl's philosophy and 
had a~ indirect influence on the logical 
semanllcs of the Warsaw school. Further­
m~re, his conception of ethics and social 
philosophy exerted a certain impact on im­
portant_ personages of the cultural life of 
~ohemia, and via his pupils and friends his 
ideas had an appreciable effect on the devel­
op:tnt of the Austrian system of education. 

d ready in the course of his earlv logical 
an mathem 1· 1 • • 
I al. a 1ca studies Bolzano had come 
o re IZe that th . . . . betw ere 1s a profound d1stmcuon 

( Urte~;~ the actual thoughts and judgements 
expres:• of human beings, their linguistic 
(Siitze IOns: and the abstract propositions 
indcpe:; Src:h) and their parts which exist 
and expr en_tly of these thoughts. judgements. 

ess1ons Tb . 
things (w· kt· · e difference between real 

ir ic:he D· . . l in space a d . mge) extstmg concrete y 
exist beyond lime and abstract objects which 
ontologica~ ;~a_ce and time is a fundamental 
sophy. In his ISllnction in Bolzano·s philo­
subsistence (Dterrr_unology. real things have 
have logical e ~em) whereas abstract objects 

The first b xi_stence bare of subsistence. 
logical syste asac notion of Balzano ·s onto-

. rn is the 1 . d . - 1.e .. the s . part re at1on. Its omam 
somethinR _ : 1 01 all objects bearing it to 
abstract o·bje rnbraces concrete substances. 
The convcrs ~ts. and collections (/nbegriffe). 
· ·• don · • 1.e .. the set of. ta1n of the part relation -
contains Colle ~II 0 biects to which it is borne-

Some Coll' ct_ions only. 
. . cction 
mg an space a s are concrete sums exist-
(Me11ge11) or abnd time. the rest are sets 
are comp0 , d stract sums. Concrete sums 
. , e of s b 
i.e .• ,orces F u stances and adherences-
stances giv~ . orces applied to certain sub­
ri>"e Vorsre//i, Ilse 10 subjective ideas (subjek­
Further resu~gen). thoughts. or judgements. 
~oncrete sen1/ of such applications are the 
idea asap nce-occ b' · art of. . urrences. A su iect1ve 

a Judgement which is not itself 
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a judgement. The set of judgements is 
ordered by a causal relation. 

Bolzano's abstract world is constituted 
of sets. abstract sums. ideas-as-such (Vor­
stellungen an sich), certain properties 
(Beschaffenheiten), and objects constructed 
on the basis of these entities. Thus, sentence 
shapes are a kind of ideas-as-such, and 
certain complexes of ideas-as-such constitute 
propositions. Ideas-as-such can be generated 
from expressions of a language by means of 
axioms for the relation of being an object of 
something. Analogously. properties can be 
generated by axioms for the relation of some­
thing being applied to an object. The con­
verse of this relation - i.e .• the relation 
of an entity having a property. and the 
relation of being an object of an idea-as-such 
are fundamental ontological constants for 
Bolzano. 

Natural numbers are defined by Balzano as 
properties of bijective sets. and real numbers 
are essentially conceived of as properties of 
sets of certain infinite sequences of rational 
numbers. The analysis of infinite sets leads to 
a generalization of the part relation by scrap­
ping the Euclidean doctrine that the whole is 
always greater than any of its parts. The 
extension of the linear continuum of finite 
numbers by infinitesimals within the coarsest 
algebraic filter settles definite limits to 
Bolzano·s approach to non-standard ana­
lysis. 

A part relation in a narrower sense. namely 
the relation of being a subsequence of a 
sequence of abstract objects, holds among 
ideas-as-such and propositions. Further­
more, the relation of derivability (Ableit­
barkeit) holds among propositions. and true 
propositions are ordered by the relation of 
entailment (Abfolge). 

A proposition in Bolzano·s sense is a 
pre-existent sequence of ideas-as-such. Only 
propositions containing finite ideas-as-such, 
however. are accessible to the human mind. 
Hence, apprehensible propositions are pre­
existent finite sequences and in trying to 
define them one must forbear referring to a 
recursive method of construction with its 
implicit conception of a potential infinity. 

Among the relations holding between the 
constituents of the concrete world and the 
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may be called a conruition of the eternal 
reasons which guide the mind in the act of 
judgement. 

Body-Soul Relation. Although Bonaven­
ture accepted Aristotle's principle that the soul 
is the form of the body, he saw the relation 
between soul and body differently, since the 
soul itself has a hylomorphic structure. This 
enabled Bonaventure to conceive of the soul, 
its dignity, and its eternal destiny differently 
from the strictly Aristotelian position. While 
the Aristotelian form would cease to exist 
when the human person dies, the Bonaven­
turian soul can be thought to have a natural 
desire for the perfect happiness which Christ­
ianity believes to be its ultimate goal and 
hence as having a natural immortality. 

Bonaventure's work helped to consolidate 
the opposition to radical Aristotelianism and 
gave rise to a short-lived neo-Augustinianism 
among Franciscan scholars in the late 13th 
century. While his philosophical positions 
were soon superseded by the more Aristo­
telian orientation of John Duns Scotus, his in­
fluence as a master of the spiritual life has 
been extensive, especially in the German­
speaking lands of Europe. 

The critical edition of Bonaventure's 
works published as Opera omnia, ten vol­
umes (Quaracchi, 1882-1902), remains the 
most reliable Latin edition. 
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ZACHARY HAYES 

Boolean Algebra 
A Boolean algebra i, a domain of objects for 
any one of which, say X, a unary operation• 
yields another object • X of the domain as its 
·complement', and for any two of which, say 
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Y and Z, two binary operations n and LI 
yield objects YnZ and YLIZ of the domain, 
which among its objects contains also two 
constants O and 1, and all of whose objects 
satisfy the axioms 

(1) XnX = X 
(2) XnY= YnX 
(3) Xn(YnZ) = (XnY)nZ 
(4) Xn(YLIZ) = (XnY)LI(XnZ) 
(5) Xn0 = 0 
(6) Xnl = X 
(7) xn•x = o, 

as well as the further axioms (1')-(7') arising 
from ( 1 )-(7) by interchanging n and LI, and 
0 and 1. (This axiom system is a convenient, 
but not an independent one.) 

Example 1: The two-element set {l., T}, 
the constants l. and T acting as mutual 
complements,• l.=T, •T =l., with operations 
-, !:,. and 'v defined like •, n and LI by 
axioms (5)-(7), (5')-(7'). The importance of 
this minimal non-trivial domain appears from 
the fact that any equation f( c, ... .. c.) = I 
(where the expression on the left is built up 
from constants and/or variables by comple­
mentation, addition or multiplication), if true 
in {l.,T}, is true in all Boolean algebras and 
therefore derivable from the axioms for Boo­
lean algebras. Moreover, the interpretation 
of l. and T as truth-values 'True' and 'False' 
and of-,!:,. and 'v asnegation,,conjunction 
&, and adjunction v, respectively, estab­
lishes a connection with classical proposi­
tional logic. 

Example 2:The power set (i.e. the set of all 
subsets) of a given set S where the latter acts 
as 1 and the empty set as 0, and the opera­
tions are set-theoretic complementation C, 
intersection n and union U. 

Example 3: Any sub-algebra of the power 
set algebra of Example 2, i.e. any system of 
subsets of S which contains S as well as the 
empty set and is closed with respect to set­
theoretic complementation, intersection. 
and union (take the latter as the required 
algebraic operations, the empty set as O and S 
as I). According to a representation theorem 
due to M. H. Stone (1935, "Postulates for 
Boolean algebra and generalized Boolean 
algebras", American Journal of Mathematics, 



97 

57 703-32), every Boolean algebra is 
is~morphic to a field of sets of this kind. 

Example 4: The set of all propositions of a 
theory T is partitioned into classes of equi­
valent propositions by defining the class of 
propositions equivalent to a given pro­
position p by IPI = {x: 1-x ....., p} (where 
'1-x _ p' means that x ....., p is a 
theorem of T). With complementation, 
intersection, and union defined by •!pl = 
!,pl, IJ,lnlql = IP & qi, and lplulql = IJ,vql, 
the classes of equivalent propositions of a 
classical, i.e. two-valued theory T form a 
Boolean algebra, the Lindenbaum (-Tarski) 
algebra of T, with the class of all theorems of 
T as 1 and the class of all contradictions of 
T as o. Extensions of the concept of a 
Lindenbaum algebra for quantificational 
logic lead to polyadic algebras and related 
concepts of algebraic logic (see Thiel 1984 for 
a short survey). 

Example 5: If relations are viewed exten­
sionally, so that a binary relation R in a set 
Mis a subset of MxM (i.e .. a set of ordered 
pairs <x ,y>. x and)' members of M). and two 
binary relations R and S are considered as 
identical if xRy - xSy holds for all x. y of 
M, then the set of all relations in M is a 
Boolean algebra with respect to complement­
ation •(xRy) = ,(xRy), logical multiplic­
ation xRynxSy = xRy & xSy. and logical 
additionxRyUxSy = xRy v xSy (in fact. this is 
the power set algebra of .\tx.\f. cf. Example 
2). It remains a sub-algebra of the relational 
algebra we get by taking into account, 
additionally. the operations of conversion 
<R = yRx. relative multiplication xRy; xSy 
= (3 :) (.rR: & :Sy). and relative addition 
.rR1· + xSy = (\l:)(xR: v :Sy). Algebras of 
rel~tions ( binary or. more generally, n-ary) 
are among the fundamental structures of the 
older algebra of logic, now absorbed by 
algebra (as a mathematical discipline), 
metamathematics. and algebraic logic. 

Boolean logic has its origin in the early 19th 
century's growing interest in the purely 
formal side of the laws governing different 
number systems, of methods for the solution 
of differential equations, and of pure algebra, 
culminating in the development of a ·symbol­
ical algebra' many features of which became 
paradigmatic for 'symbolic logic'. 

BOOLEAN ALGEBRA 

Although many pertinent ideas can be 
found in some logical fragments of Leibniz 
(not published before 1840), the first 'algebra 
of logic' was created neither by him nor by 
George Boole (1815-64), but by Augustus 
De Morgan (180&-71), even though later 
developments normally referred ( often critic­
ally) to Boole's An Investigation of the Laws 
of Thought on Which are Founded the Math­
ematical Theories of Logic and Probabilities 
(London: 1854). While Boole in The Math­
ematical Analysis of Logic (1847) had aimed 
at expressing the traditional Aristotelian logic 
by algebraic means, he states its real achieve­
ment in "The calculus oflogic" (1848) as "the 
application of a new and peculiar form of 
Mathematics to the expression of the opera­
tions of the mind". Also the Laws of Thought 
are "designed, in the first place, to investigate 
the fundamental laws of those operations of 
the mind by which reasoning is performed". 
Since the laws of classes and of their relations 
are "dependent upon the constitution of the 
intellect" (Boole 1848), Boole applies his 
"algebra of O and l" to traditional logic, but 
with a strong psychological, pedagogical, and 
even religious motivation and purpose. 

Boole, as Leibniz before him, makes a 
point of the variety of possible interpreta­
tions of his calculus of logic. A 'universe of 
discourse' having been fixed as 1 (and Oas its 
complement), schematic letters refer to 'elec­
tions' either of individuals (each election 
producing a class), or to 'cases and conjunc­
tures of circumstances' (each selection pick­
ing those cases in which a given proposition is 
true). In the class interpretation (which 
enables Boole to reproduce the Aristotelian 
syllogistic), 'x = O' designates that x is the 
empty class, in the propositional interpreta­
tion, that the proposition Xis false (and 'X = 
l' that it is true). 'If X. then Y' is rendered as 
"All the cases of X being true, are cases of Y 
being true", and expressed as x(l-y) = 0. 

In An Investigation of the Laws of Thought, 
we have 'primary propositions' ( about 
things) and 'secondary propositions' (about 
other propositions being true or false), and 
the conditional 'if X is true, Y is true' is 
interpreted as saying, "the time in which Xis 
true. is time in which the proposition Y is 
true". Here Boole, returning to his earlier 
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expression of 'all X's are Y's' by 'x = vy' ("the 
X's are some indefinite part of the Y's"), 
offers as alternative expression of the con­
ditional the formula 'x = vy', to be read "the 
time vyinwhich Yis true, isan indefinite part 
of the time x in which Xis true". Boole's use 
of this 'indefinite' symbol has provoked much 
criticism from contemporary and later authors 
on symbolic logic, initially above all from 
William Stanley Jevons (1835-82), Hugh 
MacColl (1837-1909), Alexander Macfarlane 
(1851-1913), and John Venn (1834-1923), 
who were the most important early contrib­
utors to the 'algebra of logic'. 

Boole's logic was discussed and improved 
upon in lively debates and 'friendly contests' 
(MacColl, 1881, "Implicational and equa­
tional logic", The London, Edinburgh, and 
Dublin Philosophical Magazine and Journal 
of Science (5), vol. 2, 40-3) among particip­
ants who may be said to have constituted a 
'logical community' during the time from 
Boole's An Investigation of the Laws of 
Thought to the work by Ernst Schroder 
(1841-1902) Vorlesungen uber die Algebra 
der Logik (Exakte Logik) (1890). The latter 
is a kind of 'Summa' of all earlier methods 
and results of the classical algebra of logic, 
particularly of the work of Charles Sanders 
Peirce and Christine Ladd-Franklin (1847-
1930), and highly valued up to now, along 
with Louis Couturat's L 'algebre de la logique 
(1905, 2nd edition 1914) and C. I. Lewis's A 
Survey of Symbolic Logic ( 1918, abridged 
2nd edition 1960). 

Boole ·s algebraic methods of development 
and elimination led to modern normal forms 
and decision procedures, and designers of 
digital computers use improved Boolean 
methods for realizing logical functions by 
minimal chains of operations. Edmund Hus­
serl's criticism of Schroder for favouring 
extensional logic opened a controversy about 
a ·(ogic of content' (/n/raltslogik), a contro­
versy which was however ultimately bypassed 
by another style of doing logic with 'implica­
tional' calculi. It seems that metaphysical and 
even ontological considerations have played 
a motivational part in this development, and 
separated logician, according to their inter­
pretations of logical system, (the most 
interesting question being that of 'existential 

98 

import'), but that they have not influenced 
the development of (Boolean or general) 
algebra of logic in any significant way. 
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CHRISTIAN THIEL 

Boscovich, Roger Joseph 

Life and Career. Boscovich, the great scient­
ist and philosopher of nature, was born in 
Ragusa (Dubrovnik) on 18 May 1711. 
Dubrovnik, now part of Yugoslavia. was at 
that time an independent mercantile and 
Catholic republic surrounded by Ottoman 
territories, and Boscovich 's Dalmatian father 
and Italian mother both came from families 
engaged in commerce. He was one of a large, 
energetic, and gifted family, and after attend­
ing the Jesuit school in Ragusa. went to 
Rome to the Collegium, to train as a Jesuit 
priest. 

His life and achievements show him to 
have had a most remarkably versatile genius. 
At the age of 24 he began a Latin verse work 
on eclipses, D,· Solis 11c L1111m· /Jef,•ctilms. in 
1736 he published work on establishing 
details of the sun's rotation from just three 
observations of sun-spots. and in 1737 he 
provided a reduction of all spherical trigo­
nometry to six fundamental propositions. In 
1740. while still a novice. he became pro­
fessor of mathematics at the Collegium 
Romanum. In addition to papers on topic, 
of dynamics. astronomy. and instrument 
design. he was involved in reassuring the 
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Pope over the stability of the_ ~ome of St 
Peter's, and in a two-year exped1t1on through 
the Papal States ~o _ me~ure the length o_f a 
degree of the men~1an, ~m port ant for testmg 
s· Isaac Newton s claim as to the oblate 
hir of the earth. His work in engineering s ape . 

consultancy later. extended to Vienna a~d 
Milan, and to an important report on dram­
. the Pontine Marshes. 
m~n the period after 1757, Boscovich became 
more and more involve~ in diplomatic work, 
representing either h_1s order or various 
governments in foreign courts, and he 
became a traveller th~oughout Europe, from 
London to Constantmople, and Poland to 
Italy. It was during t_his ~riod _that his 
masterpiece, the Theor,a ph1/osoph1ae nam­
ralis, appeared (Vienna 1758. corrected 
edition Venice 1763). The extended absences 
from Rome meant that he could not retain his 
post at the Collegium Roman um. and in 1764 
Boscovich took up the chair of mathematics 
at Pavia. This was combined with work on 
establishing a new astronomical observatory 
at Breda. a Jesuit house in Milan. which 
might have accomplish~d great thi~gs. 
especially in the exploration of aberration. 
had not personality clashes frustrated such 

hopes. . 0 d • . . . E 
The Jesuit r er s pos1t1on m urope 

became increasingly threatened. and in 1773 
the general suppression of the order oc­
curred. This involved the loss of all the 
Jesuits" institutions and put Boscovich in a 
very difficult position. from which he was 
rescued by appointment to the French 
government post of Director of Naval Optics 
in Paris. This was an astronomer·s role. which 
he filled with distinction. improving tele­
scopes and n:1vigational manuals. and con­
tinuing with theoretical scientific work. 

Bv 1783. now ailing. he returned to Italy, 
worked on producing a collected works, and 
died on 13 February 1787. 

The Theoria. Boscovich produced over 100 
scientific publications. but his renown rests 
on his theory of the constitution of matter. his 
doctrine of puncta or material points. The 
physical world consists of unextended, 
mobile. centres of physical action, without 
shape. size, or internal complexity. Familiar 
bodies consist of finite numbers of these 
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points. Every point acts on every other point; 
each accelerates the other. Whether the 
reciprocally induced motions tend to increase 
or decrease the distance between any two 
points depends only on the distance between 
them; the action is at some (small) distances 
repulsive, then attractive, then repulsive 
again, until at sensible distances a steady 
attractive influence sets in. very close to 
Newtonian inverse-square gravitational 
attraction. 

This vision of a world of physical points, 
related by attractive and repulsive acceler­
ations, had its antecedents, in Leibniz, Vico, 
Swedenborg, and Michell, and it was taken 
up, to a greater or lesser degree, in the work 
of Kant, Priestley, Faraday, and Kelvin. But 
the fullest, clearest, most thorough and most 
original version of the theory is Boscovich's. 

His first statement of the idea that puncta, 
rather than solid, massy, Newtonian cor­
puscles, lie at the base of the world of matter, 
occurs in De viribus vivis, written in 1745. 
But the Theoria philosophiae naturalis, 
redacta ad ,micam legem virium in natura 
existentium is the locus classicus. Its title is 
instructive: Boscovich 's theory can be viewed 
as the ideal form of a pure classical atomism. 
There is just one single kind of fundamental 
particle, so all particles are exactly alike. And 
these puncta have only one significant 
physical characteristic (apart from position 
and motion), namely their propensity for 
inducing accelerations in one another. This 
propensity is the same for all puncta. It is a 
central action, acting always along the line 
joining the two points involved. It is pre­
sented in the famous graph: 

\' 
A 

Figure 1 
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The curve is continuous, and can be rep­
resented algebraically as a single function: it 
expresses a single law and vies for simplicity 
with any other pattern of positive and 
negative action. 

The title ofthe Theoria calls this law a force 
law. Most commentators now think that the 
theory is kinematic rather than dynamical: 
there is no intrinsic mass in these points, and 
no mechanism is proposed for the exertion of 
any force. Rather, it is a fundamental, con­
tingent fact that the accelerations induced at 
finite distances by finite numbers of puncta 
are always finite and always conform to the 
same single law. The law is better understood 
directly as a law of accelerations, rather than 
a law of forces whose consequences are 
accelerations. 

Material points are the simplest possible 
fundamental items. Without inner com­
plexity, they can give rise to no problems over 
the cohesion of their parts or their potential 
instability. Without volume, they deny the 
existence of any truly extended. matter, and 
thus they do away with the awkward dicho­
tomy offu/1 and empty space characteristic of 
the Democritus-Newton corpuscular tradi­
tion. 

The repulsive arm of the curve, at very 
small separations, is asymptotic to the 
ordinate. The mutual repulsion of two points 
increases without limit upon indefinitely 
close approach. So two points can never 
coincide. Real contact never occurs. This 
solves the notorious problem, for collisions 
among infinitely hard corpuscles, of infinite 
acceleration ( or equivalently, the possession 
of many different velocities simultaneously) 
as two colliding particles share their 
momenta. 

Boscovich's theory is sheerly qualitative: 
he did not claim to know how often the curve 
winds about the abscissa, nor how large or 
violent are the reversals from attraction to 
repulsion. The theory does furnish a lucid 
research programme, however, and Bosco­
vich emphasized the importance of the zero 
points where the curve crosses the axis, and 
there is no mutual acceleration. Where in­
creasing the separation at a zero point would 
involve an increasing attraction, and closer 
approach would produce repulsion, two 
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points will be in stable equilibrium. Such zero 
points are points of cohesion, and groups of 
puncta at such distances apart can form very 
stable structures. So Boscovich was able to 
propose the existence of a hierarchy of mo­
lecular 'particles', primary ones being stable 
groups of points, secondaries stable groups of 
primary particles, etc. This conception is 
present in Newton's work, and Boscovich 
saw himself as carrying Newtonian science 
forward. But Boscovich's scheme has a clear 
and intelligible way to explain the formation 
of complex particles, and resources to account 
for the cohesion, the instability, and the 
many different reactions which physical and 
chemical experimentation reveal. The hier­
archy of complex particles makes it possible 
for uniform puncta to display the selective 
affinity of chemical reactions and such polar 
phenomena as electricity and magnetism. 

Speculative Possibilities. Boscovich's 
theory is not only fertile and flexible in 
handling familiar material phenomena, but it 
lends itself to wide-ranging speculation. For 
example, if the curve of accelerations were, 
at some large separation, to become in­
definitely largely attractive, this would set a 
maximum volume to the physical world we 
inhabit, while providing for further, isolated, 
worlds beyond: we could never contact them, 
nor they us. We may live in just one of many 
'nested' worlds. 
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Again, if we suppose two (or more) sorts of 
puncta, with each sort completely indifferent 
to every other sort, then worlds made from 
different sorts could 'float through' one 
another, or share the same space, yet have no 
effect upon, and hence no knowledge of, one 



another. Since the points have no volume, 
there is room for any number of such super-
imposed possible worlds. . . 

Modern Developments. T~e idea of ~•mple. 
structureless fundament~l tie~~- which can 

ach one another mdefimtely closely, 
~~~:~mained a powerful f?rce in theoretical 
physics. Electron~, neutnnos, a_nd. q_ua~ks 
bear wimess to this. And Boscov1ch_s_ms1st­
ence on the mea~ure~ent relat1v1ty ?f 
space, time, and motion 1s ~lso thoroughly m 
k ping with modern physical thought. But 
. ee ther respects his theory has not withstood 
mo . . . W 
th test of ongoing mvest1gat1on. e are as 
f eas ever from any theory of a single type of 
~ . . 

fundamental item. Electromagnetic mter-
actions are not central. and depend not only 

n mutual distance but also on mutual ,·elo­
~il}'- Our modern particles ~re neither stable 
nor permanent. Boscov1ch s theory has no 
place for fields. And quantum theory 1s at 
odds with the Principle of Continuity which 
informs all his thought. 

Ne\'erthekss. it is to Bosco\'ich above all 
that we owe our possession of one of the great 
permanent optio~s in the philosophy of 
nature: mutual acuon among pomt particles. 
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KEITH CAMPBELL 

Bradley, F. H. 

Francis ~krb.:rt Bradl.:y was born in London 
in 18-16 and died in l 92~. Hi: was awarded 
a fellowship at M.:rton Colleg.:. Oxford. in 
1870. Th.:re wen: no t.:aching duties attached 
to this fellowship and it was terminable only 
on marriage. Bradl.:y n.:wr marri.:d and so 
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remained at Merton for the rest of his life. He 
was a dominant figure within British philo­
sophy in the late 19th and early 20th centuries. 
His influence was achieved almost solely 
through three books and a multitude of 
papers in academic journals. This influence 
declined as that of Bertrand Russell, G. E. 
Moore, and Ludwig Wittgenstein increased. 
Russell"s technical grasp of mathematics, 
symbolic logic, and physics - together with 
the force of his personality - enabled him 
increasingly to determine what were to be­
come the central philosophical problems for 
academic philosophers both in Britain and in 
the United States. However. it is difficult to 
see that Russell, or any of the younger 
philosophers, in any conclusive way. showed 
Bradley's central arguments to be mistaken. 
It was rather that they succeeded in changing 
the framework within which the staple diet of 
philosophers· problems came to be framed. 

Bradley's three books were Ethical S111dies 
(1876), Principles of Logic (1883), and 
Appeara11cea11d Reality (1893). His academic 
papers were published as Essays on Trlllh and 
Rea/ii}• (1914) and in two volumes of 
Collected Essays (1935). The latter contain a 
high proportion of papers on topics on the 
borderline between psychology and philo­
sophy. A small book, Aphorisms, was pub­
lished in I 930. 

Bradley's thought no doubt has Kantian 
and Hegelian ancestry but it finally issues in 
a philosophy which is thoroughly British in 
its unsystematic mode of presentation, its 
sceptical tenor, and its respect for sense 
experience as opposed to thought. 

Bradley's scepticism is profound in the 
sense that it relates equally to our knowledge 
of our own mental states and to our know­
ledge of external objects. It is a scepticism 
in regard to the metaphysical adequacy of 
knowledge obtained by what Bradley calls 
·relational" thought. i.e. thought that is 
linguistically communicable. 

My Real World and the Multiplicity of 
Worlds. In Bradley·s view there is a sense in 
which it is impossible for me to be sceptical in 
regard to the existence of the objects of my 
sense-perceptions at any given moment. This 
is so since it is essential to my idea of some­
thing that exists in the real world of fact that 
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it exists in the spatio-temporal series that 
contains my present perceptions and their 
indexically demonstrable objects. i.e. my 
body and the objects I can here and now point 
to and touch. Correspondingly it is essential 
to my idea of a dream object, or something 
that is illusory or merely imaginary, that it 
does not exist in the real world of fact. 

The system of existence which I think of as 
the real world of fact will be thought of as 
containing all human beings' acts of thought 
and sense-perceptions, and all the ·macro­
scopic' objects of their veridical perceptions­
e.g. the tables, chairs, buildings, trees, 
mountains, and so on which play a funda­
mental role in their practical lives. But it will 
not contain, for instance, the objects falsely 
believed to exist by human beings in their 
non-veridical perceptions or in their mis­
taken empirical or historical conjectures. Nor 
will it contain, in any straightforward sense, 
the imaginary worlds of human beings' 
fictional creations, or logical objects like 
numbers or propositions, or moral values or 
God or the ultimate particles of contem­
porary physics, and so on. However, all such 
worlds or thinkable systems of objects will, in 
various ways, play important roles in human 
beings' lives. In his metaphysics Bradley 
rejects the view that the reality of such 
·unreal' worlds or systems of objects can be 
intelligibly reduced to the datable psycho­
logical acts in which human beings in fact 
think of them. 

In Bradley·s view, therefore, there will be 
an indefinite multiplicity of more or less 
conflicting worlds or systems of objects think­
able and knowable by human beings in their 
datable psychological acts of judgement and 
thought-impregnated perception. Within the 
context of such acts more or less complex 
'ideal contents', or 'ideal constructions', will 
be predicated of, or referred to, reality by the 
person from his point of contact with it in 
immediate experience. The more compre­
hensive and coherent such an ideal construc­
tion, the more satisfying will it he to the 
intellect and the more truth and knowledge 
will it contain. 

Bradley's Critique of Relational Thought. 
However, Bradley argues in his metaphysics 
that no system of object, known in terms of 
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an ideal construction, no matter how compre­
hensive and coherent the construction might 
be, could ever constitute anything more than 
a more or less inadequate appearance of 
reality. No specific system of objects could 
ever be reality as it is in itself. 

The arguments of the first book of Appear­
ance and Reality, particularly in Chapters II 
and Ill, play a crucial role in this conclusion. 
The upshot of those arguments is (a) that the 
purely formal concepts corresponding to the 
grammatical categories of substantive and 
adjective (i.e. the concepts thing, quality, and 
relation) are necessarily exercised in all our 
linguistically communicable acts of judge­
ment and thought-impregnated sense­
perception, and (b) that these formal con­
cepts are inherently self-contradictory. 

From these premisses Bradley concludes 
that all relational thought must eventually 
lead to self-contradiction. Therefore, no sys­
tem of objects of a human being's thoughts, 
or thought-impregnated perceptions, could 
conceivably constitute reality as it ultimately 
is. This conclusion rests on the premiss that 
the principle of non-contradiction provides 
us with a negative criterion of truth. 

We can take the principle of non­
contradiction to assert that for any possible 
subject of predication, R, R cannot be un­
conditionally both " and not-a. We cannot, 
Bradley argues, deny, or even doubt, this 
principle without presupposing it. Hence we 
can know that reality as it ultimately is cannot 
contradict itself in the way that the particular 
objects and systems of objects of our re­
lational thinking and thought-impregnated 
perceptions inevitably do. 

Bradley then shows in detail how contra­
dictions in fact arise when the formal con­
cepts in 4uestion arc exercised in our thinking 
with rc!lpcct to ~pace and time, movement. 
causation, activity, and the self. lie thus 
shows how these specific uhjcc·ts of our 
knowledge, and any system, involving them, 
can at hcst he taken tu he more or less 
inade4uatc appearance, of reality. 

The Constructive Arguments in Bradley's 
Metaphysics. Bradley due, nut rest with this 
merely sceptical conclusion. In Book II of 
Appearance am/ /frality (Chapter XIII) he 
argues that we can, after all. draw some 
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ositive. albeit formal. ~onclusions as _to the 
p . nature of reahty. The premiss for 
ul~ma~ of Bradley's argument is the thesis 
th1s pa true negative judgement must rest 
that any . . h t h' h . 
for its truth on a po_s1t1ve c. arac er w. 1c 1s 

assessed by the logical subJect_of the Judge­
p Hence, Bradley argues, smce we know 
ment. · I · I b · f that reality (the u_lt1~ate ogica su iect o 

ssible pred1cat1on we make) cannot 
any podi'ct itself we can infer that reality 
contra ' . 
must in its ultimate nature be a consistent 

of existence. But, as Bradley 
system . , . h' 

k wledges, 'consistent m t 1s context 
ac no . d' .1 cannot mean what 11 or man y means, 
namely the relational property that any two 
propositions possess when they are capable 
of being true together: It cannot be taken to 

an this, since reahty cannot be a mere 
;:tern of propositions. nor ex hypothesi is it 
adequately representable by any s~ch sys­
tem, no matter bow ~om~rehens1ve and 
consistent. Consistency m this context must 
be construed simply as that character which 
excludes the possibility of reality being ad­
equately represented in relational thought. 
Bradley normally uses the term 'harmonious­
ness· to designate this character. We can 
know. therefore. that reality must be a har­
monious system of existence. 

Further, we can know. as a corollary of the 
arguments of Book I of Appearance and 
Reality. that reality cannot be a plurality of 
independent indhidual substances. We can 
know this since we can know that any system 
of objects describable in a language in\'olving 
'the machinery of terms and relations· (as any 
pluralistic system must be) can only consti­
tute a more or less inadequate appearance of 
realitv. Hence. wc: can concludc: that reality 
must: in somc: sc:nsc: of thc: term. be a single 
uttc:rlv comprc:hcnsiw system of existence. 

Re~lity as Immediate Experience. Bradley 
thc:n asks if we can gi"e any material content 
to this merdy formal schema. Reality cannot 
be known as it ultimately is by means of our 
relational thinking and thought-impregnated 
perceptions. But we can. in Bradley's view, 
frame the idea of a mode of experience by 
means of which reality could be known per­
fectly and which would thus satisfy the 
demand intrinsic 10 our relational thinking. It 
would have to be an immediate. or non-
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thought-impregnated, experience. In that 
respect it would have to be analogous to 
the immediate experience against the back­
ground of which, in our acts of judgement, we 
predicate of reality our various ideal con­
structions. In such an experience there is no 
distinction between subject and object: it is, 
therefore, in a sense, 'blind'. But neverthe­
less there is something that it is like to have it. 
Its content is known by acquaintance in 
having it and it is thus a knowing-and-being­
in-one. 

Hence we can conclude that the ultimate 
subject of our predications could be known 
perfectly or with complete adequacy only in 
an immediate experience. In other words, 
reality could be known as it is in itself only by 
means of an experience in which there was no 
distinction (as there necessarily is in our 
thought-impregnated experiences) between 
the experience and the experienced. There­
fore we can conclude that if it is to be 
knowable as it is in itself, reality itself must be 
an immediate experience. It must, of course, 
be an immediate experience of an altogether 
higher kind than that enjoyed, or suffered, by 
finite centres of experience. And we can 
know, given that we have already established 
the formal features that reality must have, 
that the identities of the totality of apparently 
different finite centres of experience must 
somehow be embraced in the single utterly 
comprehensive, and therefore self-subsistent, 
experience constitutive of reality as it is in 
itself. 

Of necessity we cannot frame any idea of 
what such a totally harmonious immediate 
experience would be like. Moreover, the 
increasingly satisfying experience that we can 
in fact enjoy in our thinking (as we succeed 
in making our various ideal constructions 
increasingly comprehensive and coherent) 
could never, without losing its relational 
nature. be identical with that utterly compre­
hensive and harmonious experience which is 
what Bradley calls the Absolute. 

The Solution of the Dilemma of the Relation 
Between Thought and Reality. Bradley con­
cludes that if we accept his account of the 
Absolute (as a single self-subsistent supra­
relational experience somehow embracing a 
totality of finite centres of experience and 
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appearing more or less inadequately in their 
thinking and thought-impregnated experi­
ences) we can solve a dilemma that renders 
self-contradictory all other attempts to give 
an account of the nature of the relation 
between our thought and reality. The 
dilemma stems from the fact that we are 
constrained to assert that reality must be 
different from our thought. We must do this 
since we must take our relational thought, in 
so far as it is true, to be true in virtue of how 
reality is quite independently of our thinking 
about it. But then, it seems, we cannot give 
an intelligible account of the difference be­
tween thought and reality, since in order to 
do so we would need, so to speak, to stand 
outside both thought and reality and think 
truly about them. 

Bradley argues that his account of the 
Absolute successfully portrays reality in its 
ultimate character as something quite differ­
ent from mere relational thinking but at the 
same time it does not portray it as an utterly 
transcendent and unknowable thing-in-itself. 
The ultimate subject of our predications 
(reality) is portrayed as essentially other than 
relational thought but yet as (a) something 
we can infer the character of simply by 
reflection on the demand for comprehensive­
ness and coherence intrinsic to our thinking 
and (b) something in the experience of which 
the demand intrinsic to our relational thought 
would be satisfied perfectly. 
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Brentano, Franz 

Franz Brentano was born at Marienberg, 
near Boppard/Rhein, on 16 January 1838 
into a distinguished German family of Italian 
origin and brought up in a Roman Catholic 
background. He studied both philosophy and 
theology, inter alia with Adolf Trendelenburg, 
to whom he dedicated his doctoral disserta­
tion Von der 111a1111igfachen Bedeutung des 
Seie11de11 nach Aristote/es. He received his 
Ph.D. in 1862, was ordained a priest in 1864, 
and in 1866 he received his habilitation in 
Wiirzburg where he was Privatdozent and 
professor of philosophy until 1873. In that 
year he resigned from his chair as a result of 
the tremendous pressures he had had to face 
ever since his paper of 1869 on papal in­
fallibility, in which he had argued that the 
doctrine was unnecessary, dogmatically 
wrong, and lacking in historical support. 

After the proclamation of the dogma of 
infallibility, Brentano had less and less in 
common with Catholicism, because he could 
not tolerate feeling himself obliged to assent 
to non-evident and indeed wrong principles. 
Carl Stumpf and Anton Marty, famous 
students of his in Wiirzburg, joined him in 
this view. From 1874 until 1895 Brentano 
served in Vienna. In 1879 he left both the 
priesthood and the Church. In 1880, he took 
up Saxon citizenship in Leipzig, where he was 
also married - as a result of which he was 
once more driven to resign his professorship 
in Vienna, where he served from 1880 as a 
mere Privatdozent. His most well-known 
students there were Edmund Husserl, Alexius 
Meinong, Christian von Ehrenfels, Thomas 
G. Masaryk, and Sigmund Freud. 

After leaving the University of Vienna, 
Brentano spent his life alternately in Florence 
(in 1896 he became an Italian citizen). and 
Schonbiihel, Austria. His last two years he 
spent, still deeply involved in scientific work, 
in Zurich, where he died on 17 March 1917. 

Brentano was inspired especially by the 
philosophy of Aristotle. whom he regarded 
a, a 'man of all times'. Much of his work is 
dedicated in a critical spirit to Aristotelian 
issues. especially concerning psychology and 
ontology or metaphysics. 

Psychology. Already in his habilitation 
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thesis, Die Psychologie des Aristoteles of 
1867 Brentano sets forth the programme 
i his psychological theory of knowledge. 
;r chology, Brentano holds, has to invest-

sy b' t ' th I d ·1 igate its ·proper o Jee ~ : e s~u an 1 s 
rts or faculties, especially the mtellectual 

r:culties. This, he thought,. will provide the 
i dation for an entire philosophy, so that ::::.tano was pred!cta~ly accused_ of psycho­
lo ism. Toe invest1gat1on of the mtellectual 

grt of psychology, he tells us, "leaving 
pa h . I . I " totally aside the more ~ ~s10 og1ca part , 
will in fact provide the pnn~•p!es f?r al( other 
sciences. Or. as he puts 11 10 his still un­
published Lectures on_ Metaphysics ?f 

0
1867 

nwards, all other sciences get their pre­
~ble' and ·precondition' from psychology 
which. in turn, is their ·foundational integral 

part'. 
Brentano seeks not a complete ·com-

pendium of p_sychologf, however. _Rather 
his intention 1s to provide a sctent1fic and 
rigorous foundation for the discipline in 
a way that will replace the multiplicity of 
theorems with a ·unity of conviction· and 
replace the many psychologies current in his 
day by ·one psycholo~y· (Psycltology from 
an Empirical Sw11dpo111t I. 1874; hereafter 
PHcitology I. cited after the 1924,1973 
edition). Here. as elsewhere. his goal is to 
deduce the multiplicity of facts from a single 
unitv. 
~ptin Psychology or Ontology of Mind. 

First. however. an empirical Brentanian 
psychologist has the task of designating or 
describing the first or primal') dements of 
human consciousness from out of which 
conscious phenc1mena in general are built up. 
Descriptic1n. here. relates not to genetic or 
psychophysical preconditions but rather ex­
clusivclv to what the ps}chologist can gather 
from hi~ l'IWO ~xpericncc~. His inner aware­
ness has to grasp a cross-section of facts of 
human conscic1usness which will supply the 
necessary ·empirical material' for his psycho­
logical studies. Second, he has to ·notice' or 
'explicitly pem:ive · these experiences. Third. 
he has to hold fast (fixieren) what he has 
noticed. and to compare what is noticed with 
his own and others· knowledge. Fourth. he 
has to generalize the psychic experiences 
inductively in order to arrive at general 
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terms, and in order inductively to grasp 
general psychic laws expressed by means 
of these terms. Fifth, he has to 'apply de­
ductively' the general laws thus found, in 
order "to solve some otherwise unsolvable 
questions with regard to the elements" 
(Deskriptive Psychologie, Hamburg, 1982). 

The method of descriptive psychology, or 
'descriptive phenomenology', as Brentano 
also calls it, is that of analysis of the psychic 
elements, or of psychic phenomena in 
general, an analysis which will reveal how the 
parts are linked with one another in such a 
way that they function together to form a 
whole. Brentano emphasizes hereby that 
descriptive psychology and indeed philosophy 
have to utilize a method analogous to that of 
the natural sciences. What Brentano calls his 
"anatomy of the soul" is analogous to pro­
cedures both of its 'sister science' of physics 
and of metaphysics. 

Intentional lnexistence. Brentano held, 
with Aristotle (De An. 415a16), that the 
more psychology has developed, the more it 
has found that the most fundamental dif­
ferences are to be searched for in the relation 
of the mind 10 its object, in the different 
modes of our relation to the "immanent 
object of psychic activity" or the differe• 
modes of "intentional inexistence" of ti 
object (Psychology II, (1971), pp. 32-33 a1 
100; Deskriptive Psychologie, pp. 147-5. 
Die Psychologie des Aristoteles, pp. 75, 82). 

By intentional inexistence Brentano means 
to refer to an 'immanent objectivity', an 
'inner object' (etwas innerlich Gegenstiind­
liclzes) or, in medieval terminology, an esse 
objective. Sometimes he talks more simply in 
terms of "subjective behaviour [subjektisches 
Verhalten) of the soul". pointing out that: 

No one can properly doubt whether the psychic 
state which he perceives in himself exists. and 
whether it exists in such a way as he perceives it in 
himself (Psychology I. p. 14). 

Thus there is a certain Cartesian evidence 
pertaining to the psychic act with its two 
correlate moments of thinking and what is 
thought of. In his Deskriptive Psychologie 
Brentano deals almost exclusively with the 
act side of this relation in order to establish a 
·pure·. ·exact' mental science of the Cartesian 
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psychological properties of thinkings in 
general and of presentations, judgings, 
lovings, hatings, and so on, in particular. 

The Classification of Psychic Phenomena. 
In contrast to the traditional tripartite division 
of psychical phenomena into thinking, feel­
ing, and willing, Brentano proposed a classi­
fication of the psychical into: 

1. presentations (Vorstellrmgen), 
2. judgements, and 
3. emotions ("phenomena of love and 

hate", or "interest phenomena"). 

Presentations are, for example, the having of 
a concept, the experiencing of a red sense­
datum. As in Kazimierz Twardowski and 
Carl Stumpf, they are the 'fundamental func­
tions' of the mind. Acts of judging and 
emotional phenomena are 'superposed' upon 
them. A presentation is a ('one-sidedly 
separable') 'support' on the ground of which 
alone we can judge or have emotions. The 
acts of judgement and emotion thus super­
posed are new, additional, 'idiogenetic', 
categorially different states of mind, not 
(as in David Hume) mere aggregates of 
presentations, yet they are inseparable from 
('one-sidedly dependent' on) their bases. 
Judgings and emotions differ in that they are 
categorially different attitudes, though they 
are analogous in sharing a bipolarity between 
a pro-attitude (affirmation and love, respect­
ively) and an anti-attitude (negation and 
hate, respectively). Presentations lack this 
bipolarity. 

Metaphysics, or the Ontology of Things. 
Brentano interprets the person or the 'self as 
the bearer (the thinking substance) of its 
psychic acts or states (the accidents). He 
affirms a two-fold relation ('double energy') 
of every psychic state: on the one hand, 
the thinker is directed to some object (his 
'primary object'): at the same time, however, 
the thinker is directed also (e11 parergo, as 
Aristotle had said) to himself as 'secondary 
object'. This reflexive ego is both the subject 
and the object of psychology. In his Lectures 
on Metaphysics, and in his Theory of Cat­
egories (Kategorienlehre, Hamburg, 1974), 
Brentano develops on the basis of his psy­
chology what might be called an ontology of 
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things (substances and accidents). Where, in 
his psychology, he had 'set aside' the objects 
of 'outer experience', in the context of his 
metaphysics he argues for the value and 
validity of our mediate, indirect knowledge 
of bodily substances and their properties. 
Among such substances he includes such 
items as places, rooms, the sizes of things, 
and their temporal and local determinations. 
Brentano distinguishes a 'narrower' ontology 
('special metaphysics') from a broader 
ontology ('general metaphysics'). The latter 
deals: 

1. with issues of theology (God), and 
cosmology (world), with properties of 
all beings, including universals, pro­
positions, possibles, impossibles, noe­
mata, inexistence, past and future things 
(Brentano was later to reject non-real 
beings); 

2. with the parts of such entities; 
3. with the causes of such entities. 

Special metaphysics is the basic part of 
general metaphysics. It is concerned with 
the definition of the meaning of proper 
being (eigentlich Seiendes), of the nature. 
essence, substance, and principles of the 
things (res). In his early dissertations and 
lectures on ontology and metaphysics, 
Brentano already sets out this emphasis on 
rea/ia (cf. his later Turning Away from the 
Non-Real, [Die Abkehr vom Niclllrealen], 
Hamburg, 1966), or, as Tadeusz Kotarbiriski 
later puts it, on 'reism' or 'concretism'. The 
aim of special metaphysics. then, is to in­
vestigate Sachha/tigkeit (thingliness). not 
what is immanent in our mind (about which 
the psychologist and the logician speak). One 
of the most important concepts here is that 
of things and their physical. logical. and 
metaphysical parts. 

Physical parts arc, for example. the tail of a 
sparrow, the fingers of a hand. real parts of a 
real continuum. boundaries of bodies. and 
such unequal parts as, e.g .. mind and body. 
which Brentano secs as forming a (temporary) 
whole. Brentano here proposes a solution to 
the mind-body problem which is exprt•ssis 
verbis against the solutions of both Aristotle 
and Leibniz and also against atomism. 
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- al parts are, as for Aristotle, the 
• Log'\ a definition'; e.g. "colour [is) a 
pa~ 1 ~art of redness, being a Gestalt is a 
lo~c~ part of being a spherical Gestalt", 
logic on They are called 'logical' parts 
and soe a l~gical expression of a thing, i.e. its 
becaus . fh. h 
definition, consists o t. em _m _1 . e strong 
sense. The logical wh~le 1s an ~nd1V1dual of a 
certain genus. The log1cal p~rt 1s every part of 
its definition, thus genus, d1~erence, further 
d"ff ence ( difference of difference) etc., 

d
1 er to the lowest universality (species 
own I . I . I 

specialissima). Ev_e'?' ~g1ca ~art 1s mere y 
eptually or 'd1st1Dct1onally , not really, a 

cone I hi f h"h·· art of the logica w o_ e o ~ 1c ~t 1s a part. 
~us there is a_ sense ID ~h1ch un~ve~'.'1s do 

1 really exist ID separation from 1Dd1v1duals 
n~ the corresponding sorts. Brentano here 
0 esents the traditional problem of universals 
pr a problem of logical parts. 
as Under the heading metaphysical parts, 
Brentano discusses the relation of substances 
and accidents. of places, of time, and of 
thinking. Each different sort of metaphysical 
part belongs 10 its corresponding whole in a 
different way - designates, predicates. or 
categorizes it from another side. The dif­
ferent categories arise according to the way in 
which an accidental whole (e.g. a judging 
person. this red place) includes its substantial 
part (a thinking ~erson. the place itself). The 
substantial part 1s the sub1ect or substratum 
for one or more accidemal ..-holes (such 
and such a thinking. such and such places). 
The substan1i,1l part is an independent. one­
sidedly separable thing in its own right. a 
bearer of accidents. and as such it individuates 
accidents from one another. As Brentano 
puts it in the Th,·ory of Categories: '"Any 
knowledge is .ID accident, and any thing that 
has knowledge. is a substance". Elsewhere in 
this work. Brentano shows how to make use 
of the descriptin~ psychological theory of 
mental phenomena in the construction of an 
ontology or metaphysic-s as a descriptive 
empirical and therefore ·non-a priort science. 
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Bruno, Giordano 
Giordano Bruno (1548-1600), a Dominican 
in Naples, led an unsteady vagrant life, 
relocating in France, England, and Germany 
following the severence of relations with his 
order in 1576. In 1592 he was arrested by the 
Inquisition in Venice and was charged with 
heresy. Eight years later he was burnt publicly 
in Rome in the Campo dei Fiori. His works 
written in Latin and Italian deal with themes 
of cosmology, metaphysics, mnemonics, an<' 
moral philosophy. Together with Descartes 
Bruno is one of the fathers of modem thought. 
But unlike Descartes, who started his philo­
sophy from the cogito, Bruno saw concrete 
subjectivity or feeling as the real correlative 
of the world. In this respect Bruno completed 
the Renaissance discovery of man and world. 

Rated by their historical influence, Bruno's 
cosmological writings (La cena de le ceneri, 
De l'infinito universo e mondi), in which he 
accepts the Copernican system, are his most 
important. Copernicanism means to Bruno 
both liberation from the closed world of 
the Aristotelian hierarchical cosmos and 
a struggle against theological dogmatism. 
Unlike Galileo, therefore. Bruno is not to be 
seen as a founder of modem mathematical­
scientific rationality. He maintains a certain 
reserve as regards mathematical thought. 
The Copernican system serves Bruno only as 
a pillar of cosmological speculation on infin­
ity. speculation of a sort that is based on 
metaphysical principles. 
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Bruno's metaphysics, as developed in the 
dialogue De la causa, pri11cipio et ,mo, con­
nects the Aristotelian matter-form dualism 
to Platonic and Neoplatonic elements. He 
adopts an ontological position which dis­
solves the dualism of matter and spirit and 
makes of matter a dynamic principle. Bruno's 
conception of matter has a theological basis. 
He doubts the personalistic notion of God, 
and especially the doctrine of incarnation. 
The German idealists therefore have con­
sidered Bruno, along with Spinoza, as a 
follower of pantheism. And yet, despite his 
depersonification of God, Bruno maintains a 
difference between God and the world. To 
the world is attributed a reality which goes 
beyond what is allowed by the Christian idea 
of the creation. 

However, the terms 'universe', 'matter', 
and ·God' do not cover Bruno's thought in its 
entirety. His focal point is anthropology. 
Indeed, the individual as an acting and suf­
fering entity constitutes for him the standard 
of all philosophical concepts. Man, sharing in 
the abundance of the world, acquires a new 
self-consciousness. The self-consciousness of 
man facing the world is discussed by Bruno in 
his dialogue De gli eroici furori. Here man is 
seen as being a part of the world and at the 
same time as standing outside it. However. 
the dialectic of participation and alienation 
does not lead to nihilism in Bruno's view, but 
to a concept of mind which has been inter­
preted as hermetic, but which can better be 
referred to as a form of 'intensive thinking'. 
The transformation of metaphysics into 
a new concept of subjectivity hereby reaches 
its completion. 
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Biihler, Karl 

Karl Biihler was born in Meckesheim, 
Germany, on 27 May 1879. His parents were 
farmers. He entered the medical school of the 
University of Freiburg, where he received his 
M.D. in 1903. He then wrote a doctoral thesis 
in physiology under Johannes von Kries 
(1853--1928), with the title The Duplicity 
Theory of Colour Visio11. He had also begun 
philosophical studies at the University of 
Strasburg, where he earned a Ph.D. in 1904 
with a thesis entitled The Psychology of 
He11ry Home (Lord Karnes). After that, he 
worked as an assistant of Kries and carried on 
his psychological studies in Berlin under 
Benno Erdmann (1851-1921) and Carl 
Stumpf (1848--1936). In 1906, he became 
assistant to Oswald Kiilpe (1862-1915) in 
Wiirzburg and, in 1907, he submitted his 
habilitation thesis, 011 a Psychology of the 
Courses of Thi11ki11g. 

In 1909, Biihler followed Kiilpe to Bonn, 
and in 1913 on to Munich, where he was made 
extraordinary professor. After a period in 
Dresden, he became, in 1922. professor of 
psychology and head of the Psychological 
Institute at the University of Vienna. In 1938, 
he was imprisoned for philo-Semitic be­
haviour (his wife, Charlotte Biihler. was 
Jewish), but was able to make his way to the 
United States and ultimately to California, 
where he died in 1963. 

Psychology, for Biihler, is a science which 
straddles two domains: on the one hand, it is 
a part of the natural life sciences, along with 
biology and medicine; like them, it deals with 
animals and men. On the other hand, it is one 
of the humanities or Geiste.nvi.vsemchaften in 
that it investigate, the attributes and modes 
of being human. This view Biihler defended 
in the influential book of 1927. Die Krise der 
Psyclwlogie, in which he rejected the monism 
of methods that he saw in behaviourism. 
Erlebnispsycho/ogie and psychoanalysis. 

Biihler's lifelong intereM was in the steer­
ing or controlling of mental processes. He 
conceived of the mind a, embedded in a 
biological matrix but as constantly transcend­
ing it. lie started out as an outstanding 
member of the Wiirzburg School. where he 
investigated the thinking processes via a 
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·on-and-answer method. He was led to 
quesb certain ultimate elements of the 
postughlate rocess which he called Gedanken 
thou t ~ts, elements which are held to 
or thoug sensory quality or intensity and 
shoW ~o ageless. In order to describe the 
to be_ ,mf higher mental phenomena, Biihler 
genesis~ children and, together with his wife 
obs:;~te Biihler, published two books on 
~h llectual development. These saw the 
mte of humanization or Menschwerdung 
process . fl b - g divided into three stages: the rst 
as e•? characterized by the dominance of 
stagets b ·· ·1 d . . r- the second y trammg or tna -an -
m.simc' ') d th th. d . th t of error ('dressage ; ~n . ~ '.r ts a 
intelligence, which ts dtstingmshe_d by the 

"ll d use of intellectual and physical tools. t e spondingly, Biihler distinguished three 
o~e ti·onal systems: first is what he called 

mouva . f . f d 
1 re through the saus action o nee ; 

P easud is pleasure in activity or in functioning 
secon .d. 1 .. 
(Funktiollslust); th1r 1s p easure in creative 
work or Scl1affenslust. .. 

In his Vienna years. Buhler develop_ed 
especially his theory of language an~ lin­
guistics. He con~ent~at~d_on the function of 
the language-using ind1v1dual as a control 
system (S1euer1111g). whose effects he de­
scribed in his so-called ·or_ganon model'. 
Speech signs are seen as varying 11,~th respect 
10 the speaker, the hearer. and the objects 
and states of affairs to which they refer. The 
three basic functions of language are 

then: 

I. the expressiv.: function (Ausdruck). 
2. the app.:al function (Appell), and 
3. the representatiw function (Darstel-

lung). 

Biihler was inlluenc.:d also by the Gestalt 
psvchologists and introduc.:d Gestalt prin­
cipl.:s into the study of languag.: by conceiving 
the relation of th.: sp.:ech sign to its environ­
ment as a type of figure-ground relation. 
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Cajetan 
Cardinal Thomas de Vio, better known as 
Cajetan, was born in 1469 at Gaeta. He 
became a Dominican friar and is generally 
reckoned the greatest of the Renaissance 
commentators on Aquinas's writings. His 
literary career from 1494 to 1499 was primar­
ily philosophical, yielding the commentary 
on Aquinas's De ente et essentia and the 
original work On tire Analogy of Names. 
From 1499 to 1523 he mainly produced 
theological works, such as the commentaries 
on the Summa Theo/ogiae of Aquinas ( 1507-
22), while after 1523 until his death in 1534 he 
was occupied chiefly with biblical exegesis in 
which, as sticking to the original texts and 
insisting first upon the literal sense, he was 
something of a pioneer. 

The two elements of Cajetan's work most 
discussed in our own times are his treatment 
of analogy and, more recently. a supposed 
neglect of the ·existential' element (actus 
essendi) in Aquinas's metaphysics. Those 
who maintain the latter often fault him on 
analogy as well, as having presented a purely 
logical rather than a metaphysical doctrine 
thereof. 

But despite these criticisms (Gilson 1953), 
it would appear on closer analysis (Reilly 
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1967) that Cajetan's theory of metaphysical 
analogy as restricted to the four-term analogy 
of 'proper (i.e. non-metaphorical) pro­
portionality' (A is to B as C is to D) 
directly depends upon his Thomistic con­
viction that esse. the act of being. is really 
distinct from essence. Gilson (1953) seems to 
have been misled by Cajetan's adoption of 
Scotist terminology (esse actualis existentiae 
for esse, esse quidditativum said of the 
essence) - terminology which he, Gilson, 
regarded as •formally essentialistic' - into 
suspecting Cajetan of Scotism. A more in­
clusive examination ofCajetan's texts would 
show that the resemblance lay only in 
terminology. that of a later age, the thought 
being Thomist throughout (Elders 1985, p. 
149f.). 

In fact Cajetan, under pressure from his 
Scotist contemporary, Antonius Trombetta, 
concerning his use of esse ac111a/is existentiae, 
refuses to reduce the act of being of a 
substance to its extrinsic relation to its 
efficient cause (esse actua/is existentiae in the 
Scotist sense of a merely factual existence) 
but holds fast to the Thomistic sense of it, i.e. 
of esse, as "the most perfect ... the actuality 
of all things, and even of forms" (Aquinas, 
Sum. Theo/., I, 4, I ad 3) as his commentary 
makes plain. For besides three arguments 
for the real distinction between essence and 
the act of existing (esse) he goes on to answer 
ten objections posed by Trombetta (in an 
unpublished work) in a way that makes it 
plain that he is not just speaking of existence 
in general (but cf. Gilson 1953, note I) but 
of the unique act of being of each and 
every conceivable thing. Thus he makes plain 
that existence is not a further, spurious 
essence, but constitutes a different order 
altogether, to which all essence is purely 
potential. But he adds to this, in clarification. 
that essence and esse are not related as act 
and potency in the order of essence (the 
Scotist misreading of Aquinas). but in the 
order of existence: "act in the order of 
existence plus act in the order of essence do 
not give substance". for Cajetan, "but exist­
ing substance ... 

Here he adds that he find, no explicit trace 
ofthis doctrine in Aristntle, a remark indicat­
ing that he was not, a, ha, heen ,aid, more 
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purely Aristotelian than Aquinas, since he 
has just finished defending this specifically 
Thomist doctrine. 

In assessing Cajetan's doctrine of analogy 
one finds varying opinions among modem 
Scholastics (and others). For Cajetan the 
only metaphysical and hence proper type of 
analogy is that "according to (both) being and 
intention" (Aquinas, In I Sent. 19, 5, 2 ad!), 
the example given being precisely being 
(esse, act of being) itself. "Despite the fact 
that their quiddities (i.e. of substance, 
quality, quantity, etc.) are not only diverse 
but even primarily diverse, they do retain a 
similitude in this that each of them has a 'to 
be' proportioned to itself." This is called by 
Cajetan the analogy of proper proportion­
ality (not to be confused with the improper or 
·extrinsic' analogy of attribution or propor­
tion). Whereas proportion here means any 
relation of one thing to another, proportion­
ality "is given to a similitude of two pro­
portions", i.e. not to an equality (as in 
arithmetic, from which the idea is taken). 
Hence this analogy is not reducible to 
univocity but is found in reality itself. For 
in the metaphysical or real order ( as opposed 
to the order of essences) there is, it is 
claimed, no likeness of things to one another 
but only of proportions {of each thing to its 
own act of being). Hence the likeness in 
question is itself analogical, not univocal, and 
being is irreducibly an analogical concept, 
not able to be perfectly abstracted from what 
has it. 

This is why the basis of all ·proper' analogy 
is this analogy of the act of being, unique to 
each individual thing and because of which 
that thing is itself and not another. So this 
identity in nature of two acts of being is itself 
proportional, and Cajetan takes pains to 
show that proportional identity is a real 
specie, of identity and the only possible one 
through which one can argue in metaphysic-,; 
in such a way as to avoid the fallacy of four 
terms. In support he cites Aristotle: "con­
nexion, requiring proof which arc identical 
by analogy have middles also analogous" 
(Post. An. 99a. 16). Hence h" can speak of 
sci.,ntilic knowledge "of the analogous" as 
possible "if due attention is given to propor­
tionality". 
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Calculus 
The calculus has its principal origins in the 
determination of the slope of a tangent to a 
curve and the area enclosed under that curve 
relative to fixed axes. Some Greek math­
ematicians. especially Archimedes. devised 
procedures for both ty~es of p_roblem; 
activity increased especially dunng the 
I 7th century when the analytical geometry 
of Rene Descartes provided new algebraic 
techniques to express and extend these 
procedures. 

The calculus developed into its "fully 
fledged' form when the problems of deter­
mining the slope and the area were under­
stood to specify new f11nctions from the given 
function. and the processes of finding them 
were recognized as inverse. These insights 
were achieved in the late 17th century by 
Newton and Leibniz. independently and in 
different forms. 

The Leibnizian "differential" calculus was 
based on the notion of the differential dx as 
an infinitesimal increment on x. and of the 
same dimension as .r; the slope of the tangent 
to a curve with 1· as a function of .r was the 
ratio tlyldr. Th~ integral. fx. was infinitely 
large and of the dimension of .r; thus for 
linear variables x and y the area fy dx was the 
sum of the areas of rectangles y high and clx 
wide. All these quantities were variable. and 
so could admit higher-order differentials and 
integrals ( tl,lr. ffx. and so on). The standard 
form of this theory was established during the 
18th century. especially by Leonhard Euler 
( 1707-83); it was extended to functions of 
several independent variables, and to the 
creation of the calculus of variations. 

By contrast, the less successful 'ftuxionar 
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tradition initiated by Newton used limits (in a 
narve way) in its basic definitions and thereby 
involved changes in dimension ( a point as the 
limit of a sequence of lines of decreasing 
length, and so on). The ftuxion was the rate of 
change of a variable quantity relative to time 
(understood conventionally); conversely, 
that variable was the 'fluent' of its fluxion. 
Once again, these quantities were variable, 
and so fluxions and fluents of higher orders 
could be defined from them. 

In addition, by the late 18th century some 
currency was granted to the view of Joseph 
Louis Lagrange (1736-1813) that the calculus 
was definable by purely algebraic means from 
the Taylorian power-series expansion of a 
function y about any value of x. By these 
means it was hoped to avoid the use of both 
infinitesimals and limits. 

In the early I 9th century all these views 
became somewhat eclipsed by the 'math­
ematical analysis' of Augustin-Louis Cauchy 
(1789--1857), a theory which incorporated 
also the theory of functions and the con­
vergence of infinite series. Like Newton's 
calculus, it was based upon the theory of 
limits, but they were handled in a far more 
careful way. A major feature was the speci­
fication of necessary and/or sufficient con­
ditions under which theorems were held to be 
true. In particular, Cauchy replaced the usual 
practice of defining the integral as auto­
matically the inverse of the differential ( or 
fluxion or whatever) by giving independent 
definitions of the derivative and the integral; 
thus for the first time the fundamental 
'theorem' of the calculus, concerning their 
inverse relationship, became a genuine 
theorem, requiring sufficient conditions upon 
the function to ensure its truth. 

The next main strides were taken in the 
second half of the 19th century under the 
inspiration of the teaching of Karl Weier­
strass ( 1815-97) at Berlin. Two aspects 
need emphasis here. First. the refinement of 
fundamental theorems. and also technical 
questions largely concerned with trigono­
metric series. led to the emergence of set 
topology, and after that general set theory 
with its later links to mathematical logic. 
Second, special attention was given to pro­
cesses involving several variables changing in 
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value together, and as a result the importance 
was recognized of reversing the orders of 
quantifiers (to use the modem expression) -
for example, from 'for allx, thereisay .. .'to 
'there is a y such that for all x ... '. Georg 
Cantor was a major figure in the first aspect, 
Giuseppe Peano (185&-1932) in the second. 

Infinitesimals became unacceptable, es­
pecially in the tradition established by 
Weierstrass; but in our own times some 
theories have been advanced in which his 
level of rigour and generality are preserved 
(and even extended) but in which infin­
itesimals have been reinstated. The best 
known of these theories, the 'non-standard 
analysis' of Abraham Robinson, makes use 
of model theory by defining infinitesimals as 
arithmetical inverses of the infinitely large 
integers generated by a 'non-standard model' 
of Peano 's axiom system for the natural 
numbers. Other developments of the calculus 
in this century have hinged largely on 
generalizations of some kind of the Weier­
strassian theory, without raising new philo­
sophical questions about the subject. 

The status of infinitesimals is a principal 
metaphysical question in the philosophy of 
the calculus; a variety of different forms has 
been used over time. Another closely related 
philosophical issue is the search for founda­
tions for the theory of limits; and a miscellany 
of questions concerning infinite series, func­
tions and set theory (and thereby logic), and 
the applications of the calculus to the physical 
world, continue to interest mathematicians, 
historians, and philosophers. A long tradi­
tion is thereby continued; for the calculi of 
the Greeks and of the 17th century were 
related to philosophical questions such as the 
nature of continuity and the analysis of change. 

The literature is too vast to receive any 
summary here; the works listed have large 
bibliographies. 
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Calovius, Abraham 

Abraham Calovius (Calov) was born on 14 
April 1612, in Morungen in East Prussia. 
He attended school first in Morungen and 
studied for a short time in Thum, but had to 
return home to escape the plague. He is said 
to have suffered from a speech impediment 
which he overcame through the encourage­
ment of the example of Demosthenes. He 
then attended the convictorium at Konigs­
berg, beginning at the tender age of 13 in the 
year 1626. He remained there for six years 
and was promoted to magister in 1632. In 
1634 he moved to Rostock, where he re­
ceived his doctorate in theology in 1637. By 
1640 he was professor of theology at Konigs­
berg and he was appointed rector of the 
gymnasium in Danzig. Seven years later, 
in 1650, Calovius took a professorship in 
theology at Wittenberg, where he remained 
until his death in 1686. 

Calovius is well known for his theological 
attacks on the syncretic movement in 
the Lutheran Church at that time, which 
attempted to reconcile the differences be­
tween the various Protestant sects and the 
Roman Catholic Church. His most interest­
ing metaphysical works are the Metaphysica 
divilia pars genera/is and the Metaphysica 
divi11a pars specia/is. Calovius's logicaU 
epistemological works, the G11os10/ogia and 
Noo/ogia, may be of some interest, although 
as logic the works are weakened by the 
psychologism which is often found in logic 
texts of that period and school. 

Calovius is a good example of the typical 
Protestant metaphysician of the 17th century, 
According to Calovius, one's metaphysical 
studies should be guided by the truths of re­
vealed faith, in this case orthodox Lutheran­
ism. Without the guidance of the celestial 
light, all our travels into scholarly study arc 
nothing more than pitiable wandering. But 
we cannot follow this celestial light unless we 
pay attention to both Scripture tlnd nature. 
Calovius reveals himself to be a true scholastic 
by naming Aristotle the foremost philosopher. 
Thus, the main task of Calovius's work is to 
reconcile the reveal"d truths of orthodox 
Lutheranism with the principles of Aristotle's 
metaphysics. That one is so enabled to re-
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fute the errors of agnostic natural scientists, 
socinians ( a favourite target of Protestant 
uacks, this Protestant sect denied the 

~octrine of the Trinity and the divinity of 
Christ), Jesuits, Calvinists, and other heretics, 
so much the better. Still, both sources of 
knowledge are required: without Aristotelian 
natural science, there will be factual errors; 
without Scripture, heresy. (Hine tot errores, 
101 haereses.) 

Metaphysics, according to Calovius, is the 
wisdom of being qua being (sapientia Entis 
qua Entis). This definition should be under­
stood as denoting one discipline, which is also 
called ·ontology' or 'transcendental wisdom' 
(6vT01.oy(cx sive transcendentalis Sapientia). 
Tue usual and improper sense of 'meta­
physics' adopted by the Jesuit Benito Pereira 
(c. 1535-1610). according to whom meta­
physics is concerned with disembodied spirit, 
is rejected. Indeed. he says, they hallucinate 
who make the object of metaphysics either 
God or immaterial substance, and they 
plainly do not understand the nature of 
wisdom. 

Thus, Calovius believes that the mistake of 
people like Pereira was to fail to acknow­
ledge a notion of being which is general 
enough to be common both to spiritual and 
material beings. This. of course. may not be 
entirely fair to Pereira and other Thomists, 
since theological discomfiture mav arise from 
claiming that God and creatur~s are sub­
sumed under a general concept of being. 
Does this most general of concepts logically 
or ontologically precede God? Or is the 
dignity of God affected by sharing the notion 
of being with beings like you and me? 

Metaphysi,-s. finally. must deal with what 
really is. not merely what could be. Calovius 
claims that truly and properly. metaphysics 
concerns itself with non-complex. essential, 
positive. real. actual being ( Ens incom­
ple.rnm. per se, positimm, reale el acruale). 
Only in an attenuated sense does it contain 
complt:x. accidental. deprived beings. beings 
of reason, and potential beings (Enria com­
plexa, per accidens, priva1iones. Enria rariones 
el in potenlia ). Calovius prefers to limit 
metaphysics to the former. and we might not 
incorrectly call him an ·actualist'. After all, 
Calovius wonders. how does one abstract 

a notion of being common to actual and 
potential being, if potential being is not truly 
being? 
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Campanella, Tommaso 

Tommaso Campanella (born in Stilo, 1568, 
and died in Paris, 1639) was one of the most 
original thinkers of the late 16th and early 
17th centuries. He combined the Renais­
sance philosophy of nature with political and 
religious themes, placing them all in the 
framework of Platonic metaphysics. He 
wrote most of his works in Naples, where he 
was imprisoned for twenty-seven years for 
conspiring against the Spanish government. 

In the most celebrated of his works, The 
City of the Sun (1602), he outlined the ideal 
city ruled by rational and natural principles 
(instead of fortune and irrationality), where 
men could live harmoniously in society 
and nature. In addition to this well-known 
Utopia, Campanella wrote many other polit­
ical works in which he attempted to restore 
the connection between ethics and politics 
which Machiavelli (1469-1527) had broken. 
In hisAtheismus 1riumphatus (1607) he stated 
that religion was natural, and not, as the 
doctrine of reason of State claimed, a human 
fraud invented by rulers. 

He also wrote a courageous Apologia pro 
Gali/aeo (1616), in which he asserted that 
Aristotelian physics. and not Copernican 
theory, conflicted with Catholic theology. 
Persuaded that the two divine books, that of 
the Scriptures and that of nature, could not 
be contradictory. Campanella maintained 
that Galileo should be allowed to investigate 
the book of nature freely. Campanella"s 
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astronomical views were also linked to 
prophecy and astrology. as we can see in his 
Articuli prop/reta/es and Astrologicorwn 
libri, whose seventh book, the De fato sidera/i 
vita11do, made public the practices of natural 
magic he performed with Pope Urban VIII to 
avoid the threatening influences of an eclipse 
of the sun. 

His conception of nature, derived from 
Telesio. was thus very different from that of 
Galileo. who asserted that the book of nature 
was written in mathematical characters. 
According to Campanella, the most im­
portant aspect of nature was the 'sens11s 
rerum'. In his Del se11s0 de/le cose e de/la 
magia (1604) he claims that every being 
is endowed with the degree of sensitivity 
needed to achieve its self-preservation. In 
every being. he stated, we can find some 
sensitive 'spiritus', made of a warm, subtle 
matter. which, when brought into contact 
with other objects. desires what it feels is 
good and avoids what it feels is harmful. So 
nature is seen as a body of attractions and 
repulsions aimed at maintaining and increas­
ing life. It is a composite whole of ends, 
perceived by everything with different 
degrees of consciousness. 

These numerous themes come together in 
his monumental Me1ap/rysica, published in 
Paris in 1638. In this book, which Campanella 
proudly called ··the Bible of the philo­
sophers·. he intended to discuss the prin­
ciples and the ends of things. and lhe funda­
mentals of the sciences. so that one could 
"examine sciences in relation to the book of 
God and sec their internal conneclions 
through an encyclopaedia of knowledge". 

Campanella begins his inquiry by analysing 
the objections Iha! had been raised against 
sensual knowledge - considered uncertain. 
partial. and inconstant. But, wilh an explicit 
reference IO Augusline, he affirms I hat 
1he subject. while and because he is doubling, 
reaches 1he firsl indubi1able principle that he 
exbts and i, able lo know and will. For the 
subject this original or innate knowledge of 
himself is the slarting-poinl for knowledge of 
external object,. The la lier affecl the subj eel. 
who feels himself affecled by lhem. On lhe 
one hand knowledge is a process ol aliena­
lion, because 1he ·,wtitiu udditu' thal come, 
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from outside makes the interior 'notilia i11dita' 
more confused and obscure; on the other 
hand knowledge also implies the develop­
ment of the subject. which. assimilating and 
perceiving the alterations of his own being, 
learns more and more about himself. 

Within this context. Campanella insists on 
the pre-eminence of sensual knowledge, seen 
as direct contact with real beings, as opposed 
to Aristotle's intellectualism, and in general 
to philosophy based on words and books 
rather than on things and nature. But the core 
of the Metap/rysica is his theory of the 
'primalitates': 'Power', •Wisdom', and 'Love', 
which are in God in infinite degrees, are 
present in every being as well, in that they are 
the primary elements which constitute being 
itself. Single beings are limited, various and 
distinct because they are composed of a 
certain quantity of being and an infinite 
quantity of non-being. To the extent that they 
participate in being, they participate to a 
certain degree also in the three primulitales. 
Thus every being exists because it can exist, 
and because it knows and loves itself. The 
three divine primulitates act in the world 
through the three i11//11xm 111ag11i: Power 
expresses itself as Necessity. Wisdom as Fate 
and Love as Harmony. It is in the light of this 
theory that Campanella examines the most 
difficult questions of philosophy and theology, 
such as human freedom. divine providence, 
and the existence of evil. 
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Cantor, Georg 

Georg Can tor ( 18-15-1 lJ I 8) was one of a 
group of lale I lJ1h-ce111ury mathematicians 
and philosopher,, a group which includes 
Gotllob Frege, Richard Dedekind ( 1831-
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1916). and David Hilbert, who transformed 
both mathematics and the study of its founda­
tions. Cantor received a doctorate from the 
University of Berlin in 1866, and his habil­
itation from the University of Halle in 1869. 
He began teaching as a Privatdozent in Halle 
at the same time, and acceded to an extra­
ordinary professorship there in 1872. He was 
created ordinary professor in 1879, remain­
ing at Halle until his eventual retirement in 
1913. He seems to have had very little contact 
with Frege, apart from writing a review of 
Frege's Grimdlagen, and only passing contact 
with Hilbert, mainly by correspondence. He 
was, however. extremely close to Dedekind, 
and two significant periods of correspond­
ence survive. 

The supreme philosophical interest of 
Cantor's work is three-fold. First, although 
collections of objects had been relied on in 
mathematics at least since Euclid (3rd 
century ec), it was Cantor above all who 
turned sets (or Me11ge11) into an object of 
mathematical study in their own right, al­
though the important contributions of Bernard 
Bolzano and Dedekind to this end should 
also be noted. Second. and in connection 
with this. Cantor created a mathematical 
theory of the infinite. in particular the theory 
of transfinite numbers. Third. he was the first 
to indicate that it might be possible to present 
mathematics as nothing but the theory of 
sets, oral least to push i.; this direction. If this 
can be done. then set theor.· becomes. in 
effect. the study of the basis ~n which math­
ematics is founded. This view has had a 
profound effect. For one thing. it contributed 
substantially to the movement. propelled by 
Frege. Dedekind. Hilbert. Bertrand Russell. 
and L. E. J. Brouwer ( ISSl-1966). in their 
difkrent wavs. that the foundations ofmath­
em.ities should itself become an object of 
mathematical study. For another. the view 
that mathematics is 11orhi11g bm set theory has 
been of some importance. whether it is taken 
in the strongly reductionist sense. according 
to which all mathematical objects are sets, or 
merely encapsulated in the view that, al­
though mathematics may not be just about 
sets. nevertheless for some foundational pur­
poses (e.g., arguing about consistency) we 
can replace all objects by set-theoretically 
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defined ones. This view of set theory as the 
foundation for mathematics has had con­
siderable impact, although it has been chal­
lenged both by the view that mathematics has 
no foundations, and, in recent times, by the 
emergence of other universal theories, for 
example various forms of category theory. 

Although it lacks the mathematical pre­
cision of both the earlier and some of the later 
works, Cantor's long and discursive paper of 
1883 (the "Grundlagen einer allgemeinen 
Mannigfaltigkeitslehre") is, in many ways, his 
most important paper, for it makes clear why 
set theory took the direction it did in the early 
part of the 20th century, and it mounts a 
defence both of conceptual innovation in 
mathematics in general and of the math­
ematical theory of infinity in particular. All of 
Cantor's most philosophical writings make it 
clear that he derived enormous stimulus from 
philosophical writings on the nature of the 
infinite, especially those of Aristotle, Rene 
Descartes, Spinoza, Locke, and Leibniz, 
and particularly of Catholic philosophers and 
of the Church Fathers. 

The doctrines he expresses concerning the 
infinite can be summarized as follows. Before 
Cantor, it was thought that there are only two 
kinds of infinity, what Cantor calls pote/llial 
infinity and absolute infinity, a notion which 
Cantor claims to have taken over from the 
scholastic philosophers. The latter concerns 
fixed or actual infinity, but was taken to be a 
metaphor or a symbol of the Almighty, and 
thus of necessity to be beyond any kind of 
mathematical treatment. There is no doubt 
that potential infinities, which arise when 
quantities are regarded as finite but un­
bounded, are indispensable in mathematics; 
certainly the two basic kinds of number 
concept, that of natural number and that of 
real number, are potentially infinite in this 
sense, even though each individual number is 
finite. But it was thought that this is the only 
way that infinity enters mathematics. Indeed, 
we might regard the work of Augustin-Louis 
Cauchy (1789-1857) and Karl Weierstrass 
( 1815-97) as showing how to dispense with 
infinite quantities in the calculus. 

However. Cantor claims that the concept 
of potential infinity is not self-sufficient. His 
argument is simple, namely that potential 
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infinities presuppose pre-ex,stmg actual 
infinities, the point being that any variable 
presupposes a fixed domain of variation over 
which it ranges. Therefore, according to this 
argument, actual, and not just potential, 
infinities are indispensable in mathematics, 
and hence, we are owed a theory of these. 
Accordingly, Cantor replaces the identifica­
tion of absolute infinity with actual infinity. 
He divides the actual infinite into the increas­
able (i.e., the numerable), which he calls the 
transfinite, and the unincreasab/e, and claims 
that only this latter is beyond mathematical 
determination, beyond numbering in par­
ticular. Any reasonable theory of the increas­
able infinite requires, naturally, a theory of 
infinite number, something that had encoun­
tered stiff philosophical resistance hitherto. 
However, Cantor argues that there is nothing 
contradictory about such a theory, and shows 
that putative demonstrations of inconsistency 
invariably start from a hidden assumption 
that there can only be numbers with the 
standard properties that the natural numbers 
have. In other words, he claims that such 
demonstrations presuppose the unaccepta­
bility of infinite numbers. 

Nevertheless, the notion of a mathematiz­
able, increasable infinite only makes sense if 
it can be shown that there are indeed actual 
infinities with different mathematical prop­
erties, especially numerical properties. 
Nothing in Cantor's philosophical defence 
shows why a mathematical theory of infinity, 
including a theory of infinite number, might 
be needed, and therefore ought to be taken 
seriously philosophically. However, that 
there is a need is clear from various dis­
coveries made by Cantor himself before 
1883. 

The first mathematical stimulus for the 
separate study of infinite sets came from 
Cantor"s work in the theory of the repres­
entation of functions of one real variable by 
trigonometric series. Cantor had shown that 
if such a series S(x) converges to a given 
function fix) for every value of x, then that 
series must be unique. But what if there are 
exceptional values of x, places where the 
series does not converge, or at least, not lo 
the function? Is the general representation of 
/by trigonometric seric, ,till unique'! Cantor 
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showed that the existence of a finite number 
of exceptions to this representation does not 
affect the uniqueness. But in trying to extend 
this result further, Cantor studied the excep­
tions collected together to form a point set 
(Punktmenge). The result of his investigation 
(published in 1872) was that a series repres­
entation of a function is unique if we assume 
that the set of the exceptions to this repres­
entation, although it can be infinite, satisfies 
a certain property, namely that its nth de­
rived set vanishes for a finite n. 

This sounds very technical, but there are 
several things to notice about it. The first is 
quite elementary, but none the less funda­
mental in the light of Cantor's (later) categor­
ization of the infinite given above, for the 
work treats of sets of points which may well 
be infinite, and it assumes crucially that these 
sets can have important mathematical prop­
erties. In other words, it assumes that sets 
are themselves mathematical objects, even if 
they are actual infinities. Moreover, there is 
something arbitrary about the sets con­
sidered, in the sense that it is not claimed that 
there is any 'form' holding the points of the 
set together, certainly nothing like a geo­
metrical unity binding the elements of the set. 
It is important to note that Cantor's work on 
this was accompanied by an arithmetic 
characterization of real numbers, using 
Cauchy sequences of rationals. In this way, 
the continuum becomes something wholly 
abstract, a collection of abstractly defined 
numbers, and not something dependent on 
geometrical properties, certainly not on 
those stemming from geometrical intuition. 
Cantor's definition of real number was given 
at the same time an<l independently of 
Dedekind's abstract characterization via cuts 
in the sequence of rationals also published in 
1872. The two definitions became basic to 
mathematical analysis. 

The second thing to notice about Cantor's 
early work is that it is essentially an invest­
igation of how to characterize 11egligibiliry 
mathematically. For the question underlying 
this investigation of trigonometric series 
might be framed as: when is the set of 
exceptions to a representation sufficiently 
negligible not to affect the uniqueness of 
the representation'! It was known, since 
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Cauchy's work on integration, that a finite 
oUection of exceptions can be regarded as 

c egligible. But what Cantor makes clear is 
~hat finitude is not a necessary condition of 
negligibility, the study of which became 
important to late 19th-century math~matics. 

This leads us to the use of the denved sets 
themselves, by which Cantor more or less 
created point set topology. The Bolzano­
Weierstrass theorem says that every bounded 
infinite set has at least one accumulation 
point. called a limit point by Cantor. What 
Cantor does is to collect all these accumu­
lation points into a set, the first derived set of 
the starting set P. This derived set may well 
be finite, in which case it can have no 
accumulation points itself. But it may be 
infinite. and will be bounded if the original 
set pis. Then it. too. will have accumulation 
paints, collecting these leads to the second 
derived set. and so on. Clearly. specification 
of the index at which the derived sets eventu­
ally vanish. if at all, can express important 
information about the distribution of the 
points in the original set P. For instance. we 
may regard an accumulation point as a point 
around which member, of the original set are 
heaped up ( hence the name). so the first 
derived set is the set of all these points. and 
thus contain, information about the distri­
bution of members of P. The second derived 
set then tells us about the distribution of the 
accumulation points themselves. and so on. 
Thus. the order of derivation at which the 
derived sets first vani,h. if at all. may be 
taken as a measure of the denseness of the 
points of the original set P. (We will come 
back to derived set, below.) 

In ,um. what this work show, is that there 
is a solid mathematical point to studying 
actually infinite sets. But there is nothing in 
this so far to indicate that the infinities 
inml\'ed can be discriminated 1111merically. 
The second stimulus for the study of infinite 
set,. Cantor"s celebrated work of 1874. shows 
that this is indeed the case. 

The real numbers fall naturally into two 
groups. the rational numbers and the ir­
rationals. But there is another traditional way 
of dividing them. namely into the algebraic 
numbers. that is. those numbers x which can 
be expressed as the solution of an algebraic 

equation with natural number coefficients, 
and the transcendental numbers, those which 
cannot be so expressed. Thus, v'2, although 
irrational as the Greeks knew, is clearly 
algebraic, for it is the root of the equation 
x2 - 2 = 0. The algebraic numbers, of course, 
include the rational numbers (for any rational 
number plq, p and q being natural numbers, 
we have the equation qx - p = 0), although 
the algebraic numbers seem to be a much 
more extensive class. Indeed, although 
methods for the construction of arbitrarily 
many transcendental numbers in a given 
interval were given as early as 1844, it was not 
known whether any of the numbers stand­
ardly treated in analysis is transcendental 
until 1873, when Charles Hermite ( 1822-
1901) proved that e is. (n was proved 
transcendental by Carl Lindemann ( 1852-
1939) in 1882, thus finally showing that it is 
impossible to ·square the circle' by element­
ary constructions, for any 'constructible· 
number must be algebraic.) Thus, before 
Cantor's work of 1874, there appeared to be 
very few transcendental numbers. 

However, Cantor proved that, although 
the algebraic, and hence the rational, 
numbers can be put into one-to-one cor­
respondence with the natural numbers. the 
same cannot possibly be true of all the real 
numbers. In other words, as we would now 
say, the real numbers are 1111co1mrab/e. In­
deed, there are 'as many' transcendental 
numbers as there are real numbers al­
together. (Cantor gave another, simpler 
proof of the uncountability of the reals in 
1892. The proof relies explicitly on the so­
called diagonal argument. a form of argument 
which has become classical in modem math­
ematics.) It follows from Cantor's argument, 
as he says somewhat cautiously, that there is 
a ·clear difference· between the whole con­
tinuum and totalities like that of all algebraic 
numbers. This was followed in 1878 by the 
discovery that it is possible to establish a one­
to-one correspondence between any !­
dimensional interval of real numbers and any 
interval of real numbers of dimension n, a 
result which prompted Cantor to write to 
Dedekind: --1 see it. but I don't believe it". 

All the collections involved here are infin­
ite. Thus, the first thing Cantor's result 
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establishes is that there are at least two 
different kinds of infinity exhibited among 
the real numbers, countable and uncountable 
infinity. This immediately gives another way 
of classifying sets in addition to considering 
their patterns of derivation. It also raises one 
of the most celebrated questions in modern 
mathematics: are there any further kinds 
of infinity represented in the continuum of 
the real numbers? This became known as the 
continuum problem. Cantor's conjectured 
answer to this in 1878 was that there are 
indeed only two infinities so represented, and 
this answer has become known as Cantor's 
continuum hypothesis. The continuum prob­
lem appeared first on Hilbert's famous list of 
problems in 1900, and it still remains un­
solved in any positive sense. (Work by Kurt 
Godel in 1939 and work by Paul Cohen in 
1963 together show that the problem is 
insoluble from the set-theoretic axioms used 
today.) 

The 1878 paper does something else, for it 
proposes to define the differences in 'kinds' 
of infinity as stemming from differences in 
size. Two manifolds (or sets) are said to be of 
the same power or ( cardinal) size, just in case 
they can be put into one-to-one correspond­
ence. (We should note that this criterion of 
size had been proposed by Balzano but was 
not developed by him.) In a certain primitive 
sense, this criterion is natural, for it is natural 
to say that there are the same number of 
people as seats in a stadium if and only if 
every person present occupies one and only 
one seat and there are no seats left over. But 
while this criterion is unproblematic for finite 
collections, it means facing certain, at first 
sight counterintuitive, consequences as far 
as the application to infinite collections is 
concerned. For it implies that the collection 
of all squares of even numbers, the collection 
of all even numbers themselves. the collec­
tion of all rational numbers, and indeed the 
collection of all algebraic numbers, arc all 'of 
the same size' as the collection of natural 
numbers. That is, the collection of all natural 
numbers is of the same size as collections 
which are both much less extensive and 
collections which are more extensive. 
Cantor's achievement al least partly lie, in 
showing that, while there might be ,ome 
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counterintuitive consequences in adopting 
this criterion, these are by no means con­
tradictory. 

The work of 1874, looked at in the light of 
the 1878 definition, now shows unequivocally 
that there is a point to studying the numerical 
properties of infinite sets mathematically, 
and that there are numerically increasable 
actual infinities at the heart of ordinary 
mathematics. Indeed, in some sense we 
might think of Cantor's work subsequent to 
1880 as showing that: 

I. There are infinite cardinal numbers 
which can stand as the arithmetical 
representatives of power or size for 
infinite sets. 

2. These can be characterized in such a 
way that the arithmetic which ensues 
can solve the continuum problem. 

At this juncture, it is important to mention 
that the focus on point sets, and the discovery 
that there is a difference between countable 
and uncountable infinities, had a profound 
effect on the mathematics of the late 19th, 
and of the 20th, centuries. Indeed, it is safe to 
say that analysis and algebra, the theories at 
the core of late 19th-century mathematics, 
were transformed by the techniques first 
made available by Cantor's work and dis­
coveries. For one thing, the concentration on 
arbitrary collections of points, and their 
treatment as mathematical objects, quickly 
effected crucial transformations in the way 
that standard mathematical concepts, like 
that of the integral of a function, were dealt 
with. For another, the creation of point sci 
topology, loosely, the study of the real 
numbers from the perspective of those prop­
erties involved in continuity, as opposed lo 
those involving the continuum's metric struc­
ture, was of the greatest importance. And in 
all these developments, the distinction be­
tween the countable and the uncountable is 
fundamental, certainly in any attempt to 
characterize negligibility. But, in addition lo 
the way it aided concept formation, the basic 
move away from geometrically intuitable 
forms lo arbitrarily given and abstract point 
sels makes possible the shift from more 
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concrete to more abstract mathematics. 
Thus, in general topology one gradually loses 
sight of sets of real numbers as providing the 
basis, and accepts any sets whatsoever. 
Similarly, in algebra, concentration shifts 
from the kinds of algebraic structure ex­
hibited by the standard mathematical forms 
to algebraic structures based on arbitrarily 
given sets. In both shifts, the concentration 
thus falls naturally more on •form' (not 
geometrical form) than on ·essence'. Cantor 
was certainly not the only one driving this 
movement; but it is fair to say that his 
discoveries were fundamental. 

Let us now turn to Cantor's creation of a 
numerical theory of the infinite. The first 
approach takes us back to the derived sets. 
The work of 1872 considers those point sets P 
for which there is an n at which the derived 
sets vanish. But what if a set is such that the 
derived sets of finite order do not vanish? 
There will be such sets, as Cantor shows. but 
a finer analysis of these is only possible if 
there is some means of continuing the process 
of derivation beyond the finite. and this in 
tum will only be possible if there are means of 
indexing this process. Thus. in 1880 Cantor 
introduces what he later called ·svmbols of 
infinity·. the symbols· x ·. · x + 1 ·. ~tc. Given 
these. the first derived set of infinite order, 
the set p•. is defined to be the intersection of 
all those of finite order. the next one. P" 1, 

the derived set of this (i.e .. \P' )1 ). and so on. 
It is fairly clear that Cantor hoped that the 
flexibility furnished by these symbols would 
provide a classification of point sets discrim­
inating enough lo yield conclusive informa­
tion about their p,,wers. and thus 10 solve 
the continuum problem. Indeed. Cantor be­
gins to show how derivation properties are 
connected to a sc1·s power. As we know, the 
study of derivation did not lead to a solution 
or the continuum problem. However. it did 
kad Cantor to establish a close connection 
between the symbols and power. 

The treatment of the symbols as symbols is 
dearly anomalous mathematically, for their 
combination with natural numbers pre­
supposes that the two are objects of the same 
kind. hence subject to the same general 
arithmetical laws- in short. that they are both 
numbers. Thus, in the 1883 paper already 
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mentioned, Cantor takes the crucial, but 
requisite, step ofreintroducing these symbols 
as symbols for transfinite ordinal numbers. 
This is fundamental, both for the allempt to 
isolate the conceptual basis the new trans­
finite numbers share with the natural num­
bers, and hence for the attempt to isolate 
general arithmetical laws which they both 
obey, and for the use of these ordinals to give 
a general characterization of the various 
powers. 

Cantor 'creates' the new transfinite 
numbers by three generating principles. The 
first involves just the adding of a new 'unity' 
to an existing number (taking successors, in 
other words). Starting from 0, this generates 
the first number class (I), the natural 
numbers. The second is a kind of limit 
process; given any infinite and unbounded 
sequence or increasing numbers, we ·create· a 
new number which is to be the limit of this 
sequence, i.e., a number which is the next 
greatest after all the elements of the se­
quence. This guarantees the existence of w, 
the 'limit' of the class (!). The first principle 
then guarantees all the numbers w + n, and 
the second principle then gives w + w, and so 
on. The third principle is a principle of 
restriction, as Cantor calls it, for it constrains 
the first two principles. The natural numbers 
form the first number class, hence its power is 
just that of the natural numbers. (Cantor 
assumes here that this power is the smallest 
infinite one.) Each of the numbers 'gener­
ated' by the first two principles then has the 
property that the collection of all numbers 
less than it has the power of the class (I). 
Collect all these numbers. and call this 'the 
second number class', the class (II). The 
second principle then guarantees that there is 
a number following first after all these. the 
first number after (II), the number we know 
as w 1• Clearly. the collection of all numbers 
before this has the power of (II). Thus let 
(Ill) be the class of all numbers whose set of 
predecessors has the power of (II); this yields 
the number we know as w2• and so on. Cantor 
gives a proof that the power of (II) is greater 
than that of (I). and that there is no power in 
between. Thus. the power of (II) is the next 
infinite power after th.at of the natural 
numbers. Cantor does not prove an ana-
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logous result for (Ill), but it is clear that he 
assumes it. In fact, he conjectures that the 
sequence of powers produced by this method 
(though it is by no means clear how far it 
goes) represents all possible powers, and 
states that the numbers that are used to 
produce this sequence have just the same 
'objective reality' as the numbers already 
accepted as existing. These results, together 
with the proof of 1874, now show that there 
are two powers greater than that of (I), that 
of the continuum and that of (II). If that of 
the continuum were bigger than (II), there 
would be at least three kinds of infinity 
represented in the continuum, thus violating 
Cantor's original conjecture. Hence, in this 
framework the conjecture becomes just the 
assertion that the continuum has the same 
power as (II), as Cantor asserts. 

The steps taken in this 1883 work form the 
basis of modem set theory. Cantor shows 
why both the old finite, and the new trans­
finite, numbers are numbers of the same 
basic kind (that the two have the same 
objective reality') in that they both arise 
rom, and express, an underlying well­
irdering on the sets that they are to number. 
The difference is that only one such ordering 
(and hence only one number) is possible on a 
finite set of elements, whereas there are 
many possible orderings of a given infinite set 
of elements, say the natural numbers. Well­
ordering generalizes the discrete, linear 
ordering characteristic of finite sets, with the 
difference that, as well as a first element, to 
every increasing sequence of elements (in a 
set) there is a unique, smallest element which 
follows next after all the members of the 
sequence. providing that there are elements 
left over. Well-orderings, when thus charac­
terized, clearly mirror the way the transfinite 
numbers are introduced by the generating 
principle,. (Cantor's definition is also clearly 
equivalent to the definition we use now.) It is 
also clear that well-orderings are what arise if 
we undertake to count the elements of a set, 
that is, to enumerate the elements, one by 
one. Cantor', explanation of why both the 
finite and the transfinite ordinals are both 
numbers thus tie, the notion of ordinal 
number firmly to the notion of set, for the 
way sets behave becomes the crucial matter. 
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Even without the claim that numbers can 
actually be reduced to sets, there is still the 
(weaker) claim that laws governing numbers 
reflect laws governing well-ordered sets. 

But the way powers are introduced above 
makes it clear that they, too, depend on well­
ordered sets, for the ordinal numbers them­
selves, and hence the members of the suc­
cessive number-classes, clearly form well­
ordered sequences. These powers are thus 
the powers of all well-ordered sets only if we 
accept that every well-ordered set can be 
enumerated by an ordinal number. To claim 
that all transfinite powers are represented in 
the sequence of number-classes is then to 
claim that every set is capable of being 
rearranged in well-ordered form, a claim that 
became known as the well-ordering theorem, 
an assertion which Cantor called both 'basic' 
and a 'law of our thinking'. The theory of 
cardinality proposed by Cantor is thus essen­
tially a counting theory, and the theory of 
ordinality and the theory of cardinality are 
nicely linked, both forming generalizations of 
counting and numbering for finite sets. (Note 
that, although enumerating infinite sets, 
assuming that this is possible, can lead to any 
one of a large collection of ordinal numbers, 
all of the numbers arrived at will be in the 
same number-class. Thus this class will also 
give the cardinal number of the set being 
enumerated, just as counting - arranging in a 
well-ordered sequence - establishes the size 
of finite sets.) 

The approach to cardinality in Cantor's 
1883 paper is basic, although the work of 1895 
gives the impression of being much more 
general. First, Cantor now calls powers tra11S­
finitecardinal numbers. and he introduces the 
first letter of the I lcbrew alphabet, the letter 
aleph (N). to denote the cardinal numbers 
of the number-classes. (Thus NII is the car­
dinality of the first class, N I that of the 
second, and so on.) Second, Cantor gives 
what i, often taken to be a quite general 
characterization of set, and claims that 
cardinal numbers arise from any sci by a two­
fold act of 'abstraction', abstracting first from 
the nature of the objects and then from the 
order in which they arc given. (Numbers 
expressing order suppost:dly arise by ab­
stracting only from th.: nature of the objects.) 
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kind that Cantor was concerned to articulate 
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explicit set existence principles which accord 
with his doctrine of absolute infinity and 
which rule out the kind of set formation 
which appears in the antinomies. 
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Carnap, Rudolf 

Rudolf Carnap (1891-1970) was one of the 
leading members of the Vienna Circle. The 
latter was originally more of an informal 
group than an organized philosophical 
school. lt came into being formally in the 
early 1920s when Moritz Schlick ( 1882-1936) 
arrived in Vienna. Its members thought of 
themselves as continuing the 19th-century 
Viennese empirical tradition of Ernst Mach 
and Ludwig Boltzmann (1844-1906). On the 
philosophical side the members of the Vienna 
Circle, besides Schlick and Carnap, were 
Otto Neurath (1882-1945), Herbert Feig! 
( 1902-88). Friedrich Waismann ( 1896-1959), 
Edgard Zilsel (1891-1944), and Victor Kraft 
(1880-1975); on the mathematical side 
Philipp Frank (1884-1966), Karl Menger 
(1902-87), Kurt Godel (1906-78). and Hans 
Hahn (1879-1934). In 1929 the circle pub­
lished its manifesto entitled "Wissenschaft­
liche Weltauffassung: Der Wiener Kreis". 
which gave a brief account of the philoso­
phical position of the group. In 1930 the 
Vienna Circle took over the journal Annalen 
der Phi/osophie. renaming it Erkenntnis and 
making it the principal organ of the positivist 
movement. The Vienna Circle also organized 
international congresses at Prague, Konigs­
berg. Copenhagen. and Paris. During the 
1930s the Vienna Circle disintegrated as a 
group. 

The missionary spirit of the circle found its 
expression in the common attack on meta-
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physics. Metaphysical assertions were said to 
be meaningless, since there was no way of 
verifying them in experience. The Viennese 
positivists rejected Aristotelian ontology as 
well as the Kantian 'a priori'. Carnap al­
lowed, however. that metaphysical writings 
might have poetic merit, or express specific 
attitudes to life. 

In their application of Ockham 's razor the 
members of the Vienna Circle were more 
pragmatic. and ontologically far more toler­
ant. than is commonly assumed. It seems 
that their rejection of metaphysics had prim­
arily a political or anti-ideological function 
(E. Kohler. in Dahms 1985). 

Ontological Questions. The members of the 
Vienna Circle did not agree among them­
selves about ontological issues. Schlick. e.g., 
was not a strict positivist or phenomenalist. 
In his General Theory of Knowledge (1918) 
he even devoted two chapters to confuting 
phenomenalism and to defending realism. 
Only after he came under the influence of 
Carnap did he look on the issue of realism 
versus phenomenalism as a metaphysical 
pseudoproblem. Neurath, in contrast to 
Schlick. was a Marxist. As such he could not 
be sympathetic towards phenomenalism, 
since Lenin ( 1870--1924) had attacked Mach's 
positivism declaring it to be a form of 
bourgeois idealism. Neurath accordingly 
tried to influence Carnap towards accepting 
physicalism. 

Carnap held at the time of the Vienna 
Circle that ontological issues are pseudo­
problems for they cannot be solved by scient­
ific procedures. His views on ontology have 
to be understood against the background of 
the conventionalism of Jules Henri Poincarc 
(1854--1912) and Hugo Dingler (1881-1954) 
and David Hilbert's formalism. Carnap held 
that there are equally valid alternative ways 
of describing the world. The one commonly 
chosen 1s nor said lo be truer than the olhcrs. 
bul simpler or more convenient. Carnap's 
dissertation Der Raum ( 1922) and his main 
work Aufbau (1928) can be seen a, an anti­
cipation of hi, views on ontology in Empiri­
cism, Semamin, and Ontology (1950) with its 
distinction between internal and external 
questions. i.e. between question, uf the cxi,1-
ence of certain entities within a given ,y,tcm 

122 

and questions concerning the existence of the 
system of entities as a whole. 

The concept of reality at work when we ask 
internal questions is an empirical or scientific 
one. To recognize something as real or 
existent in this sense means to succeed in 
incorporating it into the system of things 
already recognized as real. Those who raise 
external questions concerning the system 
itself, now, do not raise theoretical but 
practical questions, matters of practical de­
cisions concerning the structure of language. 
According to Carnap, we are free to choose 
any linguistic framework. There are no scient­
ific or theoretical constraints on our de­
cisions. It is practical efficiency, fruitfulness, 
and simplicity of the use of one language 
rather than another which are decisive. 
Ontological questions concerning the exist­
ence, e.g., of abstract entities, are accord­
ingly questions whether to use certain 
linguistic frameworks or whether to use 
variables in addition to those we have for 
common things. 

Carnap's Conventionalism. Carnap's early 
works display a strong conventionalist trait. 
As there is more than one geometry, depend­
ing on the choice of axioms, so there arc 
various empirical languages for describing 
our world. The axioms of geometry are said 
to be conventions and as such neither ana­
lytically nor empirically true. No geometry 
can be refuted by experience. In Der Raum 
( 1922) Carnap aims to demonstrate the 
possibility of choosing a Riemannian space 
structure that is different from the estab­
lished Euclidean one but nonetheless ad­
equate for describing observational facts 
about the world. Oh,crvable states of affairs 
or phenomenal contents do not force us to 
choose one particular geometry or language 
system rather than any other. 

Carnap held also that there arc no theor­
etical means for deciding whether to accept a 
phy,icalislic or phenomcnali,tic ontology, in 
this respect anticipating W. V. 0. Quinc's 
theories uf 'ontological relativity' and ·undcr­
detcrmination of theories'. In hi, auto­
biography Carnap ,ay, that this neutral atti­
tude towards language ,y,tems or ontologies 
has remained the same throughout his life: 
"It wa, formulated ,1, 'principle of tolerance' 
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in Logical Syntax and I still hold it today, e.g. 
with respect to the contemporary controversy 
about a nominalistic or Platonistic language" 
(in Schilpp 1963). 

Carnap's Constructional System and 
Formalism, Carnap's Aufbau (1928) is an 
attempt at a constructional system, i.e., at a 
construction of the various types of 'objects' 
from the small basis of 'the given'. Carnap 
had envisaged the potential philosophical 
force of the constructional method when 
he tried in his essay ''On the dependence 
of space-properties upon time-properties" 
(1925) to construct the topological properties 
of space from the topological properties of 
time or from the basis of the ·earlier than 
relation'. The ontology of any constructional 
system is determined by its ·basis". Only the 
basic elements are genuine objects with a 
non-fictive status. All other constructed 
·objects' are ·quasi objects' or classes of 
primitive objects. 

The common characterization of the 
Aufbau as phcnomenalistic might be mis­
leading. since the elements of its basis differ 
strongly from ·sense data· as envisaged in the 
British tradition. Because of Gestalt theorv 
Carnap chose as primitive elements i;­
divisible total experiences. They form 
together with a dyadic similarity relation 
holding between them an extremely con­
venient constructional basis. Carnap con­
structs first similarity circles. from them 
quality classes. and then sense impressions as 
ordered pairs of total experiences and quality 
classes. For the higher constructional steps. 
e.g. for the physical objects. Carnap provides 
only sketches of how they might be carried 
out. Nelson Goodman shows in his The 
Stmcllir( of .·\ppet1ri111n· ( 195 I) the advant­
ages of Carnap's constructional method as a 
process of abstraclion. but also its difficulties 
- which he describes as ·•virtually disastrous" 
for lhe A11J11<111. e.g. 1he "companionship 
difficul1y" and lhe "difficul1y of imperfect 
community··. The former consists in not 
oblaining enough qualities. lhe latter in 
getting too many. 

In his preliminary discussions of the 
A11Jb1111 Carnap centres on the problem of 
objectivity. It was Carnap's and Schlick's 
conviction that the essential fealure of object-
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ive expression or symbolization is structure. 
What matters is merely the structure of the 
signs, since what can be communicated is 
only structure. The qualitative content of 
sensory experiences remains incommunic­
able. Carnap defends the thesis that scient­
ific statements in their most advanced form 
speak of mere structures without stating what 
the elements of these structures are. The 
more a science advances, the more its objects 
cease to be 'content' and become 'form'. The 
ontological basis of his constructional system 
is therefore ultimately the dyadic similarity 
relation. The primitive ontological elements 
are relations or structures. 

This standpoint is carried further by 
Carnap in the Sy111ax (1934). In the formalist 
stage of his Viennese philosophy Carnap 
thought that he could dispense with semantic 
relations between expressions and observ­
able states of affairs. If ontological assertions 
do make sense they have to be considered 
as statements about language or syntactical 
structures. To understand them rightly we 
have to translate them from the 'material 
mode' into the 'formal mode', i.e., into 
sentences aboul words and the rules govern­
ing lhe use of words. 
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Cassirer, Ernst 
Ernst Cassirer was born in Breslau in 1874. 
He died in New York in 1945. From 1892 he 
studied jurisprudence at Berlin, then liter­
ature, art, and philosophy at Leipzig, 
Heidelberg, and again at Berlin. There 
Georg Simmel (185S-1918) pointed him 
towards the neo-Kantian Hermann Cohen 
(1842-1918) at Marburg. Already during 
his time as a student, Cassirer had worked on 
the history of mathematics and physics. In 
1896 he went to Marburg, where he took his 
doctorate as a student of Cohen and Paul 
Natorp (1854-1924) in the year 1899. His 
dissertation on Rene Descartes's critique of 
mathematical and physical science constitutes 
the first part of his first book on the scientific 
foundations of Leibniz's system (Leibniz' 
System in seinen wisse11schaf1/iclre11 Grund­
/agen, 1902). 

Cassirer took his habilitation in 1906, 
having finished the first volume of his study 
of the modern history of epistemological 
problems. which later on was to become the 
four-volume work Das Erkenmnisprob/em 
in der Phi/osophie und Wissenschaft der 
neueren Zeit. In 1919 he was appointed lo a 
professorship at the University of Hamburg. 
Cassirer left Germany because of his Jewish 
origin in 1933 and spent his final years in 
Sweden and the United States. 

The development of Cassircr's conception 
of a ·philosophy of symbolic forms' stated 
about 1918 via his Kantianizing approach to 
epistemological questions and lo the philo-
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sophy of science, through his research in the 
history of philosophy, and through his 
analyses of problems of the physical and 
cultural sciences. This development culmin­
ates in his Philosophie der symbo/ischen 
Forme11 (three volumes, 1923, 1925, and 
1929). 

A preliminary version of the concept of 
symbolic formation can be seen in the theory 
of natural science and epistemology devel­
oped in the book Substanzbegriff und Funk­
tio11Sbegriff (1910). In modern physics 
Cassirer finds the decisive tendency in a 
move from the concept of substance towards 
the concept of function. This means: con­
cepts in the physical sciences do not simply 
refer to objects; they rather express the 
activities by which humans orientate them­
selves and which are operative in their 
research. Thus concepts such as 'mass', 
'atom', 'energy' are to be understood as 
symbols. In 1920, Cassirer expressly formu­
lated the concept of symbolic forms in his 
book on Einstein's theory of relativity. 

The concept of symbolic forms comprises 
the whole range of the forms which are 
involved in our comprehension of the world. 
It is a concept which cannot be underpinned 
by any 'metaphysical unity'. The starting­
point is rather the multidimensional ·func­
tioning of cognition and consciousness· on 
the part of the individual human being 
within a culture. Cassirer's work on the 
conceptual form of mythical consciousness 
also shows this functional character of con­
ceptual formation: the starting-point must 
not be the character of things. but charac­
teristics of thinking (as acting). 

Symbolic formation mean, accordingly 
any correlation of a sensible substrate with a 
non-sensory meaning. This correlation is 
performed functionally by human conscious­
ness. and it is, as far as man is concerned, 
prior to any reality. Different kinds of such 
formations become manifest in such differ­
ent cultural dimensions as. for example. 
language. myth and religion. the arts. tech­
nology. and science. Conversely. these 
cultural dimensions and their claims to 
reality can be understood only by retracing 
the corresponding spiritual or intellectual 
energies. the corresponding intellectual 
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work of the human being. Cassirer believes 
himself to have fulfilled hereby the Kantian 
demand that the proud name of ontology 
must make room for the modest name of a 
mere analytics of the pure understanding 
(Critique of Pure Reason B 303; cf. Erkennt­
nisproblem II, p. 682). But Cassirer tried to 
enlarge the programme of such an analytics 
in such a way that it would comprise the 
whole range of our understanding of the 
world. The human sciences (Geisteswissen­
schoften), which reached a degree of self­
assurance only in the 19th century, are thus 
brought within the reach of this analytics of 
the understanding, so that the critique of 
reason becomes a critique of culture. Meta­
physics and ontology are replaced by a new 
conception of a philosophy of culture. 
Reality is conceived as the reality of the 
human being. which understands itself as a 
totality of symbolic formations in the sense 
of a functional correlation of sensibilitv and 
meaning. What is at stake here is n~t the 
formation ( Gestaltung) of the world. but 
rather - in the sense of the Platonic ytvrn1; 
ir, ovo(o.v - a giving of form to the world. 
Even the concept of truth. which is onlv a 
case of the concept of meaning. is relativ~ed 
in such a way that it can onh· be understood 
,ia a philosophical consider~tion of the pro­
cesses of symbolic formation and according 
to a theory of systems and functions. 

Cassirer·s late work . .-l.11 Essa,· 011 .\Ian 
(19+1). shows especially that a~y possible 
unity of reality is rooted in the human being 
as an animal symbolicw11 that is able to 
create a ·symbolical universe· through 
symbolic formation. Nevertheless. it is not 
possible to ;1scribe any substantial unity to 
the human being itself. The unity of the 
latter becomes manifest only in its cultural 
achievements. in the energy of its multi­
dimensional creativity and understanding of 
the world. Accordingly. the human being 
can only recognize itself in the mirror of 
culture. And there is nothing to be found 
behind this mirror. Within these cultural 
achievements Cassirer nevertheless sees the 
possibility of the development of an ethical 
attitude and of our practising our freedom 
responsibly. The question remains whether 
Cassirer's explicit rejection of the ontology 
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and metaphysics of substance, or whether 
his opinions, especially manifest in his semi­
otic perspective which sometimes reminds 
one of nominalism, are not in fact replaced 
by a metaphysics of cultural-anthropological 
activism. Cassirer seeks to bind this activism 
of culture ethically. His repeated attempts to 
establish the foundations of ethics in the 
spirit of critical idealism call to mind attempts 
to furnish a proof of the existence of man in 
a time when the attempt to prove God's 
existence presents itself as outworn meta­
physics. 
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Catastrophe Theory 
The starting-point of catastrophe theory was 
the search for a mathematical description of 
morphogenetic fields in biology by Rene 
Thom in 1966, taking up ideas introduced 
into theoretical biology by C. H. Waddington 
(1907-75) (Thom 1983, pp. 13-38). Thom 
applied the abstract schemata of the theory of 
structural stability of differentiable mappings 
to which he had contributed in the 1950s and 
early 1960s. Where the classical fields for the 
application of these mathematical results had 
been geometrical optics and hydrodynamics 
(e.g. wave fronts), Thom considered ··more 
speculative but nevertheless useful" applica­
tions in physiology, neuron activity and in "a 
geometrical theory of language, of meaning" 
(p.14). Christopher Zeeman joined this 
endeavour. and proposed a series of applica­
tions of catastrophe theory to the description 
of animal behaviour. perception and brain 
dynamics (Zeeman 1977). 

Bask Concepts of Catastrophe Theory. A 
catastrophe is a type of instability in a simple 
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dynamic system whose unfolding is structur­
ally stable. Examples of commonly experi­
enced catastrophes are sudden changes in a 
real system. e.g. switches between two states 
in a buckling plate or the breakdown of 
stability as in a bridge which crumbles. 

Elementary catastrophe theory considers 
gradient systems. i.e. systems governed by 
attractors which are isolated points (every 
trajectory in these systems goes almost in­
stantaneously to stable states) and it applies 
the classification theorem due to Thom and 
Mather. The following list shows the name of 

Name Germ 

fold r' 
cusp .r' 
swallow tail r' 
buuerfly .r" 
hyperbolic umbilic .r'+.r/ 
elliptic umbilic .r' - xi 
parabolic umbilic .ry + l 

the singularity, the 'germ' in mathematical 
terms, the number of internal or state 
variables (the corang), and the number of 
external or behaviour variables in the un­
folding of the singularity (the codimension); 
the type refers to a general classification 
due to V. L. Arnol'd. This list follows from 
the classification theorem if only simple 
singularities (in the sense of Arnol"d's 
definition) with codimension up to 4 are 
considered. 

The 'cusp' and "butterfly' catastrophes are 
central for most of the applications. In order 
to specify the dynamic behaviour of specific 
models, it is necessary to make further 
assumptions concerning the behaviour in the 
neighbourhood of the catastrophic 'jump'. 
For this purpose two basic conventions are 
introduced, which mirror the behaviour of 
very rigid, conservative systems as opposed 
to very ·nervous' systems: 

The convention of perfect delay. If the 
system is in a stable state (attractor) it stays 
there until this state disappears ( in a fold 
catastrophe). 

The Maxwell wm•entiun. If thnystem has 
the choice between two or more stable states, 
it prefer, the optimal state ( in the case of a 
negative gradient system th1, is the deepest 
attractor). The points at which two stable 
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states are equally deep are called Maxwell­
points; in the models a transition through 
these points is called a conflict catastrophe. 

In the case of delay, the system shows a 
hysteresis effect, i.e. the jump depends on 
the direction of the process and in the case of 
a cyclical process two different jumps are 
observed. Those systems which are better 
described by the use of the Maxwell conven­
tion may be interpreted as having a stochastic 
component. 

Recent Developments in Catastrophe 
Theory. The mathematics applied in cata-

Corang Codimension Type 

I I A, 
I 2 A, 
I 3 A, 
I 4 A, 
2 3 D,, 
2 3 D., 
2 4 D, 

strophe theory has rapidly evolved since the 
1960s. Chaos theory and the theory of fractals 
have appeared and applications of stochastic 
dynamic systems (mainly synergetics and the 
theory of dissipative systems) now rival those 
of catastrophe theory. As the mathematical 
results applied in catastrophe theory are still 
the kernel of all such work, Arnol'd (1986) 
has extended the label 'catastrophe theory' to 
the whole field. Thom himself has continued 
his research in theoretical biology, semantics, 
and natural philosophy and has proposed a 
common framework for theories of nature, 
mind, and signs, which he calls 'semiophysics' 
(Thom 1988). 
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Categorial Grammar 

C tegorial grammar has its origins in classical 
~ories of parts of speech and in modem 

athematical logic. The generally cited 
111 urce is Kazimierz Ajdukiewicz (1890-1963), 
~~ie syntaktische Konnexitat" (Smdia Philo­

phica 1, 1936), which drew on the logical 
so actice of Stanislaw Lesniewski, itself 
:odelled on the practice of Gottlob Frege 
nd on Edmund Husserl's theory of 

~edeutungskategorien. Lesniewski's motiva­
f ons were in part ontological: he wished to 
1void commitment to Fregean functions or 

:igber Russellian types. Ajdukiewicz's ideas 
were developed by Yehoshua Bar-Hillel 
(l915--75) and J. Lambek (b. 1922). but were 
long neglected in favour of transformational 
generative grammars. Following their use by 
R- Montague ( 1930--71 ), they have witnessed 
a recent revival. documented in the collec­
tions edited by Buszkowski er al. (1988) 
and Oehrle er al. ( 1988). Later studies have 
emphasized the mathematical analysis of 
grammars and their application to natural 
languages. 

Categorial grammar has both a syntactic 
and a semantic aspect. and is usually prized 
for the simplicity of the connections between 
them. Consider first the syntactic aspect. A 
simple caregorial language is one whose ex­
pressions are exhausti,·ely and exclusively 
divided into substitution classes. syntactic 
categories. such that all expressions from any 
category are substitutable sail'a congruirare 
only for expressions of the same category. 
for example. the four-word "language' con­
sisting of the words 'John·. ·Mary', ·runs. 
and ·sleeps·. unders1ood as in English. con­
tains two syntactic categories. NAME and 
INTRANSITl\'E \'ERB. the first two words be­
longing to the former category and the last 
two to the latter. We may form four distinct 
complex expressions of the category 
SENTENCE by putting a name before a 
verb. No other combination is grammatical. 
Some of the categories are basic. The most 
usual basic categories are those of 
SENTENCE (S) and NAME (N). though further 
categories such as COMMON NOUN and IN­

TRANSITIVE VERB have been considered. 
Functor categories are then defined recursively 

starting from the basic ones. If a, b, c, ... , n 
are categories, the functor category a/be ... n 
is the category of expressions which con­
gruously combine with expressions of cat­
egories b, c, ... , n (in that order) to form an 
expression of category a. The quotient 
notation is due to Ajdukiewicz, and is meant 
to facilitate calculation of categories of com­
plex expressions; if an alb and a b are 
combined we can 'multiply out' to an a. 
Expressions of functor categories are called 
functors and their inputs and outputs are 
often called, in analogy with function theory, 
arguments and values respectively. The form 
of combination may vary, though the most 
usual one is simple left-right concatenation. 
Often only binary combination is considered. 
In the simple example given, our basic cat­
egories are S and N, the verbs belonging to 
the functor category SIN, and combination is 
effected by preposing the argument to the 
functor. If we are not concerned with exactly 
how combination is effected, or if only one 
mode is used, the functor categories may be 
undirected, as above. Directed functor 
categories, introduced by Bar-Hillel ("A 
quasi-arithmetical notation for syntactic de­
scription". Language 29. 1953, pp. 47-58), 
specify whether the arguments combining 
with a functor are to be sought to the left or 
the right. Then alb is the category of functor 
expressions which take as argument a b­
expression to the right to form an a­
expression, while an alb-expression yields a 
b-expression when an a-expression is 
added to the left. A complex expression (in 
most cases just a string of simple ones) is well 
formed or syntactically connected if and only 
if the sequence of its categories can be 
syntactically connected ('multiplied out') to a 
single category. The resulting sequence of 
nested combinations automatically generates 
a syntactic constituent-structure analysis for 
the whole expression. 

Simple categorial grammars have their 
limitations when applied to natural languages, 
for one thing because many words appear in 
more than one category. e.g. many transitive 
verbs may also be used intransitively. Recog­
nizing this, more recent work follows Peter T. 
Geach. Montague, and others in admitting 
type-changes, rules allowing an expression 
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of a particular category to be assigned a dif­
ferent category in context. According to 
Geach's Rule, an expression of category alb 
may also be of (alc)l(blc). For example in 
'Everyone loves Mary' the quantifier 'every­
one', category Sl(SIN), may be regarded as 
(SIN)l((SIN)IN) to allow the phrase 'every­
one loves' to be seen as a grammatical unit. 
According to Montague's Rule, an a­
expression may also be of bl(bla), allowing the 
roles of argument and functor to be inter­
changed in binary combinations, which may 
be used to explain co-ordination phenomena, 
as in ·Custer and all of his men perished'. 

It was noticed by Lambek ("The math­
ematics of sentence structure", American 
Mathematical Mo111hly, 65, 1968, pp. 154-
69) that type-change rules may be read as 
inference rules, reading'/' as the converse of 
implication; so, Geach's Rule becomes the 
valid inference of prefixing transitivity: 

b ..... a I= (c--+ b)--+ (c--+ a) 

In this way different grammars are equivalent 
to various pure implicational calculi, and 
Lambek's method has been used to further 
investigate the mathematics and ·recognizing 
power' of categorial grammars. 

Categorial languages are usually inter­
preted in a semantics in which each basic 
category corresponds to a class of basic 
entities (e.g. truth-values for S, individuals 
for N). and functors of category a/be . .. n are 
interpreted as functions from the interpreta­
tions of b, c, ... , n into the interpretation 
of a. A further development by Montague 
allows expressions to have both extensions 
(as above) and intensions (e.g. propositions 
for S. individual concepts for N) with prin­
ciples governing the relations between exten­
sion and intension. Ontologically. most of 
these semantic theories carry heavy Pla­
tonistic commitments (to !>els, functions. poss­
ible worlds. or a combination of such entities), 
at odds with the original ontologically parsi­
monious intentions of Le~niewski. 
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PETER M. SIMONS 

Categorial Perception 
According to Kant, we humans are capable of 
sensible intuition only. Non-sensible intu­
ition, which he calls 'intellectual intuition' 
(Critique of Pure Reason, B68, 72 and 159) 
and which would represent an object im­
mediately, without any appeal to sensibility, 
would be the sort of intuition to be had by a 
god. Probably under the influence of Kant 
and of the dominant positivist and empiricist 
trend of the last two centuries, there have 
arisen serious misgivings in epistemology 
in regard to any sort of non-sensible intu­
ition. 

Empiricism seems, however, to have failed 
to give an adequate account of scientific 
knowledge both in the natural sciences and 
in formal disciplines like mathematics. 
Although in the epistemology of natural 
science the last word has not been said, it 
seems clear that theoretical concepts and 
constructions irreducible to observations 
play a decisive and pervasive role in the 
natural-scientific endeavour. In mathem­
atics, the situation is not very different from 
that in the natural sciences, and empirical 
accounts of mathematical knowledge are still 
very rudimentary. On the other hand, the 
best-known non-empirical (for example 
Platonist) conceptions of mathematics have 
not developed an epistemology that could 
satisfactorily account for our mathematical 
knowledge. On this point, Edmund Husserl, 
in the Logical /11vestig111ium and elsewhere, 
has developed a conception of knowledge, 
including mathematical knowledge, in which 
a sort of non-sensible intuition - which he 
calls ·catcgorial intuition' - plays a key role. 

According to Husserl, catcgorial intuition -
and, in particular, its most important species, 
categorial perception - docs not have any­
thing mysterious or ·metaphysical" about it, 
but is founded on sensible intuition. Husserl 
had distinguished between acts in which 
meanings are constituted and acts in which 
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ose meanings are fulfilled. Correspondingly, 
th bad distinguished between the meanings 
h~ xpressions and the objectualities referred 
0 eby those expressions by means of their 
to anings. In the particular case of statements, 
me · f H 1 · · h ir meanings are or usser propositions 
~ ~ thoughts) and their references states of 
(fairs. Concerning the fulfilment of the 

0 eaning of a statement by an act in which a 
m rresponding state of affairs is given, Husserl 
~serves that the formal constituents of state-
0 ents - e.g. the word 'is', the grammatical 
:unterparts of the logical connectives (like 
·and', ·or', and ·not') and quantifiers (like 
•all', ·some', and ·none'} and also numerical 
determinations and relational expressions 
(like ·greater than' and ·at the side of} - do 
ot have any direct counterpart in sensible 

~rception. Only the material constituents of 
the statement can have their fulfilment in 
sensible perception ( or in sensible imagina­
tion}. But although the formal constituents of 
statements do not obtain their fulfilment 
from sensible intuition. we do speak of the 
fulfilment of the meanings of statements in 
which such formal constituents occur. 
Nothing in sensible perception corresponds 
10 the •is' or to the ·and". to the ·or· or to the 
•not", 10 the ·some· or to the •is greaterthan ·. 
Moreover. we cannot sensibly imagine. nor 
paint nor photograph. the intuitive counter­
partS of those particles. However. if there 
were no possible fulfilment of the meanings 
of such formal constituents of statements. we 
could not clearly differentiate between the 
fulfilment of the meanings of ·Jack or Bill is in 
the library· and ·Jack and Bill are in the 
library'. although those two statements 
clearlv have differc:nt truth conditions. 
Hcnc~. although the meanings of formal 
constituents of statc:ments. like ·and" and ·or'. 
cannot be fulfilled in any sensible intuition. 
thev must be fulfilled somehow. if the mean­
ing~ of statements - even those most directly 
bound to perception - are to be fulfilled. The 
meanings of such formal constituents of state­
ments can be fulfilled in categorial perception. 

Moreover. in categorial perception, 
Husserl claims, not only are the meanings of 
the formal constituents of statements ful­
filled. but new objectualities, e.g. sets, num­
bers. and states of affairs, are constituted. 

These categorially formed objectualities are 
not merely symbolically meant, but actually 
intuited in categorial perception ( or in cat­
egorial imagination). Categorial perception 
is founded on sensible perception, but does 
not reduce to it, and the objects constituted in 
categorial perception are founded on the 
objects given in the founding sensible percep­
tion(s), but do not reduce to them. A set is 
'built' on the members of the set, but does not 
reduce to them. It is not only a different 
entity but an entity of a different sort than its 
sensibly given elements. A set is a categorial 
objectuality ( or objectuality of the under­
standing), and can only be given in a categor­
ial intuition, which is always a founded act. 

It should be stressed that categorial per­
ception neither modifies nor transforms the 
sensibly given. It neither glues together nor 
links sensible objects to produce a new 
sensible whole. If such were the case, cat­
egorial perception would be a falsifying re­
organization of the sensibly given, and the 
result would still be a sensible object, 
although different from those of the founding 
acts. What is constituted in categorial percep­
tion, although founded on the sensibly given, 
is a non-sensible objectuality. 

Categorial objectualities immediately 
founded on sensible perception ( or on sens­
ible imagination) are objectualities of a 
higher level than the sensible objectualities 
on which they are founded. Let us say that 
sensible objectualities are of zero level, 
whereas the categorial objectualities that we 
have been considering are objectualities of 
the first level. These categorial objectualities 
of the first level can themselves serve as 
founding objectualities for categorial ob­
jectualities of the second level, constituted in 
new categorial intuitions. It is a possibility of 
the understanding to continue in this manner 
constituting categorial objectualities of ever 
higher levels founded on categorial objectu­
alities of lower levels, and building an infinite 
hierarchy of categorial objectualities. 
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GUILLERMO E. ROSADO HADDOCK 

Categories 
Originally, the Greek word corresponding to 
the English 'category' meant 'predicate' in a 
wide sense. In modem language-oriented 
philosophy it often means basic notion or 
basic concept. whether in a natural language 
or in a philosophical system. However, in 
ontology and metaphysics proper the term 
'category' has the sense in which it was used 
by Aristotle and Kant. 

Aristotle. It was Aristotle who introduced 
'category' as a technical philosophical term. 
In a short treatise called precisely Categories, 
he lists and discusses ten categories: sub­
stance (more precisely: secondary substance), 
quantity, quality, relation, place, date (or 
time). posture (or position). state. action, 
and passivity (or passion). For Aristotle, 
these genera represent not only basic con­
cepts but an ultimate division of the world 
(Met. Z.I). His views on categories are 
inseparable from his views on universals. 

According to Aristotle, universals exist 
not only in the mind and/or in language, 
but also in re. i.e. in the world itself. Thus 
he is an immanent realist. His categories 
are universals in re which satisfy two 
conditions: 

I. they are supposed to be the most ab­
stract universal~ i11 re, and 

2. they are to differentiate the world. 

Therefore it is not the case that any 'widest 
possible predicate· refers to a category. Such 
a predicate may he a purely nominalist con­
struction or may. like 'being· and ·unity'. be 
applicable to everything in Ihe world. 

An Aristotelian cate1:ory i1· a hi1:he.1·t 
genas of being. 

Kant. The Critique of Pure Reas"" ( I st 
Division, Book I. Chap. I, Section 3) enumer-
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ates twelve categories of pure concepts of 
understanding. Although Kant's list differs 
from that of Aristotle, he explicitly refers to 
Aristotle when introducing the term 'cat­
egories'. The similarity between Aristotle 
and Kant, however, is not at first sight 
obvious. Kant's categories have nothing to do 
with the things in themselves, i.e. with his so­
called noumenal world. The similarity comes 
out when Kant's phenomenal world is sub­
stituted for Aristotle's more commonsensical 
conception of the world. 

The phenomenal world, the world in which 
we empirical egos live, is constituted by two 
Forms of Intuition (space and time) and the 
twelve Categories of Understanding (unity, 
plurality, totality, reality, negation, limita­
tion. inherence-subsistence, cause-effect, 
reciprocity. possibility-impossibility, exist­
ence-non-existence, necessity-contingency). 
All of these are rooted in a transcendental 
ego. The transcendental is fused with sensible 
matter which in some way is dependent on 
the noumenal world. The result of this fusion 
makes up the phenomenal world, which 
means that the categories do not exist in a 
pure transcendental realm. They are univer­
sals in re only in the sense that they exist in the 
things of the phenomenal world. With regard 
to this world, however. even Kant is an 
immanent realist. 

Space and time, it should be noted. are not 
called categories by Kant. Although Kant 
here differs from Aristotle he is not losing 
sight of the meaning of a category. According 
to Kant, space and time are 11ecessarilv 
singular; there can be only one space and 
one time. Thi, being so, space and time 
are not universal,. and so they cannot be 
categories. 

There arc in Kant's system predicates 
which relate to the phenomenal world and 
which arc wider than the categories. For 
instance. Kant classilies the categories unity, 
plurality, and totality under the predicate 
'quantity'; reality, negation, and limitation 
under 'quality'; inhercncc-subsistence. 
cause-effect. and reciprocity under the pre­
dicate ·relation'; and the last three categories 
under ·modality'. These four predicates have 
to he interpreted as being universal terms in 
the nominalist sense. They do not in any 
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e refer to universals in re. The category 
se:s are the terms which refer to the widest 
te ssible universals in (phenomenal) re. 
po ,4 Kantian category is a highest genus of 
I nornenal being. 

P 1~ving Categories. Kant's list of cat-
ries is embedded in a thoroughly worked 

eg~ philosophical system. Kant assumes that 
ou his method of transcendental deduction. 
bY has given an exhaustive enumeration of all 
: categories which are necessary for phe-

emenal being. The term 'category' thereby 
nokeS on the meaning not only of highest 
t:nus of ~eing, but also of necessary genus of 
: ing. Anstotle, on the other hand, presents 

e mere list of categories ( a · Kategorienta­
a f). rather than a theory of categories 
{~Kategorienlehre'), but implicitly even his 

tegories seem to represent a necessary 
~~f{erenti~tion of the world. ~is differ­
ntiation 1s not, however, prescnbed by a 

:ranscendental faculty of understanding but 
by nature itself. 

Aristotle does not regard lower genera as 
derivable from the higher ones. Subcategories 
cannot be deriv~d from the categories; their 
specific content 1s externally added. Kant. on 
the other hand, although he does not pursue 
anY derivation in his Cri1ique of Pure Reason. 
says explicitly that subcategories (predicables) 
may be derived from the categories (pre­
dicaments). Force. action. and passion. for 
instance. may be derived from the category of 
causality. But such deri,·ations are confined 
to a priori concepts. i.e. uni,·ersals grounded 
in the transcendental faculty of understand­
ing. When it comes to uni, ersals grounded in 
sensible matter, their specific universality is 
regarded as e:m:rnally added to and not 
derivahk from the categories under which 
they are suhsumed. Kantian categories are 
regarded as unin:rs:il forms for sensible 
contents. 

Idealism. Aristotle maintains that there are 
universals in r.• and Kant that there are 
universals in phenomenal re. Absolute ideal­
ists maintain that there are. independently of 
human minds. universals in spiritual re. Are, 
then, the highest genera of their metaphysical 
systems to be called categories. too'! Many 
absolute idealists. Hegel in particular. criti­
cize traditional form--<:ontent distinctions and 

hold all lower genera of being to be in some 
sense derivable from the highest one(s). 
Hegel's Logik is from this point of view the 
deduction of a long chain of categories, 
subcategories, and sub-subcategories. In 
Hegelian systems there are no logical gaps 
between the highest genera and all the other 
universals. The categories of such systems, 
therefore, do not have the kind of independ­
ence they are afforded in the Aristotelian and 
Kantian systems. 
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INGVAR JOHANSSON 

Category Theory 

In mathematics, the study of specific prob­
lems and systems is supplemented by the 
consideration of general notions which 
serve to organize mathematical results and to 
describe the nature and purpose of mathem­
atics. Thus 19th-century geometry could be 
organized as the study of different kinds of 
symmetry and of the group formed by all 
symmetries of a given kind, as in the so-called 
·Erlanger Program' proposed in 1872 by Felix 
Klein (1849-1925). In the 20th century it 
became customary to base all mathematics on 
set theory, and to construct numbers and 
space from sets, using (say) the Zermelo­
Fraenkel axioms. A different and more 
recent organizational concept is that of ·cat­
egory'. Typically. a category will consist of all 
the mathematical objects of some specified 
type, together with the maps or ·morphisms' 
between two such objects. Thus in linear 
algebra the category VECT of all real vector 
spaces consists of all such vector spaces U, V. 
W together with all the linear transformations 
L: U ..... V from one such space U to a second 
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such. If M: V -> W is another such linear 
transfonnation one constructs the composite 
transfonnation Mo L: U-> W (apply L, then 
apply M); this is the transformation usually 
represented by the (matrix) product of the 
corresponding matrices. In geometry the 
category TOP ofall (topological) spaces X, Y 
consists of all such spaces, the continuous 
maps or functions f:X-> Y from one such 
space to another, and the composites of such 
maps. The category SET of all sets S, T 
includes all functions f: S-> Tsending one set 
S into another set T. The apparent paradox 
involved in considering 'all sets' causes no 
real trouble. 

The fonnal definition of a category 
matches these examples. Thus a category C 
consists of objects A, B, C, ... and of arrows 
f, g, h. Each arrow has some object A as its 
domain and another B as its codomain; it 
'goes' from A to B, as in the usual presenta• 
tion as f: A -> B. A composite go f of two 
arrows is defined only when the domain of g is 
the codomain of/; in symbols g: B-> C. This 
composite is then an arrow go f:A-> C. The 
axioms for a category then require that 
this composite is associative, ho (go f) = 
(hog) o /whenever possible (that is, when h 
has domain C), and that to every object B 
there is an identity arrow 18 : B-> B with the 
expected composites (1 8 o f=f, go 18 = g). 
Thus VECT, TOP, and SET as described 
above are categories, and there are many 
such examples (e.g., the category of 'all' 
groups or of 'air smooth manifolds). The 
categorical approach thus emphasizes the 
sense in which mathematics considers not just 
structures (the objects) but also maps (arrows) 
between individual structures. This shifts the 
previous emphasis from things 'inside' an 
object (subgroups. elements) to the relations 
of one object to another. There are also 
'smaller' categories: that of all finite sets, or 
the category with just two objects 1 and 2, 
two arrows 1 :::;2 and the two necessary iden­
tity arrows. 

This definition of a category as an algebraic 
structure Wa!> first formulated in 1945 by S. 
Eilenberg and S. MacLanc, who were 
led to this notion by problems of algebraic 
topology. involving the compari~on of con• 
tinuous maps with homomorphism, of 
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groups. They borrowed the term 'category' 
from the usage in philosophy in order to 
emphasize its coverage of 'all' things of a 
given sort. The definition (as given above) is 
purely axiomatic, so is not based on any prior 
set theory. Indeed, it is now possible to give 
additional axioms characterizing the category 
of all sets; see the article, "Topos Theory" in 
this Handbook for this basic development, 
which clearly indicates real alternatives to the 
usual set-theoretic foundations. One may 
also describe a category within a given set 
theory: a category consists of a class of 
objects A, B, C and a rule assigning to each 
ordered pair of objects A, Ba set hom(A, B) 
(namely, the set of all arrows from A to B), 
together with a suitable composition sending 
the Cartesian product hom(B, C) x hom(A, 
B) into hom(A, C), with associativity and 
identity as before. Different categories C and 
D may be compared by a 'functor' F: C-> D, 
which sends each object C of C into an object 
FC of D and each arrow f of C into an arrow Ff 
of D so as to preserve domain, codomain, 
composite, and identities. This notion arose 
because algebraic topology rests essentially 
on such functors mapping TOP into VECT, 
say by homology or homotopy groups; it is 
essential in the formulation of axiomatic 
homology. For example, the operation trans­
ferring homotopy to homology is natural in 
the following sense: given F and a second 
functor G: C -> D, a natural transfonnation 
B: F - G assigns to each object C an arrow 
BC: FC-> GC of Din such a way that ( Gfl o 
BC= BB o Ff for every arrow/: C--+ BofC. 
Despite the apparent foundational difficult­
ies, one often considers CAT, the category 
of all categories (!) with objects categories, 
arrows functors. and (in addition) natural 
transformations as the so-called 2-cclls. 

Adjunction is the most basic notion. A 
functor F:C-Dhasa right adjoint U: D-C 
(and is then a left adjoint) when there is given 
a transformation fl: hom(FC, D) = hom(CV. 
VD) which is one-to-one and natural in each 
of the arguments (' and D. There are many 
important examples; thus the functor SET_. 
VECT which sends each set S to th<: vc:ctor 
space with basis S has a right adjoint (the 
'forgetful' functor) which sends <:ach vector 
space to the set of its elements. An adjunc-



. 8 sends the identity map FC--+ D = FC 
~on an arrow 11: C --+ UFC which has an 
~nto rtant universal property. With such 
1rn!'° rsal properties one can formulate con­
unive al descriptions of 'free' objects, of 
ceplllr products (of vector spaces), and of 
ten:sian products (of groups or sets). For 
Ca pie, this approach avoids the usual 
exafjrnition of product via the artificial set-
den · f d d . retie notion o an or ere patr. 
th~0 addition to research on categories, 

"categorical concepts have been notably 
the ful in various branches of mathematics: 
use braic geometry, topology, and in parts 
a1~be study of manifolds. The use of cat-
0 ries as an alternative foundation for math­
ego tics is subject to lively and continued 
erna Th .. h. h ntroversy. e issue 1s: w at 1s mat -
cO atics really about? About sets or about 
ernows (functions)? 
arr Set theory proposes a single foundation for 
all rnathematics, while categorical approach­
es allow separate foundations for separate 

rts Thus the natural numbers can be pa . 
haracterized not by the Peano postulates. 

~ut by a single universal pr~pe_rty. Also m~ny 
tegories are equtpped with internal logical 

~erations and hence with an 'internal' logic 
0 hich may differ from the usual classical 
:xtemal" logic. Such categories may also be 
equipped \\;th a corresponding language and 
sernantics. 

Category theory replaces elements of sets 
by alternative descriptions \\ith ai:rm•~- Thus 
a function m: A - S from a set A 1s said to be 
one-one-into (an •injection") if ma = mb 
implies a = b for any two elements a and b of 
A. Correspondingly. in a category an arrow 
m:A - Sis a monomorphism if for any two 
arrowsf.g: B-A. mf = mg implies[= g. (In 
the category nf sets these two notions happily 
coincide.) Similarly. in sets the 'pullback' of 
twoarrnwsf:A- 8 andg: c- Dis the set P 
of all pairs"· c with fa = gc in 8. This can be 
described wit/tow elements. 

In sets every monomorphism m: A - S has 
a characteristic function k: S - (I where (I is 
the set with two elements O and I and ks= 0 if 
s is in A. otherwise ks = I. Then A is the 
pullback of k: s- (I and {O}--+ {0,1 }. In this 
case. (I is two-valued. Such an object n. 
called a subobject classifier. is present in 
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many other categories (e.g., in a topos). It 
carries the internal logic - which then need 
not be two-valued. Thus the categorical 
language allows greater flexibility in forming 
the 'internal' logic. 
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SAUNDERS MAC L\NE 

Causality 
Causality is often the root ontological con­
cept around which a philosophical system is 
built, and it has been interpreted in two 
radically different ways which systematically 
divide these systems. Are efficient causes 
guided by final causes or is an efficient cause -
whether the causal relation be construed as 
de facto or necessary - a basic concept? The 
historical examples given are meant to illus­
trate the systematic issues and are infinitely 
in exhaustive. 

Aristotle heads the list of those holding the 
primacy of final cause. He maintained that a 
cause has four components: material, effi­
cient, formal, and final. This four-way ana­
lysis is at the heart of Aristotle's ontology, 
implicating, as it does, his distinction be­
tween form and matter and his concepts of 
substance and entelechy. The schoolmen 
accepted this view of cause, their distinction 
between rationes cognoscendi and essendi 
corresponding to the Master's distinction 
between knowledge-of-the-fact and know­
ledge-of-the-reasoned-fact. Unfortunately, 
this view has difficulty in explaining the 
prima-facie pointless and irrational features 
of the world. The first person in this tradition 
who seriously attempted to account for the 



CAUSALllY 

dysteleological features of the world was 
Leibniz. 

For Leibniz what we take to be material 
causality turns out to be apparent, not real; 
causality instead is a real teleological impul­
sion responsible for the sequence of phe­
nomenal representations - all this being, of 
course, in conformity with the final purpose 
envisioned by God. To be sure, he wrote, this 
is not a perfect world; there are all too many 
dysteleological elements. However, the cre­
ation of any world would be less than perfect 
since it is less than God. God's genius lies in 
having created the best possible world that is 
commensurate with his creating any world at 
all. It is in this sense that we have the best of 
all possible worlds. Unfortunately Leibniz 
was left with the impossible task of showing 
that this world would be less good without 
any of its dysteleological elements. The 
dysteleological features of the world which 
were never successfully dealt with in this 
tradition plus the emergence of modem 
science - which, while metaphysically neut­
ral, according to Chauncey Wright ( 1830-
75), nevertheless offers nothing but non­
teleological explanations - caused a decline 
in the teleological ontology of causality. 

It must not be supposed that final causality 
has disappeared from the scene; far from it. 
since it is at the heart of any theism that 
sincerely offers itself as an ontology as well as 
a revealed religion. Outside these quarters, 
however, with one exception, discussion of 
final causation is muted except when talking 
about human agency. The exception is the 
recent manipulability analysis of the concept 
of cause. notably exemplified in the work of 
Douglas A. T. Gasking. On this view a causal 
expression is ·very near' the same as the 
recipe for producing or preventing certain 
effects. The business of science, then, is to 
turn the basic causal ·recipes' into 'inference 
licenses'. The goal here is not to sustain 
ontological goals but rather to rid the world 
of ontological commitments: but few philo­
sophers seem wntent with saying that a 
scientific law is a usdul expression but not a 
proposition which, in our world, is true. 

The concept of efficient cause considered 
non-teleologically, it seems fair tu ,ay, ha, 
been the focus of attention in mo,t of modern 
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and contemporary philosophy. Among those 
who treat the causal relation, conceived non­
teleologically, as a de facto relation is David 
Hume. Hume lends himself to various inter­
pretations, one of which, however, favoured 
by later positivists, is that cause means con­
stant conjunction. Perhaps a more plausible 
interpretation of Hume is a sceptical one 
according to which he does not deny that 
there is a necessary connection between 
matters of fact but only sceptically shows that 
we cannot prove that this is so. However, the 
Hume that was most relevant to later philo­
sophers is the positivistic Hume. This inter­
pretation, however, a completely de facto 
one, is unable to explain the difference be­
tween nomic and accidental universals and 
the justifiability of counterfactual inference. 
John Stuart Mill (1806-73) was trying to 
repair these difficulties when he insisted that 
constant conj unctions must be ·unconditional' 
to qualify as causes. But he defined the latter 
concept wholly untenably as a constant con­
junction for which a counterexample is in­
conceivable. Conceivability, of course, is a 
function of a given state of knowledge and 
hence cannot function as a universal 
criterion. 

Innumerable recent philosophers, includ­
ing Carl Hempel (b. 1905), Ernest Nagel 
(1901-85), and J. L. Mackie, have suggested 
ingenious ways of distinguishing between 
accidental and nomic universals (the latter, 
say, contain only purely qualitative predic­
ates, arc unrestricted in scope, have a scope 
not closed to further augmentation, and so 
on) and related ways of justifying counter­
factual inference all within an extensional 
Humcan framework; but no one of them has 
seemed tu gain general acceptance. To be 
sure, W. V. 0. Quine in his 11,e W11y of 
Paradox (pp. 48--52), points out that counter­
factual inference i, sustained by scientific 
theory. which, of course, is true but neglects 
the fact that the extensional and l lumean 
framework has been abandoned for an in­
tensional framework of scientific meaning. 

Kant is not only a good representative of 
one who holds that the relationship between 
cause and effect is necessary but he also 
has influenced recent thinkers who, though 
getting rid of must of his metaphysical bag-



found an essential insight in his work. 
gage; argued that causes are necessarily con­
I{an d with their effects within the realm of 
necteomena - but only within that realm -
phenuse the human mind is constituted in 
be~ a fashion as to invariably and irresistibly 
sue ·bute such relationships to the events that 
attn Wd . . experiences. e o not know with cer-
it . ty of course, just what causes produce 
tain • . 

h t effects, but we are certam that events 
w a eed one another with necessity precisely 
suc:use the person actually constitutes the 
beClm of phenomena, of which these events 
rea a part, in this way. Kant fell into a 
are d'l . II Laplacean I emma - s1_nce a events are 

used no human event 1s morally respons­
~:le in the phenomenal world. In his discus-
1. n of practical reason Kant's juggling act to 
51:ount for free will is far from satisfactory. 
ac Recent necessitarians. or singularists. as 
heY are sometimes called. who include 
~ong others Curt John Ducasse. William 
l(neale, Rom Harre. William Wallace. and 
Edward H. Madden. while rejecting Kant's 
categories and phenomenal-noumenal dis­
tinction etc .. b_ehe\'e that Kant had good 
reasons for calhng any de facw approach to 
efficient causality wholly bankrupt. Se\'eral 
recent necessitarians agree in the follo"ing 
wavs. First. they reject Kant's notion that 
ne~essary propositions are known only a 
priori. There are numerous_possibl: scientific 
systems. each one of which exh1b1ts con­
ceptual necessity- or it wouldn't be a system. 
The scientific problem is to find out which of 
such necessar)' systems our world exemplifies. 
And this is wholly an <1 posteriori enterprise. 
The fault of the Humean in this context is 
simply to «<s11111t· erroneously that ·pis neces­
sary' am/ 'p is <1 priori'. on the one hand. and 
•pis contingent' and ·p is a posteriori'. on the 
other. are materially equi\'alent. Second. 
unlike Kant. they amid the Laplacean para­
dox. Like Roderick M. Chisholm in another 
context. they take their cue from Thomas 
Reid ( 1710-%) and the Scottish tradition and 
hold that moti\'es are erroneously conceived 
as causes. They insist that the concept of 
causality is inapplicable to human actions. 
though it is of course applicable to any human 
behaviour for which there is no apparent 
point. Hence a human agent causes an act but 
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motives in tum do not cause him to act the 
way he does and hence the paradox of Pierre 
Simon de Laplace (1749-1827) is apparently 
avoided. Much discussion and controversy 
still swirls about the concept of agent 
causality. 

There is another strand in causal literature 
wholly in the ateleological fold which, how­
ever, yields both de facto and necessitarian 
positions. Causality is sometimes defined as a 
whole set of necessary conditions sufficient to 
produce an event just as, say. the dry under­
brush, prevailing wind, and some means of 
ignition is a set of necessary conditions suffi­
cient to produce a forest fire. This causal 
relation, John Stuart Mill claimed, is wholly 
de facto. One problem with this view is that it 
is difficult to decide what constitutes a whole 
set of necessary conditions. Is it necessary to 
mention the oxygen in the air, the presence 
of the atmosphere around the earth. the 
presence of the planet itself, and so on 
ad infinitum? 

With the concept of a controlled scientific 
experiment in mind, Ducasse distinguished 
between necessary conditions and a sufficient 
cause. Both the control and experimental 
groups are equated with conditions necessary 
for the occurrence of an effect which, how­
ever, does not occur. Hence Ducasse refers 
to the necessary conditions as ·standing con­
ditions' insufficient to produce the effect. The 
one new condition added to the experimental 
group immediately produces the effect and 
hence constitutes the sufficient cause. 
According to Ducasse, this experimental 
method of difference constitutes what we 
mean by cause. Cause is the only change 
immediately prior to the occurrence of 
an event. Unlike Mill's de facto analysis, 
Ducasse '.s relationship between cause and 
effect is a necessary one since it follows from 
a conceptual analysis of the relationship 
itself. One cannot, however. resist the feeling 
that Hume and Ducasse commit the same 
fallacy in a different context. The fallacy is 
that of confusing the meaning of the concept 
cause with the empirical way in which we 
discover causal relations. On the positivistic 
analysis of Hume he seems to take the 
method of agreement. a method of discover­
ing causes. and uses that way of discovering 
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causes as constituting the meaning of cause. 
Ducasse, on the other hand, takes the 
method of difference as the fundamental way 
of discovering causal relationships and uses 
that method as definitive of the concept of 
cause itself. 
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CausaSui 
Toe idea of causa sui, literally, a cause of 
itself, occurs in the works of Rene Descartes 
(First Ser of Replies ro rhe Meditations, 1641). 
But it appears most significantly in the philo­
sophy of Spinoza, who defines it at the 
beginning of Ethics (Definition I, 1677) as 
"that whose essence involves existence, or 
that whose nature cannot be conceived as not 
existing'". In a later passage he says that such 
a thing necessarily exists or "pertains to its 
nature to exist". Behind the definitional 
connection between causation and self­
existence is Spinoza's monistic rationalism. 
Since he holds that there can be only one 
substance. that everything must have an ex­
planation. and that causal explanation is the 
only kind there is, the one substance must be 
the explanation of its own existence: cattsa st1i. 

Spinoza ·s idea of causa sui is a transmuta­
tion of two medieval ideas, that of cause and 
ens a se. According to the medieval view, the 
causal relation (efficient causality) is trans­
itive, asymmetric. and irreflexive. The prop­
erty of asymmetry is the focal one in this 
context. If causality i, asymmetric, then it 
follows that it i, also irreflexive. And if 
nothing can be it, own cause, then God in 
particular cannot be hi, own cause. But why 
should anyone think that causality is asym­
metric, a, Thomas Aquinas clearly doc, 
(Sum. Theo/. I. q.2, ad 2)'! Intuitively. if x 
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gets z from y, it is because x does not have z 
and thusy cannot get z fromx. For example, 
if Cain gets existence from Adam, then 
Adam cannot get existence from Cain, be­
cause if Cain had existence to give to Adam, 
he would not need to get it from Adam. 

It is not clear that this medieval view is 
correct. Two boards leaning against each 
other seem to cause each other to stand 
upright. If this is correct, then there seems to 
be nothing to prevent extending the analogy 
to mutually existential causes; that is, two 
objects might eternally cause each other to 
exist. And from there one might extend the 
idea to one object eternally causing itself to 
exist. This is Spinoza's position. In contrast 
with the medieval view, Spinoza thought that 
causa s11i was reflexive; when xis causa sui, x 
causes x. Further, since only one thing is a 
cause, ca11sa s11i is symmetric and transitive. 

It is important not to confuse cattsa sui with 
the idea of ens a se. Many medieval philo­
sophers, notably Anselm of Canterbury 
(c. 1033-1109) and John Duns Scotus (c. 1265-
1303), described God as ens a se, literally, a 
being from itself. Medieval thinkers, like all 
philosophers, tried to push the search for 
explanation to its limits. Unlike Spinoza, 
they did not believe that everything could 
receive a causal explanation. To say that 
something is ens a se is to deny that it depends 
on anything. Such a being contrasts with ens 
ab a/io, a being that comes from another 
being and hence depends upon it. 

Spinoza uses the idea of causa sui as a 
global principle. The one substance is cause 
of itself and hence the source of all its modes 
and attributes. Nothing outside of the self­
caused substance can explain anything, and 
there is nothing outside the ,elf-caused sub­
stance that requires explanation. Later philo­
sophers used the term in a more local way, 
and some, like Jean-Paul Sartre, argue that 
the idea i, contradictory. 
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Change 

To change is to become different, altered, or 
modified (adapted from The Random House 
Dictionary of the English Language, 1977 
ed.). 

It certainly seems reasonable to say that an 
object changes just in case there is a differ­
ence between what that object is like at one 
time and what it is like at another. Thus, 

(C) An object, x, changes if and only if 
1. there are contrary properties, P 

and P', 
2. there is an object, x, 
3. there are distinct times, I and 1', 
and 
4. x has Pat I and has P' at 1'. 

This criterion of change has, in one form or 
another, embodied the idea of change from 
the very beginnings of Western philosophy; it 
is strongly suggested in the writings of Plato 
(e.g., Phaedo, c. 11. 103b; Theaetews 18lff.) 
and in the works of Aristotle (e.g .. Phys. 
188a32f.; Mer. IU70b10). And it captures the 
ancient ideas that change involves contraries 
and that in change there is an underlying 
substratum that remains the same (persists). 

But, despite the ob,ious initial plausibility 
of this criterion, it has been a subject of 
controversy since at least the time of the 
pre-Socratic philosophers. Parmenides (5th 
century BC) and Heraclitus (fl. 500 BC). 

Among the central causes of concern about 
(C) has been that, while the idea of change 
seems to be the idea of alteration. ( C) seems 
to allow that things may change Y.ithout being 
altered. For. as it stands. ( C) places no 
restrictions concerning which properties the 
successive ha\'ings ,,f which by some object 
imply that that object has changed. 

Consider the property of being in existence 
for exactly three hours. An object can have 
that property and then have a contrary prop­
erty (e.g .. the property of being in existence 
for exactly four hours) just by persisting; and 
no object changes. it would seem, merely in 
virtue of the fact that it persists. Some 
condition must be added to (C) to rule out of 
consideration those properties the successive 
havings of which by an object are simply what 

CHANGE 

that object's persisting consists in (though it 
may be unclear which these properties are 
and how to formulate such a restriction). 

Now, while no object changes merely in 
virtue of the fact that it persists, it does seem 
obvious that no object can change unless it 
persists. For no object can possess contrary 
properties simultaneously. 'Temporal slice' 
theorists, however, might maintain that that 
is not so; such philosophers accept the idea 
that apparently persisting objects are really 
sequences of their temporal parts and that no 
object truly persists (since no such entity, 
either temporal slice or sequence of slices 
ever exists wholly at distinct times). Such 
philosophers must either accept (C) and deny 
that anything really changes or revise (C) to 
accommodate their view that nothing truly 
persists, perhaps as follows: an apparently 
persisting thing changes if and only if it is a 
sequence of temporal slices such that at least 
two slices in that sequence differ in some way 
in addition to their temporal properties. 

However, this proposal is not without 
difficulties. First, since no one would be 
inclined to say that anything had changed just 
because x has F at r and y ( *x) has G (a 
contrary of F) at r' ( * 1), one cannot accept 
the proposal without the prospect of there 
being conditions under which a sequence of 
temporal slices does in fact constitute an 
entity that we would ordinarily take to be a 
persisting one. Second, since the temporal 
slice theorist construes a thing's temporal 
parts as on a par with its spatial parts, it 
appears that such a theorist has no grounds 
for thinking that an apparently persisting 
thing's being different at different times is 
any more significant, from the point of view 
of the idea of change, than its being different 
in different places. 

Another issue arises, if one insists, as (C) 
does, that an object that changes, say, from 
being F to being G. must be such that it exists 
both at a time it has F and a time at which it 
has G. For then it will follow that no object 
changes when it comes into or goes out of 
existence, since no object has (or lacks) 
properties at times at which it does not exist. 
And it might be maintained, to the contrary, 
that there are no greater changes that an 
object can undergo than that of coming into 
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being and going out of existence. However. 
while it may be admitted that (C) is incapable 
of dealing with creation ex nihilo and com­
plete annihilation. when counted as changes 
that created and annihilated objects undergo, 
a defender of (C) can maintain that a thing 
that comes into existence in virtue, say, of 
assemblage of parts, or goes out of existence 
by dint of disassemblage of parts, does not 
itself change, but that its parts do. 

The same issue is raised by the phe­
nomenon of substalllial change, alleged 
changes that consist in an object's coming to 
belong to a category or kind different from 
the category or kind to which it once be­
longed. where it is the case that if a thing 
belongs to a given category or kind it does so 
essentially or necessarily. 

Another difficulty for(C), again having the 
same source as the others, concerns so-called 
·Cambridge' or ·relational' change. That 
things appear to change merely relationally 
was noted by Plato (see T/reaetetus 155bll-
14) and, in modern times, by J.M. E. 
McTaggart (thus the term 'Cambridge 
change'), and by Peter T. Geach; the current 
revival of interest in the topic is due to 
Jaegwon Kim. The problem arises in the 
following way. 

Suppose that some object, x, changes 
during some period of lime. /, from being red 
10 being green. It does seem obvious that 
each object y ( ;!,x) that exists throughout tis 
such that there is some relation, R, that y 
bears to x and x alone throughout t. If so, 
there is a property, Q. the property of being 
related by R to an entity that is red. that 
during t y has and then lacks. Thus, y 
changes; and so, generalizing, if during any 
period of time any object changes, then every 
entity existing al that time changes as well. 
The problem is that the changes in these 
relational properties (like Q) with respect lo 
which objects change do not seem to be 
changes that are real alterations. For ex­
ample, no person seems altered merely by 
becoming an uncle, that is. merely by being 
related in a certain way to another person 
who ·really' change, (i.e., alter,) by giving 
birth; and no object seems to alter merely 
by bearing some relation tu an entity that 
changes by turning green. 
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One possible solution to this problem is to 
insist that when things change relationally (or 
undergo mere Cambridge change) they really 
do ipso facto change; and thus there is no 
serious problem in supposing, with (C), that 
things that change relationally change 
simpliciter. Alternatively, one might insist 
that the idea of change really is the idea of 
alteration, and that nothing really changes 
just by changing relationally; thus some way 
must be found to distinguish cases in which an 
object changes relationally from those in 
which an object alters (or changes really or 
non-relationally) and restrict application of 
(C) just to those cases of non-relational 
change, where an object really is altered by 
the successive havings of contrary properties. 
It will be noticed that whether a thing changes 
relationally is dependent on other things 
changing non-relationally, in so far as no 
thing can change relationally unless some 
other entity changes non-relationally 
(Socrates, at a time when he has ceased to 
change in height, cannot become shorter than 
Theaeletus, unless Theaeletus grows taller); 
and this dependent character of Cambridge 
or relational change may be exploited in the 
following way to distinguish cases in which an 
object changes relationally from those in 
which an object changes non-relationally. An 
objectx, in going from having a property Fto 
having a contrary property G, at some inter­
val of time t, changes relationally if and only if 
in so going x changes according to (C), and 
thatx goes from having Fto having G entails 
that there is an object y (distinct from ii and 
its parts), and properties F and G', such that 
y changes al / from having F' to having G'. 

Another problem for (C) is raised by 
motion. For when an object moves ii docs not 
seem lo be altered; the moved thing seems in 
a sense to be no different in it,elf. In addition, 
ii seems lo be the case that an object can be 
said 10 move only if ii either changes its 
position with respect lo other entities or is 
coincident with dirrcrenl spatial points al dif­
ferent limes. All this ,uggesl, that we should 
think that when a thing moves ii changes 
relationally. Bui surely ii is possible for an 
object lo move while no entity whatsoever 
alters. Motion seems then lo be neither a case 
of alteration nor a case of relational change. 
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Chaos 
I: Chaos and Complexity 

Chaos is the deterministic production of 
behaviour that is unpredictable O\'er long 
times. Although there are a number of ways 
to express its defining propenies, a simple 
example will serve to introduce the key 
considerations in deterministic chaos: the 
breakdown of predictability. observation of 
a complex process. and the mathematical 
effon required to forecast. These ha\'e their 
analogues in the dynamical systems theo~· of 
chaos. information theorv of measurements. 
and computation theo~· ·of modelling. 

The weather is often considered a prime 
example of unpredictable beha,'iour. In fact. 
it is quite predictable. Over the period of one 
minute (say). one can surely predict it. With a 
glance out of the nearest window to note the 
sky's disposition. one can immediately repon 
hack a forecast. To predict O\'er one hour. 
one would search to the horizon. noting more 
of the sky's pre\'ailing condition. Only then, 
and not without pause to consider how that 
might change during the hour. would one 
offer a tentative prediction. If asked to 
forecast two weeks in advance one would 
probably not even attempt the task since the 
necessarv amount of information and the 
time to a'ssimilate it would be overwhelming. 
Despite the long-term unpredictability. a 
meteorologist can write down the equations 
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of motion for the forces controlling the 
weather dynamics in each case. In this sense, 
the weather's behaviour is symbolically speci­
fied in its entirety. How does unpredictability 
arise in such a situation? 

The short answer is that the governing 
natural laws, even though expressible in 
a compact symbolic form, can implicitly 
prescribe arbitrarily complicated behaviour. 
To the extent that the natural laws are 
objectively understood, they are written as 
equations of motion. These are a procedure 
that, given a sufficient measurement of a 
system's configuration, specifies how to com­
pute future behaviour. Often articulated in 
the language of differential calculus. the 
equations of motion codify the interplay of 
the components of a system's configuration. 
They are, in fact, incremental rules. i.e. an 
algorithm, that determine the configuration 
at the next moment in terms of the one 
immediately preceding. Forecasting, though, 
requires knowing the behaviour for any 
future time. 

The belief that this could be done and the 
assumption that it was easy to do so was most 
succinctly expressed by Pierre Simon de 
Laplace ( 1749-1827) more than two centuries 
ago: 

The present state of the system of nature is 
evidently a consequence of what it was in the 
preceding moment, and if we conceive of an 
intelligence which at a given instant comprehends 
all the relations or the entities or the universe. it 
could state the respective positions, motions. and 
general affects of all these entities at any time in the 
past or fu1Ure. 

While Sir Isaac Newton's and Leibniz's 
invention of the differential calculus gave a 
new language with which to model natural 
phenomena. its direct implementation as a 
procedural description, however, has only 
recently become feasible. Before this time, 
when sequential. compounded computation 
could only be performed bv hand even 
the simplest prediction probl~ms de~anded 
arduous and typically impractical effort. 
Thus. mathematical techniques were de­
veloped to i11vert the equations of motion. In 
the limited settings for which this could be 
carried out. viz. /i11ear equations, the analytic 
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methods yielded closed-form solutions which 
short-cut the direct incremental computation 
of future behaviour. The main characteristic 
of linear equations is that given two solutions 
a third may be found as their sum. 

A vast array of phenomena do not share 
this property. Despite this limitation, closed­
form solution has been the dominant criterion 
for understanding dynamical behaviour since 
the time of Newton. Its range of applicability 
has ceased increasing. The types of phe­
nomena now demanding scientific attention, 
such as the weather and even substantially 
smaller systems, are explicitly non-linear and 
do not, even in principle, allow for closed­
form solution. That there was a fundamental 
limit to finding closed-form solutions was 
appreciated by Jules Henri Poincare (1854-
1912) at the tum of this century. Although he 
despaired of this, he was also the initiator of 
the alternative approach to describing com­
plex behaviour, q11a/irarive dynamics, which 
later became dynamical systems theory. 

Dynamical Systems Theory. A central ab­
straction in dynamical systems theory is that 
the instantaneous configuration of a process 
is represented as a point, or stare, in a space of 
states. The dimension of the state space is the 
number of numbers required to specify 
uniquely the system's configuration at each 
instant. With this, the temporal evolution of 
the process becomes the motion from state to 
state along an orbir or rrajecrory in the state 
space. 

For a simple clock pendulum the state 
space is the two-dimensional plane. A state 
here consists of two numbers: one denoting 
the position, the other the velocity. The state 
space of a fluid in a closed box is the collection 
of all velocity fields: the space of all possible 
instantaneous changes in fluid particle posi­
tions. If every particle moves independently, 
the dimension of the equivalent dynamical 
system is exceedingly large: proportional to 
the number of particles. Despite the difficulty 
in picturing this representation directly, the 
temporal evolution of the fluid is abstractly 
associated with a trajectory in this high­
dimensional state space. In the fortunate case 
when there is strong coherence between 
components of a large system or when the 
system itself has only a few ,ignificant cum-
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ponents, the trajectory can be visualized in a 
much lower dimensional space. 

If a temporal sequence of configurations is 
observed to be stable under perturbations 
and is approximately recurrent, then the 
trajectory is said to lie on an attractor in 
the state space. The attractor concept is a 
generalization of the classical notion of 
equilibrium. One of the main contributions 
of (dissipative) dynamical systems theory is 
the categorization of all long-term behaviour 
into three attractor classes. A fixed point 
attractor is a single, isolated state toward 
which all neighbouring states evolve. A limit 
cycle is a sequence of states that are repet­
itively visited. These attractors describe pre­
dictable behaviour: two orbits starting from 
nearby states on such an attractor stay close 
as they evolve. Unpredictable behaviour, for 
which the latter property is not true, is 
described by chaotic attractors. In a crude 
approximation, these are often defined neg­
atively as attractors that are neither fixed 
points, limit cycles, nor products of limit 
cycles. 

There are several complementary descrip­
tions of the basic properties of chaotic attract­
ors. Analytically, they consist of highly 
convoluted orbits. An infinite number of 
unstable limit cycles and an infinite number 
of aperiodic orbits can be embedded in 
a chaotic attractor. Topologically, chaotic 
attractors often display self-similar, or fractal, 
structure. Geometrically, although globally 
stable to perturbations off the attractor, they 
exhibit average local instability. Orbits start­
ing at close initial states on a chaotic attractor 
separate exponentially fast. Physically, this 
local instability amplifies microscopic fluctu­
ations to affect macroscopic scales. Although 
the resulting macroscopic behaviour may b~ 
predictable over sufficiently short times, to 
an observer it is unpredictable over long 
times. Even in the absence of microscopic 
fluctuations, forecasting typical chaotic orbits 
requires maximal computational effort on the 
part of an observer who knows the governing 
equations of motion. The size of the minimal 
computer program to predict grows with the 
length of the forecast. 

Aside from attractor classification. another 
significant contribution of dynamical systems 
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theory is a geometric picture of transients: 
how states off an attractor relax on to it. An 
attractor's basin of attraction is the set of all 
initial states that evolve on to it. There can be 
multiple basins, so that radically different 
behaviour may be seen depending on the 
initial configuration. The complete catalogue 
of attractors and their basins for a given 
dynamical system is called its attractor-basin 
portrait. 

Dynamical systems theory is also the study 
of how attractors and basin structures change 
with the variation of external control para­
meters. A bifurcation occurs if, with the 
smooth variation of a control, the attractor­
basin ponrait changes qualitatively. 

Sources of Randomness. To summarize. 
dynamical systems theory has identified three 
sources of unpredictability or effective 
randomness. 

I. Sensitfre dependence on initial condition: 
To which attractor does the system go? 
The borders between basins can be 
highly convoluted, so that completely 
different attractors can be seen with 
very small changes in initial condition. 

2. Detenninistic chaos: This is unpredict­
ability of long-lerm beha,iour due to 
local instabilitv on the attractor. 

3. Sensiril·e depe~1dence on control para­
meter: The attractor-basin ponrait can 
be arbitrarily sensiti\'e to changes in 
control parameters. 

Poincare expressed an appreciation that 
such sensitivities could arise in systems 
governed by known laws as follows: 

But even ir it wcri: the i:asc that the natural laws 
had no long.er ~tny sl!crct for us. we could still only 
know the initi.1I situation dpproxjmatt(\'. U that 
cnahled us to predict the succeeding situation with 
the Jtlnt,· ,1pproxim111ion. that is all we require. and 
we ,hould say that the phenomenon had been 
prcdicti:d. that it is 1,?.o\i:rncd b,· laws. But it is not 
always so: it may hippc:n that Small differences in 
the initial conditions produce very great ones in the 
final ph~nomcna. A small error in the former will 
produce an enormous error in the latter. Prediction 
becomes impossible, and we have the fonuitous 
phenomenon. 

The remark closes with an implicit opera­
tional definition of randomness as a phe• 

CHAOS 1: CHAOS AND COMPLEXITY 

nomenon which appears fortuitous due to 
ignorance. This and similar notions of un­
certainty play an important role in prob­
abilistic descriptions of unpredictable 
behaviour. 

In chaotic systems uncertainty and ap­
proximation are rapidly amplified. This pre­
cludes not only the long-term prediction of 
their behaviour, but also the closed-form 
solution of their equations of motion. 
Reminiscent of quantum theory, the first 
difficulty necessitates, even in the classical 
setting of dynamical systems, a complete 
accounting of the measurement process. The 
second requires a computational theory of 
inferring models from measurements. 

Information and Measurement. An obser­
vation of a natural process entails measure­
ment of its state. The act of measurement is a 
codification of the physical configuration. 
But how much do observations tell one about 
the process? Information theory measures 
the amount of information in an observation 
as the negative logarithm of its probability. 
Information itself is never rigorously defined; 
it is only quantified. The most concise 
attempt, however. is due to G. Bateson 
(1904-84): information is a difference that 
makes a difference. This expresses the origin 
of information in the unanticipation of an 
event and also its essential relativity. 

The average information contained in isol­
ated measurements is called the dimensio11 
of the underlying process: the minimum 
amount of information necessary to uniquely 
identify a configuration. In a complementary 
way the dy11amical emropy quantifies how 
much can be predicted about the next 
measurement given that one knows the entire 
history up to that point. It measures the 
average temporal rate of information loss 
once a measurement is made. If a process is 
chaotic a new measurement must be made 
after a short time since the information about 
its previous state is lost. From the observer's 
view~oint, the dynamical entropy is the rate 
at which a process produces new information. 
. l?fo~mation theory does not give a direct 
md1cat1on of a pr_ocess's underlying geo• 
metn~ ~tructure. smce it is a probabilistic 
descnpt1on of_ the behaviour. The geometry 
of the underlymg attractor can be recovered. 
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however, even from a single component time 
series produced by a multidimensional pro­
cess. Reconstruction methods produce an 
equivalent state space representation from a 
time series of observations. They provide a 
direct connection between experimental data 
and the geometric tools of dynamical systems 
theory. 

Complexity and Modelling. The minimal 
computations required to forecast and to 
model observed behaviour are two measures 
of its complexity. They are especially im­
portant for deterministic chaos. Since there 
are no closed-form solutions for chaotic 
orbits, there are no algorithmic short-cuts 
enabling one to avoid direct incremental 
computation of future states from the equa­
tions of motion. Laplace parenthetically ac­
knowledged the importance of computation 
complexity for exact prediction: 

But ignorance of the different causes involved in 
the production of events. as well as their com­
plexity, taken together with lhc imperfection of 
analysis, prevents our reaching the same cenainty 
about the vast majority of phenomena. 

The complexity associated with forecasting 
dynamical systems, introduced by G. Chai tin 
(b. 1947) and A. N. Kolmogorov (1903-87) 
as a computational measure of randomness, 
is equivalent to the dynamical entropy. A 
repetitive process is easy to predict, since 
there are only a few measurement sequences 
to anticipate. An ideal random process is 
difficult to predict due to the diversity of 
sequences. The repetitive process produces 
little or no information; the random process 
produces a maximal amount. 

The complexity of modelling, however, is 
complementary to such ·randomness' meas­
ures. The model of the repetitive process is 
simple: listing the basic pattern again and 
again is all that is required. The random 
process is also quite simple, but from a 
statistical viewpoint. For a random process, 
one's model is simply to guess al successive 
measurements. Both repetitive and random 
processes have low modelling complexity. A 
complex process is an amalgam of both 
deterministic and random computations. 

Modelling complexity is maximized in pro­
cesses that are al the border between order 
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and chaos. This is a concise summary of the 
information-processing capabilities of dy­
namical systems. It is particularly germane to 
processes at phase transitions, such as the 
transition between ice (order) and water 
(chaos). For adaptive and evolving systems, 
such as found in biology, the notion of 
modelling complexity captures the necessary 
interplay between innovation and utility of 
function. Innovation allows an organism to 
adapt to a changing environment. Ordered 
behaviour and structure are necessary as a 
foundation for further evolution and in order 
to take advantage of regularity. 

Methodology. Deterministic chaos has 
found its particular niche in the taxonomy of 
complex dynamical behaviour. Indeed, re­
search has advanced to an 'engineering' 
phase in which chaos is designed to control, 
eliminate, or enhance unpredictability. 

Deterministic chaos forced a change in 
scientific methodology away from the em­
phasis on closed-form representations for 
single orbits. One result is that the Baconian 
notion of inexorable progress in the refine­
ment of scientific theories via experimenta­
tion is not strictly valid, since a model predic­
tion will eventually differ from observed 
behaviour. The error in this prediction can be 
as large as the attractor itself. The refinement 
of a 'theory' for a single chaotic orbit cannot 
be improved beyond that irreducible and 
large error. One response is to use prob­
abilistic descriptions of the apparent random 
behaviour. This ignores the tremendous 
structure in deterministic behaviour, such as 
the short-term predictability and the shape of 
a chaotic attractor. Qualitative dynamics is a 
geometric approach intermediate between 
exact solution and probabilistic methods. 

Chaos, though, is only a shadow of forms 
of complicated behaviour still to be perceived. 
What will last, then, is not so much the 
phenomenon of deterministic chaos, but 
rather the methodology, 1•xpaime111t1/ muth­
emutics, that has been developed to explore it. 
The goal there is to circumvent the analytical 
and expressive deficiencies of closed-form 
solutions in order to directly explore the 
complexity of analytic models. Digital com­
puters have facilitated much of its dewlop­
menl by providing access to vast amounts of 
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numerical computation. The basic method­
ology draws on the geometric representations 
from dynamical systems theory, the quantitat­
ive probabilistic descriptions of information 
theory, and the structural analysis of com­
plexity developed in computation theory. 

Name, Number, State. The primary con­
cept on which dynamical systems theory and 
its applications rest is the notion of state. 
From a scientific-historical perspective, the 
very recent use of the state concept is seen as 
only the most recent example of a series of 
improved descriptive abstractions. These are 
modes of symbolic representation that facil­
itate modelling the perceived world. The first 
in the series might be taken to be the 
development of language. or more basically. 
the naming of objects in the perceptual 
environment. The second was the number 
concept which gave a refined precision in 
differentiating named objects. 

In the development of descriptive abstrac­
tions. new modes do not replace existing 
ones, but instead are built out of them in a 
procedural hierarchy: number is an ordering 
property of sets of named objects. Each 
mode sets the substrate for a level of model­
ling and so the complexity at that level 
depends on that of the lower lc,·els. Although 
number is an essential aspect of the measure­
ment process. the state abstraction builds on 
it and introduces a geometri:ation of pro­
cedure. Through it time and. especially. the 
evolution of beha,iour become objects for 
description. 

Philosophy or Chaos. The discovery of 
deterministic chaos and the success of dy­
namical systems theory belie a reinvigoration 
of mechanism. Unlike the determinant and 
lifeless mechanism of a century ago. mech­
anical svst~ms art: now seen as sources of 
effectiv~ randomness. surprise. and innova­
tion. At one and the same time subjectivity 
enters in an essential way into descriptions of 
complex behaviour. 

The detailed structural theory of chaos and 
the vast array of non-linear systems exhibit­
ing it make it clear that randomness is an ideal 
only approximable by physical processes. It is 
characteristic of scientific progress that 
original concepts give way to a relined under­
standing. Major advancements in scientific 
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knowledge often exact a toll in discovery 
of new limitations of the explanatory 
reach of the existing world view. With the 
development of geometric descriptions of 
complexity, there comes the appreciation 
of the fundamental limits on their predicta­
bility. 

Many problems in dynamical systems 
theory derive from the essential tension 
between local determinism and global in­
determinism. The equations of motion 
specify local space-time rules and so deter­
mine the evolution from an initial state 
entirely. Nonetheless, the long-term and 
large-scale structures responsible for the 
observed properties cannot be directly in­
ferred from them. When observed with any 
finite accuracy, chaotic processes exhibit a 
preferred direction of time, even though the 
microscopic equations do not. Via local in­
stability. microscopic determinism leads to 
macroscopic irreversibility. 

The behaviour of non-linear systems can­
not be understood solely in terms of their 
constituents' behaviour. Indeed, it is the very 
interaction of the constituents that produces 
complex behaviour. The reductionist 
methodology fails entirely to capture the 
structures that arise specifically due to 
interaction. 

From the mechanistic viewpoint, the phys­
ical brain is the substrate supporting the 
mind. There is now the stronger dynamic 
interpretation: the mind is the dynamics of 
the brain. Chaos sheds no light on the literal 
interpretation of the problem of a mind 
expressing free will. The classical universe 
described by dynamical systems theory is 
deterministic. The existence of deterministic 
chaos does. however. expand the discussion 
offree will to include the notion ofstability of 
the physical substrate. A system can appear 
to have effective free will in the sense that no 
one. especially not the system itself, can 
decide whether its macroscopic behaviour is 
completely determined, let alone fully pre­
dict it. If deterministic chaos were found via 
experimental investigation to be an essential 
and common behavioural mode of the 
physical brain. then one could reasonably 
conclude that individuals express effective 
free will. 
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Chaos 
II: Fractals and Chaos 
Fractals are geometrical objects with struc­
ture at arbitrarily small scales. Chaos is the 
state a physical system approaches when its 
initial state gives no information about its 
subsequent behaviour. Both have been in­
tensively studied recently by mathematicians 
and physical scientists, as a result of two basic 
discoveries: that fractals can be described as 
coherently as any other shapes, and that a 
deterministic system may yet be chaotic. 

Fractals have their origins in the 
'pathological' objects that Georg Cantor and 
Guiseppe Peano ()85S-1932), among others. 
discovered in the late 19th century as counter­
examples to too naively intuitive ideas about 
continuity and differentiability (see Stewart 
1987). But it was not until the 1970s that 
thinkers such as B. Mandelbrot argued per­
suasively that many physical objects are best 
represented as having such shapes. The 
crucial idea is the relativity of the dimensions 
of the object to the scale at which it is 
considered. The circumference of an island, 
for example. or the volume of a cloud, will 
take on different value, depending on the 
measuring unit employed. (A kilometre-long 
measuring rod would give one answer. a 
metre-rod another, a millimetre-rod another.) 
If the object is fractal. lhc ,cquence of 
measurements at diffcrcnl scale, doe, nol 
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converge to any determinate number. The 
dimensions are inherently relative to the 
scale of measurement. That is not to say that 
a fractal object does not have objective 
spatial properties: in fact it is an objective fact 
which points of space it occupies and which it 
does not, but these facts do not translate into 
lengths and volumes. 

The spatial characteristics of a fractal are 
better represented by its fractal dimension 
(see Falconer 1984). This is most easily 
explained for self-similar fractals: those which 
exhibit the same shapes at all scales. (If you 
take a suitable section of such a fractal and 
'magnify' it you find that it is geometrically 
similar to the whole fractal.) Compare such 
an object to a cube. A cube is a three­
dimensional object in that if you put eight 
(i.e. two to the power of three) cubes to­
gether you get another cube. (And a square is 
two-dimensional in that if you put four, two 
to the power two, squares together you get 
another square.) The dimension of an object 
will be an integer, on this definition, as long 
as the number of copies needed to make a 
similar object is a power of two. But with a 
self-similar fractal the number of copies re­
quired may be any integer at all. So if, for 
example, three copies of a fractal will repro­
duce its shape, its dimension is that number d 
for which 2 to the power d equals three, i.e. 
1.4427 . . . A slight generalization gives a 
dimension to every self-similar fractal. For a 
non-self-similar fractal one can define the 
dimension as the number d such that when 
the object is measured in integral units of 
length m the length is proportional to e 
(Euler's constant) to the power 1-d. (When 
both definitions apply they give the same 
values.) 

Fractals occur in lhe physical world. 
Measurement of islands, clouds, and plants 
tends to confirm their fractal nature. and ii 
has been suggested that the physics of such 
different things as Saturn's rings and the 
weather patterns produced by a nuclear war 
require one to consider fractally shaped ob­
jects and fractal distributions of matter. And 
fractals occur in th.: ubiquitous phenomenon 
of chaos, as explained below. Objects may 
thus occupy space in a manner unimagined in 
the lraditional scientific and philosophical 
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conception of the world. (Perhaps Leibniz 
would have found fractals congenial. They fit 
the principle of plenitude, and a single fractal 
can mirror infinitely many other objects.) 

Chaos. Chaos is also a late 19th-century 
idea whose fundamental importance has only 
recently been recognized. James Clerk 
Maxwell (1831-79) was aware in the 1870s 
that the evolution of a strictly deterministic 
physical system could be essentially unpre­
dictable. For its later states could depend 
so sensitively on its initial states that an 
infinitesimal error in the initial conditions 
might result in a very large error in later 
states. And Jules Henri Poincare (1854-1912) 
was aware around the tum of the century that 
for many systems of differential equations the 
best we can get are ·qualitative' solutions: 
exact prediction of later states from initial 
and boundary conditions is not possible. Let 
us call a physical system chaotic when its 
evolution takes geometrically simple sets of 
initial states (geometrically simple regions of 
phase space) to geometrically complex states. 
m such a wav that information about the 
initial state is ~vstematicallv lost. This is not a 
precise dcfiniiion. and i~ fact there is no 
single precise definition current in physics 
(see Hunt 1987). 

The recent interest in chaos derives from 
two discoveries. The first discoven· is of 
its ubiquity. The world is full of ~vstems 
which are in principle unpredictable. A 
simple pendulum S\\inging from a ,·erv 
slightly oscillated supp';,n" shows chaoti~ 
motion. as do nearly all real fluid flows. The 
motion of colliding billiard balls. paradigms 
of Laplacian determinism. is chaotic given 
a very small gravitational influence from 
beyond the billiard table. The second dis­
covery is of mathematical. particularly topo­
logical. techniques for classi~ing and under­
standing the behaviour of chaotic systems. 
As a result there is now a lot more to do 
with an unpredictable system than bewail its 
unpredictability. 

The main conceptual tool for understand­
ing chaotic systems is that of an attractor. An 
attractor is a set of states ( a region of phase 
space) into which all states in some other set -
the attractor's basin of attraction - will 
evolve. We can often determine what the 
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attractors of a chaotic system are and what 
their basins of attraction are, even though we 
can tell with certainty neither whether a 
particular system will evolve towards a given 
attractor nor, if it does, what path to it will be 
taken. The standard technique is to consider 
a family of systems indexed by one or more 
parameters, such that for small values of the 
parameters the system has a small number 
of attractors, which split into more as the 
parameter is increased. For some values of 
the parameters the attractors may fuse into a 
continuous range. That is a very deep kind of 
chaos, but the 'route' to it, the ways in which 
a finite number of attractors bifurcate and 
eventually fuse, can be systematically studied. 
and some universal patterns emerge (see 
Crutchfield et al. 1986 and Schuster 1984). 
The universal patterns are a kind of meta­
physics. Call it chao/ogy. Chao logy is a part 
of qualitative mechanics, of which the most 
important other part is catastrophe theory. It 
brings physical systems of very disparate 
kinds under the same descriptions at a very 
high level of abstraction, and in so doing gives 
us some understanding of how they work. 

Fractals and chaos come together at this 
point. The attractors of a system which is 
chaotic in the way just described are fractals, 
as are the boundaries between their basins of 
attraction. (And an extreme form of chaos 
will occur when points in a geometrically 
simple region of phase space are taken to 
points in a region that approximate a fractal 
more and more closely as time goes on.) 

Fractals raise important questions about 
the relation between material objects and 
the space they occupy. And they demonstrate 
the important point that features of real 
objects which are too grainy (unplatonic, 
sublunary) to be captured by a given mathem­
atical idealization may be best represented by 
imposing more rather than less mathem­
atical structure. Chaotic systems show the 
hidden false assumptions behind the threat 
of Laplacian determinism. for example the 
assumption that if initial conditions determine 
subsequent states then enough calculation 
will deduce the subsequent states from the 
earlier ones. 

Moreover. in both areas important issues 
of definition arise. of a kind that should repay 
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philosophical attention. For neither fractal 
dimension nor self-similarity completely cap­
tures the concept of a fractal, and there are 
really a number of different attributes of 
dynamical systems gathered together under 
the label of chaos. So some essentially philo­
sophical questions are very much in the air. 
Which concepts best capture the intuitive 
geometrical sense of a fractal? Which con­
cepts of a fractal are best suited for describing 
the important attributes of physical systems, 
and which ones clarify philosophically and 
physically important issues about space? And, 
similarly, we may ask which concepts best 
describe the philosophically and physically 
important contrasts between chaotic systems 
and those for which determinism entails some 
sort of predictability. None of these questions 
will yield to philosophical techniques alone. 
But they are questions that philosophers 
should be involved with: they ask us to 
combine careful distinction-making with a 
sense of the wider issues, and they concern 
one of the conceptual adventures of our time. 

Toe greatest philosophical opportunity 
raised by chaos, though, is that of rethinking 
our understanding of scientific explanation 
and scientific understanding. Chaology can 
give us an understanding of the behaviour of 
physical systems which cannot be got by 
deducing their states from the laws governing 
them in accordance with the standard para­
digm of explanation. What sort of under­
standing does this give? Does it show that 
there are patterns of scientific explanation 
which elude that standard paradigm, or that 
such explanation is not properly scientific? 
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ADAM MORTON 

Chemistry 

The ontology of chemistry is concerned with 
the (a posteriori) nature of chemical sub­
stances, such as gold and vitamin C, and it 
investigates the status and relationship of 
concepts such as pure substance ( also called 
chemical compound, chemical species, 
chemical kind), molecule (often considered 
the microscopic essence of a pure substance), 
atom (building block of a molecule; also 
called chemical element), and of associated 
concepts such as valence ( the measure of 
affinity between atoms and similar micro­
constituents ofa substance), structure (in the 
sense of spatial distribution of affinities be­
tween microconstituents), and phase (the 
state of aggregation of a substance such as 
solid, liquid, vapour). Although it is gener­
ally assumed that a pure substance is 
defined in terms of (atomic) composition and 
(molecular) structure, a strictly macroscopic 
definition is also possible: a pure substance is 
a phase of which macroproperties such as 
density and electric conductivity do not 
change during a phase conversion ( as in 
boiling a liquid or melting a solid phase). 

Robert Boyle (1627-91) and John Dalton 
(176&-1844) tailored atomism to the needs of 
chemistry. However, the phrase 'ontology of 
chemistry' is not often encountered and the 
philosophy of chemistry is virtually non­
existent (for a bibliography see van Brake! 
and Vermecren IIJHI ). Since Thomas Kuhn 
(b. 1922) referred tu the revolution brought 
about by Joseph Priestley ( 1733-1804) and 
Antoine-Laurent Lavoisier ( 1743-94), re­
moving phlogiston from the language of 
chemistry, philosophical rcnection on the 
history of chemistry has increased. but the 
attention given to chemistry in the philosophy 
of science is still limited and discussions of. 
for example, scientilic atomism tend to con­
centrate on the physical side of the issue. 

According to Dalton there exist ·•simple 
ekmentary particles" (atoms). which may 
combine into "compound particles" (mo-



147 

lecules). Dalton followed the Democritean 
tradition but he stressed that there are a 
number of distinct atom types, whose in­
stances differ in size, weight, and mutual 
attraction (affinity). It is basically this atomic 
paradigm that found its way into most chem­
istry textbooks. Since Dalton, however, it has 
been established that chemical elements as 
ordered in the Periodic Table are not simple. 
Rather, they have a complex internal struc­
ture and one element in the taxonomy covers 
a number of isotopes having different macro­
properties. Furthermore, atoms can dis­
integrate and fuse. 

In addition, there has been a change from 
defining a pure substance in terms only of 
composition, to the situation where structure 
is considered a more fundamental property. 
Moreover. the idea of structure as a static 
architectonics of atoms and bonds has turned 
out to be no more than a convenient selective 
idealization of more fluid relationships. This 
idea was already undermined during the 
development of the theorv about resonance 
structures between 1872 (Friedrich Kekule. 
1829-96) and 1931 (Linus Pauling. b. !9()1). 
In a benzene molecule. for example. it is not 
possible to specify exactly where there are 
single and double bonds. The real situation is 
a kind of mixture of a number of possible 
fixed arrangements of nuclei ( of atoms) and 
electrons. The subsequent de\'elopment of 
quantum mechanical ac-counts of the orean­
ization of electrons in a molecule has funher 
undermined the architectonic concepts of 
atom and molecule. to the extent that we now 
find scientific articles with titles such as -Must 
the molecule ha\'e a shape?"'. Hence there is 
modern support for the \'iews of Ernst Mach 
and Friedrich Wilhelm Ostwald ( 1853-1932). 
who. at the beginning of this century. opposed 
the reality of atoms as material objects: either 
we h:l\·e to discard any kind of micro entity 
realism altogether (Mach's view). or energy 
has to replace matter as the basis of the 
ontology of substances ( th<: vi.:w of Ostwald). 

Th.: chang<: in emphasis from (macroscopic) 
composition to (submicroscopic) structure 
also undermined the essentialistic idea that 
what remains th.: same under the changing 
appearances of chemical substances are the 
complex but identical molt!cules. First, large 
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molecules (enzymes, viruses) are only ap­
proximately the same, even at the level of 
composition. Second, and more crucially, the 
microstructure is as much dependent on 
circumstances as are the macroproperties. 
For example, liquid water does not simply 
consist of H20 molecules, but contains 
various entities a little smaller or larger than 
H20 molecules (for example OH-ions and 
H.02 molecules), and how much there is of 
each depends on the temperature and other 
parameters. If essences are as much depend­
ent on context as macroproperties, then this 
gives little scientific support for the recent 
views of Saul Kripke and Hilary Putnam on 
natural kinds. 

Through all these changes there has been 
the constant question whether it is correct to 
separate the ontology of chemistry from that 
of physics. One possibility is to consider the 
following two separate issues: first, the 
ontology of matter in general, to be dealt with 
in relation to developments in microphysics 
and astrophysics; second, the ontology of 
partic11lar kinds of matter, i.e. chemical 
kinds. There are good grounds for this dis­
tinction because, as noted above, chemical 
kinds can be defined in terms of macroscopic 
properties alone. This would lead us back to 
the view of Lavoisier that chemistry is the 
quantitative science of the macroproperties 
of substances and their transformations. 
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Chisholm, Roderick M. 

Roderick M. Chisholm was born in North 
Attleboro, Massachusetts. in 1916, and 
studi.:d at Brown (BA. 1938), and Harvard 
(Ph.D .. 1942). Throughout a long and pro­
ductive career Chisholm has opposed various 
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influential forms of reductionism. Here are 
some examples: 

1. Phenomenalism, the reduction of 
physical objects to sense-data or to 
sensory experience. See his "The prob­
lem of empiricism" (Journal of Philo­
sophy. 1948) and the Appendix to his 
book Perceiving (1957). 

2. Extensionalism, the reduction of the 
intensional to the extensional. See his 
'"The contrary to fact conditional" 
(Mind. 945) and "Sentences about be­
lieving" (Proceedings of the Aristotelian 
Society, 1956). 

3. Physicalism, the reduction of the mental, 
including the intentional, to the physical, 
partly by way of the linguistic. See again 
his ··Sentences about believing" and also 
the "Chisholm-Sellars correspondence 
on intentionality" (Minnesota Smdies in 
the Philosophy of Science, 1957). 

While opposing these powerful contem­
porary forces early and long, Chisholm has 
developed an original philosophy whose in­
tricacy of elaboration stands in pleasing con­
trast to the great simplicity of its ontological 
and conceptual basis. The style .of its pre­
sentation is, moreover. distinctively simple 
and direct. The resulting insights are system­
atically interrelated in a body of works that 
cannot be appreciated properly except when 
taken as a whole. 

The Adrerbial Theory of Sensory Experi­
ence. This view rejects act-object analyses of 
experience. and hence rejects sense-data. 
Here Chisholm develops in his own way an 
approach first presented by C. J. Ducasse in a 
contribution to The Philosophy of G. E. 
Moore. According to the adverbial theory, 
even though our grammar b often suggestive 
of an act-object analysis of experience - as in 
'I see stars' or ·1 hear a ringing (in my ears)'­
this suggestion is a, misleading as is the 
corresponding suggestion conveyed by ·we 
danced a waltz·. The underlying realities are, 
respectively. our dancing somehow, in some 
specific way (waltzilyj. and our seeing or 
hearing in certain ways. 

Agent Causation and Libertarianism. 
Chisholm summarizes the metaphysical 

148 

problem of human freedom as follows: 
although people are responsible for some of 
their actions, this seems incompatible both 
with determinism and with indeterminism. A 
distinctive solution is then advanced in 
opposition to the compatibilist mainstream, a 
solution that accepts indeterminism but 
requires a distinctive form of causation; not 
the 'transeunt' causation proper to events, 
but 'immanent' causation by an agent. 

The Primacy of the Intentional. Chisholm 
joins Leibniz and Franz Brentano in holding 
that "reflection on the self and on what it is to 
think provides us with the key to understand­
ing the fundamental categories of reality". 
Very early he subscribes to the primacy of the 
intentional, to the view that the reference of 
language is to be explicated by the inten­
tionality of thought and not conversely. Start­
ing with a powerful statement in "Sentences 
about believing" and in the "Chisholm­
Sellars correspondence", Chisholm has 
repeatedly returned to this deepest of ques­
tions, developing a systematic defence of his 
position. The latest important development 
is the category of de re thought, which has 
prompted extensive and important revisions 
of earlier views. For the earlier views see 
Person and Object (1976); for the later The 
First Person (1981). 

From the beginning Chisholm has drawn 
variously and deeply on insights in Austrian 
philosophical traditions, and especially on 
those of Brentano, whose prominence in 
Anglo-American analytic philosophy is 
mainly due to Chisholm. 

Ontology Intentionally Understood. Chis­
holm's interest in catcgorial ontology intensi­
fied in the 1960s and bears fruit in a system 
that aims for the highest conceptual and 
ontological economy even at the cost of 
considerable definitional intricacy: 

Among the principal desiderata in ... scttin~ forth 
a lhcory of calcgonc!-1 om: (I) economy with respect 
to the type!-. of entity whic.:h arc counh.·nam.·cd and 
(2).~implicity with rc~pcct to the types of concept 
which arc used (011 Mewpln•Jin. I<JX9. p. 163). 

The system is presented in a tensed language 
that makes use of fundamental concepts 
of exemplification. necessity. attribution. 
being-a-stale-of. and being-a-constituent-of. 
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Properties or attributes are then introduced 
on this basis, a notion of entailment is defined 
by appeal to attribution and necessity, and 
this intentional notion is used to define the 
structure of properties and to provide a 
criterion of identity for properties. 
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ERNEST SOSA 

Chrysippus 

Chrysippus, the third head of the Stoic 
School (from 232 BC to his death in 208 BC), 

was born in Cilicia in about 280 BC. He 
consolidated Stoic doctrines as formulated bv 
the first two heads, Zeno and Cleanthes. and 
made several original contributions. He was 
proclaimed in antiquity as the second founder 
of the Stoa, undoubtedlv because he so ablv 
defended the Stoa agai~st powerful anack·s 
by the Sceptics. Chrysippus·s strength in 
argumentation was notoriouslv formidable. 
It was said of him. ··Jf there ~-ere dialectic 
among the gods. it would be none other than 
that of Chrysippus". His contributions to 
each of the three departments of Stoic philo­
sophy - logic. physk,. and ethics - were 
substantial and his influence on the school in 
the several subsequent centuries of its life 
was immense. Epictetus. in the second cen• 
tury AD, chided his students for preening their 
feathers over havin~ mastered the books of 
Chrysippus. And it was said of him. "Had 
there been no Chrysippus, there would have 
been no Stoa". 

In logie Chrysippus is best known for the 
impetus he gave to the development of 
propositional logic from Megarian founda• 
lions. This logic. unlike that of Aristotle, for 
which terms or classes are the structural units 
of argument. has as its elements atomic 
propositions. From these are formed com­
pound propositions - conjunctions. disjunc• 
lions. causal propositions, ·more likely than' 
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propostttons, and conditionals. Chrysippus 
evinced a particular interest in the con• 
ditional proposition. arguments constructed 
on it, and the criteria for its truth. He 
maintained that a conditional is true if the 
truth of its antecedent is incompatible with 
the falsity of its consequent. Chrysippus, 
however, envisions the incompatibility as 
empirical rather than logical. Certain argu• 
ment forms-for example, if the first, then the 
second; butthe first, so the second- are taken 
as axiomatic. One then shows the validity of 
arguments by demonstrating them to be 
instantiations of these forms or of forms 
derivable from them. Stoic logic included, 
besides a study of argumentation and validity, 
epistemology, semantics, grammar, and syn• 
tax. Chrysippus was a representationalist and 
so of course a realist as regards the external 
world. 

According to Chrysippus's materialist 
physics the basic entities from which the 
universe is formed are, on the one hand, 
a formative power, called variously God, 
Myo,, or nvtiiµo:, and, on the other, matter. 
This immanent force is cohesiveness in in· 
organic physical bodies, life in organic 
bodies. and reason in the human animal. The 
principle of causality is universally operative. 
Periodically fire consumes the universe. the 
exact history of which recurs. Chrysippus 
rejects Plato's tripartite soul for a soul which 
is all reason, a fragment oftheMyo,orreason 
of the universe. As Chrysippus rightly sees. 
this psychology dictates an intellectualistic 
interpretation of the passions. in accordance 
with which a passion is a recently formed 
judgement. Accordingly, therapy for the 
passions involves their total extinction via the 
realization that the judgements constituting 
them are false. Clearly, then, reason rules in 
the universe and it manifests itself in the 
human being as a kind of navigator through 
the shoals of life. 

For Chrysippus, like all Greeks a 
eudaemonist, happiness consists in living in 
accordance with one's experience of things 
which occur naturally. The views of the many 
notwithstanding. the only good thing is a 
cognitive state of mind, i.e., the knowledge 
that the morally good is the only good thing 
there is. Chrysippus accepted the determin· 
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ism involved in the principle of causality and 
then sought to blunt the criticisms emanating 
from rival schools of philosophy by arguing 
that since the human being's reason is a 
fragment of the universal Myo,, its decisions, 
while not free, are not arbitrary either. On 
the other hand, Chrysippus assumes, incon­
sistently I fear, that the human being is 
responsible, for example, for the destructive 
passions suffered by its soul. Chrysippus 
emphasizes not only the identity of reason in 
each soul with the reason of the cosmos but 
also the individuality of each thing in the 
universe. Eternal life is denied to the indi­
vidual human being but each person will 
replay the same role in another of the cycles 
of the universe. 

The philosophy of Chrysippus, a compre­
hensive doctrine of the universe and of the 
theoretical and practical activity of the 
human beings in it, constituted an impressive 
edifice of thought in antiquity. Even through 
the fragmentary remains of Chrysippus's 
writings one can glimpse a serious, profound, 
and aggressive thinker who made admired 
and admirable contributions to logic, natural 
philosophy, and ethics. 
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JOSIAH 8. GOULD 

Church, Alonzo 

Alonzo Church (b. 1903), American logician, 
has made a number of important contribu­
tions to mathematical logic but is best known 
for his proofof Church\Theorem. that there 
exists no effective procedure for deciding the 
validity of an arbitrary formula uf lirst-order 
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logic. His main contributions to ontology are 
his clarification and defence of realism in 
mathematics and in logic, and his work on the 
theory of abstract concepts in connection 
with formalizations of intensional logic. 

Church's methodology might be character­
ized as 'hypothetico-deductive a priori'. He 
urges that alternative approaches to semant­
ics and logic be precisely formulated and 
then tested, in terms of their consequences, 
against the 'data'. In 1951b he formulated a 
theory of meaning. based on the ideas of 
Gottlob Frege, which employs abstract en­
tities of various kinds, propositions and (non­
psychological) concepts. He demands of such 
a theory that: 

it have a place for all observably informative kinds 
of communication - including such notoriously 
troublesome cases as belief statements. modal 
statements, conditions contrary to fact - or at least 
that it provide a (theoretically) workable substitute 
for them. And solutions must he available for 
puzzles about meaning which may arise. such as the 
so-called paradox of analysis (p. IOI). 

Church even maintains that there is a kind 
of observation of propositions and other 
meanings: 

the preference of (say) .seeing over 1111derstanding 
as a method of observation seems to me capricioU5. 
For just as an opaque body may be seen. so a 
concept may be understood or grasped. And the 
parallel between the two cases is indeed rather 
close. In both cases the observation is not direct but 
through intermediaries - light. lens of eye or 
optical in~trument. and retina in the case or visible 
body, linguistic expressions in the case or the 
concept (p. !04). 

In another article Church describes logic as 
'"a theory of deductive reasoning, plus what­
ever is required in object language or meta• 
language for the adequacy, generality, and 
simplicity of the theory" (1%2, p. l!!l). He 
goes un to urge that such a theory seems to 
require quantification over various abstract 
entities - classes and truth-values or proper­
ties and propositions. 

Church accepts, with some emendations, 
W. V. 0. Quinc's criterion of ontological 
commitment: 'The assertion of (3.r)M 
carries ontological commitm.:nt tu entities x 
such that M" ( 1958, p. llll4). This is a schema 
in which •x' may he replaced by any variable, 
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'x' may be replaced by any name of that 
variable, 'M' may be replaced by any open 
sentence with no other free variable except 
the aforementioned one, and 'M' may be 
replaced by any name of the propositional 
form. And •3• and the parentheses are here 
used as names of themselves with juxta­
position denoting juxtaposition. This is an 
improvement on Quine's criterion in two 
respects: it applies to theories allowing pos­
sibly empty individual domains and it yields 
directly (what Quine's test yields indirectly) a 
test for commitment to kinds of entities 
constituting less than the entire range of a 
variable. 

According to Church, the importance of 
such a criterion derives from the frequency 
with which proponents of the negative in an 
ontological debate violate it and fall into 
incoherence. It was ( and is) common to speak 
as if there are propositions. properties, and 
the like, and. when directly confronting the 
question, to deny that such things exist- and 
this without e\'er pro\'iding an}1hing like a 
precise theory incorporating a distinction 
between existence and. say. mere being. 

In an important critical paper (1950), 
Church argues against attempts to analyse 
belief and assertion by ha\'ing them refer to 
sentences instead of propositions. Here 
occurs the 'Translation Argument'. Roughly 
the point is that statements of belief and 
assertion translate into \'arious languages and 
can be directly understood by naii\'e ·speak­
ers, but any analysis mentioning particular 
sentences of particular languages (using 
quotation and the like) will not have this 
property. Hence. it is concluded. any such 
analysis must be incorrect. Another critical 
study (1973) examines Israel Scheffler's 
nominalistic attempt to provide an analysis 
which will reproduce the results of standard 
logical syntax without recourse to anything 
other than expression tokens. It is there 
urged (among other criticisms) that there 
probably do not exist sufficiently many phys­
ical tokens as may be required for Scheffler's 
purpose and that there is no criterion pro­
vided for the application of a key notion; 
'rephrasal'. 

Church's most important positive contri­
bution to ontology is his philosophical and 
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formal work on the Logic of Sense and 
Denotation ( 1951 b; 1973--4). This is an 
attempt to formalize an intensional semantics 
or logic embodying Frege 's ideas about 
meaning. Every independently significant 
expression is held to have a sense - what is 
grasped when the expression is understood -
and (typically) a denotation. Expressions 
express their senses and denote their denota­
tions (if any). The sense of a sentence is a 
proposition; the denotation is a truth-value, 
truth or falsity. Predicates express properties 
and denote classes or, better, functions from 
objects to truth-values. A proper name or 
definite description expresses an individual 
concept and denotes (if anything) an indi­
vidual. The sense of an expression is said to 
be a concept of the denotation of the ex­
pression. And in general anything capable of 
being the sense of an expression in some 
(possible) language is called a concept. The 
Logic of Sense and Denotation, in spite of its 
name, deals directly with the principles gov­
erning concepts and the concept relation. 
Thus it is not explicitly about language, 
rather it is pure ontology. 

In ( 1954) Church criticizes Rudolf 
Carnap's proposed criterion of synonymy for 
complex expressions and offers an emended 
criterion. Complex expressions are held to be 
synonymous if and only if one can be ob­
tained from the other by alphabetic change of 
bound variables or by a series of replace­
ments of predicate or individual constants by 
synonymous expressions - or vice versa, prim­
itive synonymies being given as part of the 
language. The ontological importance of this 
is that it gives, in terms of relatively concrete 
ideas about language, an intuitively plausible 
and precise definition which determines ( at 
least in part) the relation between an abstract 
concept and its simpler constituents. 
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C. ANTHONY ANDERSON 

Chwistek, Leon 
Leon Chwistek (1884-1944) was a Polish 
logician and philosopher. A student of Jan 
Sleszyriski (1854-1931) and Stanislaw 
Zaremba (1863-1942). Chwistek was a 
lecturer at the University of Cracow until 
1930. and then became professor of mathem­
atical logic at the University of Lvov. His 
interests covered not only logic and philo­
sophy but also. for example. aesthetics; he 
was a talented painter. He was something of 
an outsider. and left no group of followers. 

During the 1920s Chwistek developed a 
mathematico-logistic system broadly within 
the tradition of the Principia Mathematica of 
Alfred North Whitehead and Bertrand 
Russell but containing also elements of 
Hilbertian formalism. He anticipated some 
distinctions soon to be made (more clearly) 
by F. P. Ramsey on the division of paradoxes 
into mathematical and semantic kinds and a 
companion splitting of type theory into its 
•simple" and ·ramified" varieties (in fact. he 
introduced the name •,imple" in this context). 

Chwistek advocated a nominalist epistemo­
logy. this in connection with an oppo,ition 
to metaphysics and an advocacy of ·soun<l 
reason". He also strongly affirmed pluralism 
in regard both to theories ( for example. the 
different formulation, of sd theory) and tu 

reality (in particular. natural objects. arte­
facts. idea, and sensation, were not reducible 
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each to another). His book The Limits of 
Science (to quote the title of the revised 
English edition of the Polish original of 1935) 
tried to cover the full range of his concerns by 
passing from a mathematico--logical system 
(including 'rational metamathematics') 
through 'problems of the methodology of the 
exact sciences' to 'the problem of reality', in 
all its many-sidedness. In the same spirit he 
proved in 1939 that Kurt Giidel's incomplet­
ability theorem was true for his kind of 
system (so that a plurality of further systems 
would be formulable. in the usual way). 

Chwistek's other writings, many of which 
appeared only in Polish. concerned the same 
network of questions. and manifested similar 
kinds of philosophical preferences. 
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IVOK GRAl'fAN-GUINSESS 

Clauberg, Johannes 

Johanne, Claubcrg was horn on 4 March 1622 
in Solingen. Westphalia. I tis early schooling 
took place there. and after a short stay in 
Cologne. he studied from about I <i37 to 1639 
at Merson. in the Netherlands. lie then 
studied theology. philoso1,hy. and oriental 
philology at Bremen until sometime around 
1644. when he entered the Universitv of 
Groningen. I lcre his philosophy tea~hcrs 
and friend, included Martin Schook and 
the Cartesian Tobias Andrea. In 16.\h he 
travelled to France. where he spent some 
time in Paris studying with philosophers 
and theologians. After this he spent some 
lime in En!(land. alter which he returned to 
C ironingcn. The prince of Nassau appointed 
Clauhcrg prulcssor ot philosophy and 
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theology at Herbom in 1649. He did not 
immediately take this appointment, but in­
stead spent a summer at Leiden, where he 
studied the philosophy of Rene Descartes, 
primarily under the tutelage of Jean de Raey. 
He remained at Herbom until 1651, when he 
was appointed professor of philosophy and 
theology at Duisburg. He remained there 
until his death on 4 February 1665. His most 
important metaphysical work is the Elementa 
Philosophiae Sive Ontosophia. 

Clauberg, who is best described as a 
'Cartesian scholastic', held that ontosophia is 
that science which studies being in so far 
as it is being (ens quatenus ens), which 
according to Clauberg includes the notion 
of being which is common to corporeal 
and incorporeal beings, that is. to God and 
creatures. Whether this common notion of 
being is univocally or analogically predicated 
of God and creatures does not seem to be 
a pressing question for Clauberg since he 
invites his reader to choose whiche,·er option 
he prefers. 

Clauberg claims that there are three dis­
tinct meanings of ·being·. First. •being' de­
notes everything about which we can think. 
and he calls this •intelligible beinl!.·. There 
is no notion for the opposite of~ being in 
this sense. Suppose there were something 
opposite to intelligible being. What would it 
be? Presumablv. non-intelligible beinl!. or 
non-beinl!.. Bui. if we can ";:an this -~on­
intelligibie beinl!.· or ·non-beinl!.". then we can 
talk about this ;nd write aboui it. and there­
fore think about it. But Clauberg defines 
'intellil!.ible beinl!' as ··that which can be 
thought or said" (§o). Thus. non-intelligible 
being is actually a form of intelligible being. 
Therefore. since there is no possible name for 
the unnameable. the opposite of intelligible 
being cannlll be named ( §9). Clauberg follows 
Clemens Timpler (1567-1624) by making 
intelligible being the most general object of 
metaphysics. In its second, narrower sense, 
bdng is ·something· (aliquid) and is opposed 
lo ·nothing' (nihilo). 'Something· is that 
about which one can think. and involves no 
contradiction in our thought (§18). It would 
therefore seem that Clauberg wishes his 
existential quantifier (3.r) to range over pos­
sible: objects. not only actual ones. Thus. to 
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say of a that (3t")(x = a), or 'a is Something', 
is to say that either a exists or could exist 
(adeo ut judiemus id esse in rerum natura aut 
saltem esse posse). Furthermore, Clauberg 
does not equate possibility with mere think­
ability, since intelligible being seems to in­
clude impossible things like the square circle 
(§§18 and 38). Clauberg thus believes that 
we can think about impossible things. Beings 
in the third sense are normally called sub­
stances, and we would call these particulars 
(§44). 

This tripartite division of being should not 
be considered Cartesian; rather it reminds 
one of the extremely well known notion of 
term extension or 'ampliation' which was 
the subject of lively discussion among the 
logicians of the 16th century. Almost all 
logicians accepted the fact that in some 
sentences (for example, the modals) terms 
like 'man' referred to the class of possible 
men. not simply the actual ones. Beyond 
this, some logicians posited a kind of ampli­
ation according to which the terms extended 
to impossible 'entities'. such as chimeras. 
If scholastic logic is the original source 
of Clauberg's doctrine, then he is showing 
his dependency on scholasticism and not 
Cartesianism by asserting it. 
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JEFFREY COOMBS 

Cognitive Science 

This is a collective name referring to an 
aggregation of disciplines - cognitive psy­
chology. linguistics. philosophy, artificial 
intelligence, and at times the neurosciences-
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brought together by the programmatic ideal 
of explaining the workings of the human 
mind. So far. the development of cognitive 
science has been guided by the notion that 
cognition must be understood functionally, 
formally. and internally - f1111ctiona/ly, 
because cognition consists in a number of 
cognitive functions operating in specific 
modalities (such as vision, language pro­
duction and understanding, memory recall) 
executed co-operatively by structures and 
processes whose hardware is not essential in 
any particular form; formally. because the 
executing structures and processes are 
causally efficacious only in virtue of their 
shape or structural organization, not in virtue 
of their hardware composition; and i11temally, 
because the cognitive functions executed 
formally owe their nature and laws of opera­
tion to an internal program (as a set of rules 
and instructions). not to a surrounding 
environment. 

The resulting notion is that of cognition as 
computation of representations. A repres­
elllation is a symbolic structure, that is, an 
organization of physical tokens (symbols) 
whose function is to systematically covary 
with, and thus be about, certain properties 
and events. A computation is a physical 
process which operates on such symbols and 
s,·mbolic structures under rules which are 
s~nsitive only to their shape or form. This 
notion of cognition presupposes an internal 
code of representation ( also called 'language 
of thought') in which representations are 
expressed. and a set of formation and trans­
formation rules (the program) for the 
formulae of the language. The latter is held to 
encode the outputs of peripheral (visual) as 
well as central (reasoning. memory) cog­
nitive functions. The pervasiveness of the 
language of representation explains not only 
how organisms process information at vari­
ous levels of complexity and in various 
modalities (by computing and representing 
it) but also how these levels and modalities 
interact and co-operate (hy exchanging res­
ults of computations in a common code). 
The computational and symbolic paradigm of 
cognition thus assumes that the essential 
business of cognitive science is to categorize 
and explain the formal program of the mind 
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as it computes symbolic representations in 
cognitive modalities such as vision, memory, 
and language (Fodor 1983, Pylyshyn 1984, 
Haugeland 1985, Stillings et al. 1987). 

The notion of cognition as formal com­
putation of representations makes a number 
of important assumptions. It assumes token 
(but not type) physicalism because only the 
symbol tokens (but not their types and laws) 
are physical since instantiated by hardware 
and caused by the environment. The notion 
also assumes the autonomy and the exclus­
ively internal range of the cognitive scientific 
explanation because the types and laws of 
cognition, which function as premises in 
explanation, characterize an internal pro­
gram whose nature is independent of both 
its hardware and operating environment. 
Another assumption is that of innatism. Any 
cognitive representation must be computed 
and expressed in a symbolic ('language of 
thought') form, and any learning of how to do 
that, being itself a computational process, 
requires a still prior and possibly more com­
plex language in which it must be expressed, 
and so on. in a regress and ever increased 
complexity that only innatism can stop. 

That cognitive science should have 
emerged and still be under the inHuence of 
the computational and symbolic paradigm is 
no historical accident. In its immediate pedi­
gree, cognitive science reHects the inHuence 
of two revolutions, one in understanding 
language, the other in understanding and 
building computers. Noam Chomsky has 
shown that to understand language process­
ing as a cognitive competence we would have 
to isolate a formal program (the grammar) 
which computes only the correct sentences of 
natural languages, and docs so irrespective of 
the particular meaning of the sentence and its 
physical form. The spirit of Chomsky's ap­
proach to language has been recently ex­
tended to the analysis of vision (Marr 1982). 
and in general appears to be successful in the 
analysis of the modular processes of cog­
nition which arc responsible for the pro­
duction ( as opposed lo the subsequent util­
ization) of n:presentational structures (Fodor 
19X3). The computer has not only provided a 
vivid and powerful model of what the cognit­
ive mind might be like and of how it might 
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work; it has also tested and verified the key 
philosophical insight of cognitive science 
(that cognition, although a physical process, 
can only be understood in terms of formal 
structures and rules) by showing practically 
bow a piece of hardware can be functionally 
organized to realize and operate on sym­
bol structures (Pylyshyn 1984, Haugeland 
1985). 

There is. of course, a more distant and 
largely philosophical pedigree of cognitive 
science. The rationalists in the tradition of 
Plato, Rene Descartes, Leibniz had argued 
for innateness and a formal view of the mind. 
Thomas Hobbes was the first to think of 
cognition as mechanical computation over 
mental symbols. Claiming that we are built in 
ways which ensure space and time perception 
and at the same time limit the information we 
have access to. Kant may have been the first 
proponent of the notion of a functional 
architecture of cognition (in the sense of 
Pylyshyn 1984 and Fodor 1983). The empiri­
cists in the tradition of John Locke and David 
Hume had advocated a combinatorial mech­
anics of concept formation and mental induc­
tion (Haugeland 1985). 

Recent developments in cognitive science 
show some natural signs of rebellion against 
the computational and symbolic paradigm. 
There are vigorous neuroscientific attempts 
to map and explain the program of cognition 
in terms of neural hardware and its functional 
organization ( Churchland 1986). There is 
also the increasingly popular connectionism 
which attempts to understand our cognitive 
program at an intermediate level. between 
the svmbolic and the neural. by showing 
that ihe mind is run in a parallel fashion 
bv computational processes which behave 
d~namically and continuously. as opposed to 
,;quentially and discretely (McClelland er al. 
198h. Churchland 1986). 
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RADU J. BOGDAN 

Colour 

!twas Democritus (c. 460--c. 370 ec) who first 
raised the problem of the ontological status of 
colour. and proposed a radical solution: "By 
convention colour exists, by convention 
bitter. by convention sweet but in reality 
atoms and void". These were roughly the 
terms of 17th-century discussions also, with 
'in the mind' replacing 'by convention'. Many 
philosophers in our own century have found 
the logical geography of mental contents 
puzzling, and have once more sought to 
locate colours amongst the properties of 
physical objects. Some have held that colours 
are elementary properties of physical objects 
in addition to those described by physics. But 
the known processes of colour vision account 
effectively for experiences of colour without 
making any appeal to such elementary colour 
properties, so these properties would seem to 
have no epistemic role to play. Perhaps. then. 
the colours of objects are to be identified with 
the complex, higher-level characteristics of 
bodies. such as spectral reflectance, that are 
known to play an important part in colour 
vision. However. objects with similar 
spectral reflectances can be seen as dissimilar 
in colour. and objects with dissimilar reflect­
ances can look similar in colour. There are no 
known physical criteria for accurately cat­
egorizing reflectances as reds. yellows, 
greens. and blues; one must rely on the visual 
systems of human beings or similar animals to 
perform that task. This suggests that we 
classify an object as. say. red, if it looks red to 
a normal observer under standard conditions. 
Unfortunately. a close look at the practices of 
visual science makes it apparent that there 
are no all-purpose 'standard conditions' for 
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determining 'the true' colours of objects, and 
that the colour matches reliably made by one 
'normal observer' will not completely agree 
with those reliably made by another. Further­
more, one must give an account of what it is 
for an object to look red that does not in turn 
depend upon an antecedent understanding of 
what it is for an object to be red. 

One might choose to meet the latter diffi­
culty by returning to a Lockean stance, 
supposing that sense-impressions are the 
primary bearers of colour, and that physical 
objects may be said to be coloured only in a 
derivative sense. Usually advocates of this 
position are committed to mind-body dual­
ism with respect to sensory qualities. But 
there is nothing in our rapidly evolving 
knowledge of the visual system to suggest 
that dualistically conceived sense-impressions 
have any role to play in understanding why 
we see colours as we do; all of the work seems 
to be done by neural processes. On the other 
hand, if coloured sense-impressions are epi­
phenomenal, they can play no part in the 
colour discriminations we make or the beliefs 
we have about the colours that we see. We 
might therefore adopt the neo-Oemocritean 
position that there are, in the last analysis, no 
colour bearers at all, but only chromatic 
experiences, and that these are identical with 
neural processes. Such a response is subject 
to the usual objections to mind-body identity 
theories. Beyond that, it buys consonance 
with current science at the cost of maintaining 
the paradox that nothing is, after all, 
coloured. What was to be explained is, 
instead, explained away. 

Colours have also attracted philosophical 
scrutiny because it seems so difficult to explic­
ate the relationships that they bear to each 
other. On the one hand, tradition has it that 
colours are paradigmatic simple and unana­
lysable qualities. But on the other hand, they 
have generally been held to be a closed family 
whose memben are bound to each other and 
differentiated from each other by a set of 
necessary relations. e.g. orange is reddish 
and yellowish, pink is lighter than crimson. 
What binds the members of the family 
together? What properties differentiate 
them? And by virtue of what features do 
some colours exclude others"! For instance, 
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red cannot be coinstantiated with green: this 
has been generally acknowledged to be a 
necessary truth. But, given that redness and 
greenness are simple qualities, what could be 
the ground of that necessity? Is it based on 
the nature of the world or of ourselves, or 
does it rest on a convention of language? That 
something more than the latter is involved is 
suggested by the fact that redness and yellow­
ness commonly occur together in the red­
yellow we know as orange, but red-greens are 
conspicuously absent from experience as well 
as imagination. 

Most philosophical discussions of these 
matters have been unsatisfying. However, 
recent advances in the study of colour vision 
prove suggestive. The current, neurophysio­
logically confirmed scientific account is that 
colour vision arises in consequence of the 
following process. Quanta of light are cap­
tured by three classes of photoreceptors in 
the retina of the eye, each of which is 'tuned' 
to a characteristic band of wavelengths; those 
bands are broad and overlap considerably. 
By means of other retinal cells, the outputs of 
the photoreceptor types are summed and 
differenced to yield an achromatic (black and 
white) channel, a red-green channel, and a 
blue-yellow channel. Each of the chromatic 
neural channels is antagonistically configured, 
so that the red-green channel cannot signal 
both red and green at the same time, and the 
blue-yellow channel cannot signal both blue 
and yellow at the same time. Whether this 
antagonistic configuration is characteristic of 
the most central neural mechanisms in the 
visual system is not yet known, but in the 
natural course of colour vision all colour 
coding has this antagonistic form. This ex­
plains why we sec red-yellows and green­
blues but not red-greens or yellow-blues, and 
it also suggests why we can imagine the 
former and not the latter. Appeals to such 
mechanisms as these may not suffice to settle 
the vexing questions of the relations that 
colours bear to each other, hut they indicate 
that much of the received philosophical 
wisdom on these matters ought to be re­
examined. 

A similar re-examination was forced on the 
philosophical community in the 1970s when 
the path-breaking work of B. Berlin and P. 
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Kay seriously questioned the widely held 
doctrine, particularly dear to Wittgenstein­
ians, that colour categories are induced in the 
continuum of visual experience by language. 
Berlin and Kay isolated a small set of 'basic' 
colour terms and showed that the para­
digmatic exemplars ('foci') of these terms are 
remarkably constant across a variety of un­
related languages. It is noteworthy that these 
foci largely correspond to the basic colours 
picked out by contemporary colour-vision 
theory. The prevailing thesis was thus stood 
on its head: the biology of human colour 
vision structures experience which in tum 
induces a scheme of semantic categories in 
natural languages. 
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Combinatorics 

The mathematical discipline of combinator­
ics is concerned with the studv of configura­
tions of discrete ( usuallv fi~ite) sysiems. 
Relevant aspects are: · 

I. Existence: does there exist a configura­
tion with specified properties? 

2. Enumeration: what is the number of 
configurations of given specification and 
Sile'! 

3. Construction: how can one svstematic­
ally construct configurations s'atisfying a 
given specification? 

-1. Analysis: are there interesting proper­
ties other than the specified ones that 
are satisfied by the configurations 
obtained? 

5. Optimization: how can one find among 
all configurations of specified type those 
which are optimum with respect to 
some numerical parameter? 

COMBINATORICS 

Combinatorial problems and methods can 
be traced back to ancient mathematics (e.g. 
magic squares, precursors of Pascal's tri­
angle), but a systematic development was 
initiated only in the 17th century, due to the 
emergence of the field of probability theory 
(Pierre de Fermat, 1601...{i5; Blaise Pascal, 
1623-62). The Ars Conjectandi (1713) by 
Jakob Bernoulli ( 1654-1705) can be con­
sidered as the first genuine combinatorial 
treatise. The name 'combinatorics' itself 
goes back to Leibniz's Dissertatio de Arte 
Combinatoria (1666). A considerable ex­
tension, both in technique and applications, 
is due to Leonhard Euler (1707-83). His 
method of generating functions, extended by 
Pierre Simon de Laplace (1749-1827), relates 
the enumerative problems of combinatorics 
to the techniques of classical analysis. 

The development up to and including the 
first half of our century, when combinatorics 
was often seen as a part of 'recreational 
mathematics', was generally moderate, even 
though, for example, George P6lya's theory 
of counting under symmetry constraints 
opened the door for applications in many 
fields of science. There has been an explosive 
growth of combinatorial research activities in 
recent decades, quite often induced by the 
needs of other disciplines inside and outside 
mathematics. Modem combinatorics can 
roughly be grouped in three main fields: 

a. Problems of classical type, mostly deal­
ing with aspects 2. and 3. above, with 
applications in computer science, 
natural sciences, and mathematics. 

b. Problems of 'geometric' character, i.e. 
the study of structures with a high 
degree of regularity and symmetry ( e.g. 
finite geometries. block designs, codes), 
with aspects 1., 3., and 4. dominating. 
Important practical applications range 
from statistics (experimental design) to 
communication theory. 

c. Graph theory, which deals. mostly 
under aspects 1., 2 .. and 5., with struc­
tures specified or represented as binary 
relations. Fields of application include 
most parts of science and technology, 
but also economics, linguistics, artificial 
intelligence. and social sciences. 
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As for applications of philosophical rel­
evance, enumerative and graph-theoretical 
methods have been employed for invest­
igations on the efficiency and limitations of 
logical proof systems. 

It has often been said that combinatorics 
produces interesting isolated results, but fails 
to develop a coherent body of theory. This 
opinion is reflected by the fact that Bourbaki's 
monumental canon of modem mathematics 
hardly mentions combinatorics. Significant 
contributions towards a better systematical 
understanding of combinatorial methods are 
particularly due to Gian-Carlo Rota's series 
Foundations of Combinatorial Theory (see 
M. Aigner's book, written in this spirit, for 
references). 
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VOLKER STREHL 

Common Notion 
According to the Stoics, all notions derive 
from sense perception. However, the pro­
duction of some notions requires instruction 
and methodical investigation while others 
arise spontaneously. These spontaneously 
acquired insights or natural notions flow, 
without any special mental attention, from 
sensation or from the memory of sense 
perception. Thi, occur, either directly or in 
such a way a, to be mediated by some simple 
mental operation. The result, arc calkd 
·common notions' (Kotva( L'vvo1a1J or, in­
spired by the Epicurean,. 'ingrained pre-
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notions' (ifµq,u,:01 itpoi,rj,PELS), in so far as 
they express the most basic features of the 
objects conceived and arise naturally in the 
minds of all those men who do not allow 
themselves to be deluded by false opinions. 
Considering the necessary harmony between 
nature and truth, the natural origin of com­
mon notions guarantees their validity. More­
over, they are absolutely self-evident and 
precede all other notions. Accordingly they 
lie at the root of philosophy, and thus in 
particular of physics, ethics, and logic, and 
they function as the necessary starting-points 
of all reasoning and investigation. 

In the course of time this theory underwent 
several changes. In Book I of Euclid's 
Elements, the expression 'common notions' 
figures as a synonym of 'axioms' in the 
Aristotelian sense of absolutely certain prin­
ciples of science. Thus by common notions 
geometers do not understand the most 
general ideas, but fundamental propositions 
which express logical relationships and 
which, because of their clarity, are naturally 
and directly accepted by everyone as unques­
tionable truths. Cicero (106-43 nc) typifies 
common notions as 'instinctive ... or rather 
innate cognitions' and seems.to identify them 
with Platonic innate ideas. Moreover, he 
suggests that these notions derive their truth 
from the fact that they are naturally shared by 
all men. Thus they are 'common' not so much 
in a logical as in a sociological sense of the 
word (De na/llra Deorum I, 43-5). Boethius 
identifies common notions ( comm1111es animi 
conceptiones, reg11/ae, termini) not only with 
demonstrative axioms but also with topics, 
that is, the merely probable principles of 
dialectic. In this sense they arc styled 'highest 
propositions' or 'maxims' (maximae proposi­
tione.,). This tradition was kept alive until the 
end of the Renaissance and was supported by 
the revival of Stoicism near the end of the 
16th century. 

Especially in the 17th century. many philo­
sophers advocated common notions - in the 
sense of innate dispositions or inclinations to 
acquire certain insights or to act in accord­
ance with certain moral principles - as the 
cornerstones of religion, ethics. and science. 
Thus Lord Herbert of Cherbury ( I 583-11148) 
tried to settle the dispute between dogmatists 
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and sceptics and to bridge the gap between 
reason and religion by means of a theory of 
truth based on the idea of common notions as 
the generally accepted and therefore neces­
sarily true products of a natural instinct (De 
veritate, 1645). 

Rene Descartes conceived common 
notions primarily as the first principles of 
science. They do not spring from a natural 
instinct as such; rather they flow from the 
·natural light', that is, an exclusively human, 
innate faculty of producing certain neces­
sarily true and self-evident ideas. In 
Descartes's view the distinguishing mark of 
these ideas is not universal consent but their 
capacity to be clearly and distinctly perceived 
by a mind that is not clouded by prejudices 
(Principia philosophiae, Part 1. §§49-50; 
NotaeinprogrammaRegii.art.12). This view 
of common notions also plays a prominent 
role in the philosophy of Spinoza and 
Leibniz. In his defence of common notions 
against John Locke's rejection of innate 
ideas, Leibniz adds to Descartes's natural 
light a separate moral instinct and sees com­
mon notions as natural habits to be distin­
guished explicitly from the innate ideas of 
Plato. 

Rejecting both Humean scepticism and the 
theory that we do not know things themselves 
but only the ideas that rep~esent them. 
Thomas Reid (1710-96) argues for the exist­
ence of common notions as the principles of 
common sense. In his view man is born \\ith a 
number of intuitive!\' known. unquestionable 
beliefs. These incl~dc not onlv necessarv 
truths like the principles of math~matics and 
logic, but also contingent truths like the 
existence of a personal ;elf. of the past and of 
lhe external world. Together \\ith a number 
of no less self-evident theological and ethical 
principles. these natural intuiiions. according 
to Reid. guarantee the objectivity of our 
cognitive powers as well as a true religion and 
moralitv. 

In th~ 19th century the debate on common 
notions seemed to come to an end. Since 
the I 96Os. however, they have been once 
more widelv discussed among psychologists 
and linguisis. in particular in the debate on 
innate cognitive mechanisms (see Stich 
1975). 

COMMON SENSE 
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JAN PRINS 

Common Sense 

The ontology of common sense is the dis­
cipline which seeks to establish the categories 
which are used in everyday life to character­
ize objects and events. In everyday life steel 
bars and window panes are solid objects. For 
the scientist, the glass of the window pane is a 
liquid. and the solidity of both the window 
pane and the steel bar is illusory, since the 
space they occupy consists mostly of empty 
regions between the sub-atomic particles 
which constitute these objects. These facts, 
however. have no bearing on the ontological 
categories of common sense. Sub-atomic 
particles and solid liquids do not exist in the 
domain of common sense. Common sense 
employs different ontological categories 
from those used in the various specialized 
disciplines of science. 

Similar examples of differences between 
common sense and scientific ontologies can 
be multiplied at will. The common-sense 
world recognizes salt, which is defined in 
terms of its colour. shape. and, above all, 
taste. But the chemist deals with sodium 
chloride. a molecule consisting of sodium and 
chlorine atoms; taste has no existence in this 
world. To common sense, human beings are 
ontologically distinct from animals; we have 
language and reason. animals do not. To the 
biologist there is no such distinction; human 
beings are animals; language and reason 
evolved because they have survival value. 
Finally. consider the Morning Star and the 
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Evening Star. Only by moving from the 
domain of common sense to the domain of 
astronomy can we assert that these stars are 
not stars at all, but simply different mani­
festations of the planet Venus. 

In all of these cases, the common-sense 
world is organized in terms of one set of 
object categories, predicates, and events, 
while the scientific accounts of the same 
phenomena are organized by different con­
cepts. In his seminal discussion of natural 
kinds, W. V. 0. Quine suggested that science 
evolves by replacing a biologically innate 
quality space which gives rise to natural kinds 
(in our terms, the categories of a common­
sense ontology), with new quality spaces. 
However, Quine has little to say about just 
how scientific ontology evolved from com­
mon-sense ontology. 

The Role of Logic. Quine argues that our 
sense of similarity among things is not well 
captured by the formal tools of logic, in terms 
of which it is quite natural that the greenness 
of leaves should confirm the blackness of 
ravens. This puts Quine at odds with Patrick 
Hayes, a researcher in artificial intelligence 
who has called for a systematic investigation 
of the conceptual categories of common­
sense physics. For Hayes argues that first­
order logic is the appropriate vehicle for this 
task. 

One might argue that this question, the 
appropriateness of logic as a conceptual tool 
for the description of common-sense on­
tology. is a secondary matter. But that cannot 
be so. If one is to investigate common-sense 
ontology. one must have some conceptual 
tool in which the categories and their inter­
relationships can be stated. If logic is un­
suited to the task. then Hayes's particular 
program cannot succeed, though his more 
general goal, a description of the common­
sense world, still remains valid. More signific­
antly, the role of logic has been so large in 
contemporary philosophy and in cognitive 
science that a definitive demonstration of 
its inadequacy to deal with common-sense 
categories may be an indication that it is not 
the universal descriptive tool it is so often 
assumed to be. 

Some Empirical Evidence. Frank C. Keil 
has made the most systematic empirical study 
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of common-sense ontology. Following the 
work of Fred Sommers, he asks us to consider 
sentences such as the following: 

(1) The table was made of wood. 
(2) The table was made of linguini. 
(3) The table was hungry. 

Examples (1) and (2) are sensible, though (2) 
is probably false. But (3) is anomalous; 
neither it nor its negation makes sense. This is 
because 'hunger' is an attribute which cannot 
sensibly be applied to inanimate objects. 
Such application violates our basic sense of 
ontological categories. 

Using test instruments in which subjects 
are asked to judge whether or not various 
assertions make sense, Keil found a common­
sense ontology in which sentient beings 
(primarily humans) and non-sentient beings 
(non-human animals) are types of animal, 
animal and plant are types of living thing, 
living thing and functional artefact are types 
of solid object, solid object and aggregate are 
types of physical object, physical object and 
event are types of thi11gs with spatial location, 
and things with spatial location and absrracr 
objecrs are varieties of the covering category 
of all things. 

Keil also studied the childhood develop­
ment of ontological categories, concluding 
that development proceeds by making ever 
more refined distinctions. Thus, 5-ycar-olds 
seem to distinguish between living things and 
everything else and 7-year-olds recognize 
animals. plants, non-living physical things, 
and non-physical things. 

Ethnobiology, the study of the classifica­
tion of plants and animals in non-Western 
societies. provides other evidence (Berlin rr 
al. 1973). The most relevant finding is that 
many cultures have no words which arc 
equivalent to our pla/11 or animal. but it is 
clear, however, that these various peoples 
can systematically contrast plants and 
animals with one another and with other 
categories. They act as though they recognize 
some ontological distinctions without having 
names for the categories thus distinguished. 
(This finding is consistent with the work of 
Eleanor Rosch. who has found that adults in 
our rnlture tend tu refer to things at the level 
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of e.g. carrot or lemon, rather than e.g. 
vegetable or fruit.) 

Alerted to this phenomenon, we can see it 
in Keil's data as well, though he doesn't 
discuss it. Some of the categories he found, 
such as functional artefact and abstract 
object, have no single-word designators in 
English. That we recognize such categories is 
indicated by our judgements of linguistic 
anomaly but, while we have long had words 
to designate the plant and animal categories, 
we do not yet have words to designate 
these other categories. This suggests that, in 
general, the ontology of common sense is not 
made fully explicit by the language of com­
mon sense. It would be interesting to find out 
whether or not this is true of philosophical 
and scientific ontologies as well. 

Some Implications. That ontological cat­
egorization is partially unconscious may well 
be relevant to how we conduct our intellectual 
business. Consider the question of whether 
or not computers can think. or perceive, or 
feel. The question has been endlessly de­
bated and the only thing which seems clear is 
that we have no deep and abiding consensus 
about the meaning of the predicates which we 
are allempting to assert or deny of computers. 

Perhaps the difficult\· is that we are. un­
willingly. trying to us~ common-sense on­
tological categories for problems not suited 
to them; that, to recall an earlier example. we 
are talking of taste and texture ( as in the 
common-sense notion of salt) where it would 
be heller to talk of atoms \as in sodium 
chloride). In terms of the ontology Keil has 
identified. the issue is whether or not com­
puters are sentient beings or functional arte­
facts. If we consider how: thev are constructed. 
then computers are clearly. functional arte­
facts. If we consider how we interact with 
them. then they have kinship with sentient 
b<:ings. for we interact with them through 
language. We do not have any linguistic 
interaction with the members of any other 
ontological category. We write messages to, 
and read messages from, only computers and 
other human beings. 

Thus computers cannot be unambiguously 
situated in our common-sense ontology- just 
as, almost two centuries ago, the invention 
of the steam locomotive created functional 
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artefacts having powers of autonomous 
motion previously found only in animals. 
Perhaps the way to deal with the status of 
computer intelligence is simply to abandon 
the attempt to situate computing in the 
ontological system of common sense, to 
abandon the issues of computer mentation as 
being conceptually ill-formed. Instead we 
should seek an ontology more suited to the 
problem. 
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WILLIAM L. BENZON 

Complexe Significabile. See: Greg­
ory of Rimini 

Concept 

Concept or notion, in Latin conceptus 01 

notio, in German Begriff, means the simplest 
content of our thinking, both in a psycho­
logical and in a non-psychological sense. In 
the first case it stands for a mental act; in the 
second for its content. The scholastic-ration­
alist tradition. including such modern rep­
resentatives as Bernard Balzano and the 
members of the Brentano School, distin­
guished in this sense between conceptus sub­
iectivus, a mental act, and conceprus obiec­
tivus. its content. The term 'notio' seems to 
be more psychological. if only in that the 
tradition knows no notio obiectiva. Subject-
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ive concepts might therefore be called 
'notions'. 

I begin with the relation of falling under 
between individuals and concepts, a relation 
well known since the Categories of Aristotle 
and nowadays commonly associated with 
Gottlob Frege (see Angelelli 1967). In con­
nection with this relation are the species or 
natural kinds of the individuals falling under 
a given concept. Such species in tum fall 
within genera at higher levels. 

A central problem is the relations between 
concepts as mental acts and as contents on the 
one hand, and between both of these and 
reality on the other. Concepts mediate be­
tween the mind and reality. This mediating 
role of concepts is the foundation of the 
triadic semantics favoured for example by 
Aristotle, the Stoics, and the scholastic tradi­
tion. 

Individual substances like Peter and this ox 
fall under concepts like human being, animal, 
body, substance; individual properties or 
accidents like this redness or this bitterness 
fall under concepts like redness or bitterness. 
colour or taste, quality or property. To each 
of the ten Aristotelian categories of sub­
stances and individual accidents there corres­
ponds a hierarchy of concepts under which 
the relevant individuals fall. 

It is this falling-under-a-concept of indi­
viduals which enables us to perceive indi­
viduals via concepts and to speak of them, for 
with few exceptions names are given to 
concepts and not directly to individuals. 

Natural Kinds. Traditionally the relation 
of falling under a concept was expressed by its 
converse. namely by that of de subiecto dici, 
or the predication of a concept to a subject or 
substance. The concepts under which indi­
viduals fall have an interesting and charac­
teristic structure, they form trees of greater 
and lesser generality. In the tradition they 
have been referred to as natural kinds, and 
the most famous tree of concepts is the Arbor 
Porphyriana. representing a tree of natural 
kinds in the category of substance. Later the 
Scholastics tried to construct tree, also for the 
other nine categoric,, but these trees were 
never so well known a, the tree of Porphyry. 

There are different ontological and logkal 
relations between natural kind,. If we begin 
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at the base with individual substances and go 
up to the top-most natural kind, that of 
substance in general, then we have certain 
necessary inclusions: thus Peter is necessarily 
a human being, a rational animal, a sensitive 
animal, a living body, and a substance. But if 
we start with the topmost natural kind. that of 
substance in general, and go down to the 
individuals, we have a class-class, and ulti­
mately a class-element inclusion relation, 
neither of which is such as to hold of necessity. 
Thus it is not necessary that there shall 
be aardvarks among the animals, nor it is 
necessary that there should be Peter among 
the humans. In this way we can, with the help 
of the Arbor Porplryriana, show the structure 
of both concept-concept or intensional re• 
lations and class-class, or class-element, or 
extensional relations. These structures are 
fundamental both for intensional and for 
extensional logics. 

The Classification of Notions and their 
Content. The late medieval philosophers had 
a great deal to say on the ontological status of 
mental qualities, of cognitive powers and 
mental acts, and especially of notions. 

David Cranston (1479-1512) thinks that 
John Duns Scotus and William Ockham gave 
a sufficient account of what a notion is in 
affirming that for something to be called a 
notion two conditions are required. The first 
is that it inheres in a cognitive power. The 
second is that it have an object as its term, 
that is, that by means of the notion this power 
knows some thing. 

The definition of a notion given by Gilbert 
Crabs ( 1482-1522) takes care of the represent­
ative function of this quality: "A notion is a 
quality inherent in a cognitive power. vitally 
changing the power. and representing some 
thing or things to that power". 

This representation was charactcrizcc.l as 
formal and its foundation is what the Schol­
astics referred to ,Ls a 'formal identity' between 
the content of a notion and the thing rep­
resented. To the esse 11ut11ruh· of the thing's 
form corresponds the ,,.,·se i111e111imwle of the 
content's form. The likeness of form in dif­
ferent object, and the capacity of form to be 
material in a material object and immaterial 
in an immaterial object makes representation 
possible. 



163 

Much of our knowledge is dispositional. 
Thus one has to distinguish between cog­
nitive dispositions and actual notions. Cog­
nitive dispositions are not notions, since they 
do not vitally change the cognitive power by 
exercising thought. They have a mediating 
role between a cognitive power and an act of 
that power, the notion proper. 

Another distinction is that between direct 
and reflexive notions. Direct notions, for 
example my notion of Kirchberg, present 
their content without detour. Reflexive 
notions, for example the notion of my think­
ing about Kirchberg. are in every case con­
nected with direct ones. They represent a 
direct notion and thereby represent what the 
direct notion represents. Thus I cannot think 
about my thinking about Kirchberg without 
thinking about Kirchberg. 

Intuition and Abstraction. The tradition 
recognizes two methods for acquiring 
notions: intuition and abstraction. Intuition 
can operate only where the objects with 
which one begins are present to the subject. 
In this case the object has a direct causal 
influence on the subject's cognitive power. 
Intuitive notions. for example the notion of 
emotions like love or hatred. are held to be 
evident, and are also in every case singular. 
Gregory of Rimini (c. 1300-58) defines an 
intuitive notion as a simple notion by which 
some thing is known formally and immediately 
in itself. Intuition is the most perfect cogni­
tion. God"s knowledge is purely intuitive. 

Abstract knowledge. for example the 
knowledge of differenl kinds of empty 
classes, in contrast, does not imply the exist­
ence of the object known. The causal re­
lation between the object and the abstractive 
notion is more complkated. The main dif­
ference between abstractive and intuitive 
notions is that the former are universal and 
thus nearer to science. 

Gregory of Rimini defines an abstractive 
notion as a simple notion by which some thing 
is known formally in some representative 
medium. This definition reflects Aristotle's 
thesis that perception is effected by the mind 
of the perceiver taking into itself the form of 
the thing perceived, while leaving behind the 
matter. The similarity between an abstractive 
notion and its object is a formal one. 
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Triadic Semantics. Beginning with Plato's 
Parmenides and Aristotle's Categories and 
De Interpretatione, the tradition uses triadic 
semantics. This relates written signs to 
spoken ones and spoken signs to concepts -
not directly to the things. These concepts can 
be psychological entities taken together with 
their non-psychological content, or they can 
be this content alone. The Stoics, too, follow 
the Aristotelian tradition of triadic semantics 
by introducing their theory of ktx,cx. 

Elaborated theories of triadic semantics 
are to be found in different scholastic 
periods. Generally the relation was charac­
terized by means of the triplet vox-intellectus­
res (word-concept-thing). Among the prop­
erties of a term which relates a sign to a con­
cept is that which is called the signijicatio. This 
property may be possessed naturally, as with a 
notion, or conventionally, as with an utterance 
or an inscription. A notion of anything is itself a 
natural sign thereof. It is as it were a represen­
tative within the mind of the thing outside. 

Beginning with the Scotists, another aspect 
begins to be important. If we relate our signs 
to a system of concepts and not directly to the 
things themselves, then we have to look more 
carefully at the concepts and especially we 
have to be sure that these concepts are free of 
contradiction - that they are 'possible' or 
·consistent'. This will prove to be one of the 
main problems of 17th-century Scholasticism 
and rationalism. 

Concept and Idea. The difference between 
concept and idea was discussed especially by 
the rationalistic philosophers. Every idea can 
be the content of a concept, but not every 
concept contains an idea. There are concepts 
which are inconsistent and therefore empty. 
Leibniz was the philosopher who had pre­
cisely formulated the Scotistic notion of the 
possibile /ogicum, or of its contrary: an incon­
sistent or impossible composite concept. A 
composite concept B is inconsistent iff it 
contains as part-concepts both some A and 
some corresponding non-A, and it is consist­
ent or possible if it does not do so. (An 
example of an inconsistent concept is for 
Leibniz the concept of a maximal velocity, to 
which no idea L-orresponds.) 

In order to understand his argument here, 
we have to aa.-ept the difference, mentioned 
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earlier, between conceptus subiectivus (also 
later called conceptus formalis) and the con­
ceptus obiectivus or content. The first is a 
mental act or a psychological entity and can 
therefore exist even independently of the 
consistency or existence of its content. Even 
if a maximal velocity or a round square do not 
exist, there can still exist a corresponding 
mental act or conceptus subiectivus. 

The three terms 'mental act' (conceptus 
subiectivus), 'content' (conceptus obiectivus), 
and 'idea' have to be distinguished in the 
following way. Mental acts are in and of 
themselves neither consistent nor inconsist­
ent, and they exist independently of the 
consistency or inconsistency of their con­
tents. The extension of all inconsistent con­
cepts is the empty class, but their intension, 
however, is extremely rich. There are infi­
nitely many different inconsistent concepts. 

Consistency now, is a necessary but not a 
sufficient condition for ideas. In contra­
distinction to concepts, ideas cannot be arbit­
rarily constructed. There must be a relation­
ship between ideas of the sort that exists 
between corresponding natural kinds. Ideas 
are the forms of the things in the world, and 
he who possesses the ideas is (at least from 
Leibniz's point of view) able to reconstruct 
the world, its history, and its future 
evolution. 

Primitive Concepts, Combinatorics, and Dis­
continuity. Already in his Sophist and Par­
menides Plato introduces the idea of simplest 
concepts, by combination of which all com­
plex concepts can be produced. A big step 
forward in this direction was made by 
Raymond Lull in the 13th century. Lull is to 
be seen as the father of the combinatoric art. 

Leibniz, too, was a Lullist. He always 
thought that there are primitive concepts, i.e. 
concepts without parts, and in his Dissertatio 
de Arte Combinatoria from 1666 he tried to 
give a list of these concepts. Later he came to 
the view that there are such notio11es absolute 
primae or absolutely simple concepts, but 
that we cannot know them. We have to be 
content with notio11e, quoad 110s primae, i.e. 
with concepts which are for us the simplest. 
The conceptual structure of our thinking is 
thus molecular and not alomisli<:. Thinking 
consists mainly in the combination of 
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composite concepts. Like Raymond Lull and 
Rene Descartes, Leibniz postulates a Scientia 
Genera/is, a discipline which has to provide 
the other sciences with their consistent 
composite concepts. 

With Descartes, Leibniz holds that the 
idea of primitive concepts is strongly con­
nected with that of a philosophical language 
or lingua rationalis which would stem from 
the analysis of natural language. The ideal 
rational language for Leibniz has a one-to­
one semantics: i.e. primitive concepts are 
characterized by primitive signs. In this 
language material identity (A = B) can­
not occur, there is only formal identity 
(A=A). 

This programme, which can be called the 
Leibniz programme, was very influential. We 
find the idea later in Edmund Husserl, in 
Gottlob Frege, and in the Tractatus of 
Ludwig Wittgenstein. 

Another problem discussed by Leibniz is 
the relation between concepts and reality. 
The fundamental difference between the two 
levels is that reality is continuous and con­
cepts are discontinuous. We have to express 
the continuum of reality by a discrete system 
of concepts. This is a central problem for any 
epistemology which has its foundation in 
reality and does not strive to reduce ontology 
to epistemology. 

Concept and Proposition. Leibniz is a logi­
cian of terms. For him the boundary between 
concept and proposition is a fluid one, and he 
often seeks a formulation of the elementary 
sentence (A is B) which allows him to move 
automatically from a composite concept to a 
proposition and back again. He finds it in the 
form of the scholastic secu11d11m and terti11m 
adiace11S. Thus, for example, he can trans­
form the proposition 'Peter is a human being' 
into 'Peter-the-human-being is possible or 
consistent' ((AB) est ,·11.1·) which means that 
the composite concept Peter-the-human­
being contains human being as part-concept. 
This analysis is also valid for contingent 
propositions like ·Peter is the husband of 
Susan' or 'Peter as husband of Susan exists' 
((AB) est existe11S). Using this method. 
composite concepts arc propositions and vice 
versa. We have at one and the same time a 
logic of terms and a logic of propositions. 
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Concept Versus States of Affairs. In logic 
and philosophy at the turn of the 20th 
century, we can observe a competition be­
tween concepts and states of affairs. The 
philosopher of the concept at this time is 
Frege. The term 'Sachverhalt' was generally 
used by pupils of Brentano such as Carl 
Stumpf, but also by Adolf Reinach and 
Wittgenstein and by the German jurists and 
grammarians. 

For Frege a concept is extensional; the 
concept 'human being' contains all human 
individuals; all human individuals fall under 
the concept 'human being'. He distinguishes 
from this the relation of subordination, i.e. 
the subordination of a concept under another 
concept, so for example the subordination of 
human being under animal. Subordination 
expresses the intension of a concept. 

In his analysis concerning the difference 
between sense (Sinn) and reference (Bede11-
tung) Frege uses a kind of triadic semantics. 
He considers objects to be reached only 
,;a the senses which show us certain aspects 
of these objects. His famous examples are 
morning star and evening star as aspects of 
the object Venus. This difference between 
sense and reference was well known alreadv 
by the Scholastics and b\" Leibniz. The~ 
called the approach to obj~cts by senses a"r 
concepts modus concipie,idi or the ·way of 
conceiving an object'. 

In his theory of truth Frege understands 
concepts as special sorts of functions. yielding 
as value the true or false if they are rightly or 
wrongly applied to a given argument. Frege is 
a Platonic thinker. belie\"ing in the existence 
of truth and falsehood as ni°dimentary extra­
wordly states of affairs. !\luch more inter­
ested in epistemology and logic than in 
ontology. he never really understood the role 
of states of affairs as truth-makers in reality. 

The reduction of concepts to functions 
eliminates that dimension of concepts which 
brings them into relation to psychological 
entities (concepts as contents of mental acts). 
Frege's anti-psychological attitude prevented 
him for this reason from profiting from the 
richness of the analyses of concepts provided 
by traditional philosophy. 

Because of the dominating influence of 
Frege. the founder of contemporary math-
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ematical logic, the partisans of states of 
affairs were for a long time in a weak posi­
tion. These philosophers relate true pro­
positions to states of affairs which are 
their truth-makers. In our time this position is 
gaining ground in virtue of the fact that some 
influential analytic philosophers, for example 
the partisans of situation semantics, are now 
interested in ontology and therefore also in 
the theory of states of affairs. The oldest 
attempt to combine and reconcile Fregean 
philosophy of function and concept with the 
ontology of states of affairs is, of course, the 
Tractattis of Wittgenstein. 

The Ontological Status of Concepts. Sub­
jective concepts are like psychological en­
tities, immaterial; thus they are not in space 
but only in time. Mind contains concepts 
appearing in a temporal order. They are 
individual accidents from the category of 
quality each assigned necessarily to exactly 
one individual substance and being such, 
therefore, that they cannot migrate from one 
substance to another. 

Concepts qua contents of psychological 
acts, on the other hand, are spaceless and 
timeless. They are not bound to one indi­
vidual substance and can be both the content 
of different mental acts of one and the same 
individual and also of the acts of different 
individuals at the same time. This is common 
to the objective concept and the idea: both 
have properties like being timeless. space­
less, and universal. 

Concepts are only indirectly dependent on 
language, namely via mental acts qua natural 
signs. Their affinity to mental acts is much 
stronger than to words or sentences. They 
can be expressed by words and they are 
invariant as between different languages, but 
they are not simply fafons de par/er, as some 
philosophers maintain. Their ontological 
status is a much more complex matter. 

This can be shown by an old distinction. 
The Scholastics made a difference between 
two kinds of rational entities: the first is a 
rational entity with a foundation in reality -
namely. for example. relations such as space 
and time; the second is a pure rational entity 
without uny foundation in reality - for 
example. a chimera like a unicorn. It would 
be a serious error to conceive relational 
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entities like space and time as mere fai;ons de 
par/er. 
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HANS BURKHARDT 

Concepts, Open 
Despite anticipations in Nietzsche ( Genealogy 
of Morals, 2nd Essay, Section 13), the idea of 
an open concept - often referred to as an 
open-textured concept - was first explicitly 
used by Friedrich Waismann (1896-1959) in 
his 1945 essay in the Proceedings of the 
Aristotelian Society on the verifiability of 
empirical statements. Since the 1940s, the 
ideas of an open, and by contrast a closed, 
concept have been employed notably within 
the field of aesthetics, for example in the 
work of Morris Weitz. They have been used 
also in the fields of ethics and the philo­
sophies of science and law. 

Whether the doctrine of open and closed 
concepts can be made either lucid or con­
sistent is questionable. Certainly, it has been 
made neither when understood in Waismann's 
particular terms. The best chance it has is 
when its proponent takes seriously Ludwig 
Wittgenstein's variou, remarks on meaning, 
unbounded concepts, and family resemb­
lances in his Philosophical lnve.>tigations. 
For questions pertaining tu open and closed 
concepts presuppose answers to traditional 
metaphysical question, concerning language, 
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meaning, verification, and definition. Is 
language properly to be conceived as a mirror 
or as a tool-box? Can definitions be under­
stood in ways other than per genus et differ­
entiam? Are concepts to be treated in exactly 
the same way as essences, types, or common 
names? 

Open concepts (for example, the concepts 
of democracy, justice, contract, and art) have 
been variously described but not unproblem­
atically and usually in negative terms. They 
have been described: 

I. as not corresponding to fixed or static 
essences; 

2. as not admitting of 'absolutely precise' 
definition of the sort traditionally 
given in terms of necessary and suffi­
cient conditions; 

3. as intensionally incomplete - because 
the possibility of there arising an un­
foreseen situation which would lead us 
to modify our definition can never be 
eliminated; 

or, finally: 

4. as being distinct from although related 
to vague concepts. Thus, according to 
Waismann, a concept is vague if there 
are cases in which there is no definite 
answer as to whether the term applies. 
('Pink', 'tall', 'bald', and 'middle-aged' 
serve as examples.) Open-texture is 
such that it provides for the (logical 
and empirical) 'possibility of vague­
ness·. 

Given these descriptions, how are we to 
understand closed concepts'! Are they to be 
understood (contra I.) in essentialist or 
realist terms'! No, since this would commit us 
to a view of meaning whose rejection gave 
way to the doctrine of open concepts in the 
first place. A distinction must then be drawn 
between what we might call lixed and closed 
concepts. Only the former function or find 
their expression within an essentialist view of 
the world. The doctrine of open uncl closed 
concepts. by contrast. is designed to sustain 
an anti-essentialist view. 

Perhaps closed concepts are to be under­
stood as those expressed in terms of 
(Carnapian) formal, or what have been called 
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ideal or exact, languages. This is unsatis­
factory to the extent that it leads us to deny 
that there are concepts, such as of a quart and 
of a freshman, that are closed yet do not 
belong to what we strictly call a formal 
language. Nonetheless, we are moving 
towards a plausible description. According to 
this, closed concepts are taken to function 
within systems or practices which require a 
certain kind of formality where this symbol­
izes a certain kind of precision. Mathematical 
and logical systems are obvious formal 
languages. Measurement and monetary sys­
tems are examples of precise systems. The 
stratification of the House of Commons or of 
Cambridge University are examples of other 
kinds of precise systems. 

Many concepts can be closed for certain 
purposes and open for others. For funding 
and insurance purposes. say, as opposed to 
purposes of criticism and aesthetic experi­
ence. many concepts most effectively func­
tion as closed. Whenever a concept is treated 
as closed. it is given an exact and complete 
definition in the light of a stipulation made at 
a given time ·tor a special purpose'. The 
definition is given in intensional or exten­
si?nal terms. or both. More importantly. it 
stipulates boundary conditions. In closing a 
concept we decide that it is to be used if and 
only if the relevant objects have certain 
features or properties. We recognize. how­
ever. that the stipulation is depe~dent upon 
the use to which we want to put the concept. 
Thus, when we want to chanl!e the svstem 
and thereby the use of the - concep·t. we 
change the definition. Although we might 
continue to use th~ same name. we are using a 
new concept because we give up the old 
definition and replace it with a new one. 

Open concepts are difkrent. Because they 
function within a different kind or part of 
practice. their definition does not require a 
stipulation of boundary conditions. When we 
treat a concept as open we treat it as un­
bounded. Its definition need be confined only 
lo known or uncontroversial. canonical. or 
paradigm examples. Open concepts are 
treated in such a way that they can undergo 
alteration in their definition without losing 
their identity as new examples come to 
appear as standard. as the practice within 
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which they function changes. Unlike defini­
tions of closed concepts, those of open con­
cepts are expanded and modified but not 
replaced. Open definitions, if one may call 
them that, are not treated then as rigid or 
fixed, but as 'signposts' facilitating language 
use. They are mutable and flexible in the light 
of developing descriptive and prescriptive 
functions. 

The lesson of this doctrine is that it is the 
use to which we put a concept rather than the 
logic or nature of a concept per se which 
determines whether the concept is to be 
treated either as open or as closed. This 
lesson is entirely consistent with three basic 
Wittgensteinian tenets concerning language 
and meaning: 

I. objects falling under a given concept 
need not share a common property. be 
that property exhibited or non­
exhibited, internal or external; 

2. natural languages are not fully deter­
minate and the rules governing them 
not fully circumscribed; 

3. at least some concepts are adaptable 
according to their role in activities and 
theories. 

In sum. the possibility of accounting satis­
factorily for the distinction between open 
and closed concepts depends upon the re­
moval of a traditional, realist theory of 
language and meaning, and upon the con­
struction of a theory which takes seriously the 
fact that language and conceptual use is 
something over which language users have 
control. 

FURTHER READING 

Brennan, J.M .. 1977. The Opm Texture of Moral 
Concepts, New York: Macmillan. 

Dilfey. T. J .. 1973. --Essenlialism and the defini­
tion or ·art' ... Brili.sh Journal of Aesthetics, 13, 
103-20. 

Hart, H. L. A .. 1951, ··Toe ascription al respons­
ibility and rights ... in A. Flew. ed .. Logic and 
Language. Oxford: Blackwell. 

Weitz. M .. 1956. --Toe role oltheory in aesthetics", 
Journal of Aestheti<-s and Art Criticism, IS, 27-
35. 

LYDIA GOEHR 



CONCEYTUALISM 

Conceptualism 

Conceptualism is one of the three types of 
theories regarding the nature of universals 
described by Porphyry in his Introduction to 
Aristotle's Categories. The other two are 
nominalism and realism. Because a universal, 
according to Aristotle, is that which can be 
predicated of things (De Int. 17a39), the 
difference between these three types of 
theories lies in what it is that each takes to be 
predicable of things. In this regard we should 
distinguish predication in language from 
predication in thought, and both from pre­
dication in reality, where there is no presump­
tion that one kind of predication precludes 
the others. 

All three types of theories agree that there 
is predication in language, in particular that 
predicates can be predicated of things in 
the sense of being true or false of them. 
Nominalism goes further in maintaining that 
only predicates can be predicated of things, 
that is, that there are no universals other than 
the predicate expressions of some language 
or other. Conceptualism opposes nominalism 
in this regard and maintains that predicates 
can be true or false of things only because 
they stand for concepts, where concepts are 
the universals that are the basis of predication 
in thought. Realism also opposes nominalism 
in maintaining that there are real universals, 
viz. properties and relations, that are the 
basis of predication in reality. 

The relationship between realism and con­
ceptualism is more complex than the simple 
kind of opposition that each has to nominal­
ism. In particular, whereas certain forms of 
realism, such as logical realism as a modern 
form of Platonism, are incompatible with 
conceptualism. other forms, such as natural 
realism. of which Aristotle's moderate real­
ism is a type, are not only compatible with 
conceptualism but have been intimately con­
nected with it in one way or another through­
out the history of philosophy - though not 
always in an unproblematic way. 

Peter Abelard, fur example, in his Glosses 
on Porphyry, provides an account that is very 
much like Aristotle's in being both concept­
ualist and realist. In combining the,e po,i­
tions, however, he due, not entirely distin-
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guish the universals that underlie predication 
in thought from those that underlie predica­
tion in reality. That is, a universal, accord­
ing to Abelard, seems to 'exist' in a double 
way, first as a common likeness in things, and 
then as a concept that exists in the human 
intellect through the mind's power to abstract 
from our perception of things by attending to 
the likeness in them. The realism in question 
here is not a Platonic or logical realism, where 
a property or relation has its being outside the 
natural or causal order and does not depend 
on whether or not anything has ( or even can 
have) that property or relation. Rather, itisa 
moderate or natural realism, where a prop­
erty exists only in the causal or natural order 
and as a common likeness in things - but yet 
where, even if those things were to cease to 
exist, it would still somehow exist in the 
human intellect as a universal concept. 

Aristotle also seems to have assumed that 
universals could exist in this double way, 
though it is possible to interpret him other­
wise as well, especially in his discussion in the 
Posterior Analytics of how concepts such as 
being a chimera or being a goat-stag can be 
formed otherwise than by abstraction. The 
point is that when conceptualism is combined 
with natural realism, as it was for Aristotle 
and Abelard, we should be careful to distin­
guish the universals that underlie predication 
in thought from those that underlie pre­
dication in reality. Indeed, a basic ontological 
assumption of all contemporary forms of 
conceptualism is that concepts, unlike real 
universals, exist only in intellec111, which 
means that they do not exist independently of 
our capacity for thought and representation. 

Concepwa/ nalllral realism, as the (recon­
structed) type of theory of universals de­
scribed by Aristotle and Abelard (but in 
which they may differ as to suh-type ), docs 
not identify the univcrsab that underlie 
predication in thought with those that under­
lie predication in reality. In fact, to the 
contrary, the concepts that arc the basis of 
predication in thought arc distinguished from 
the real properties and relations that are the 
basis of predication in reality, i.e. of the 
,tales of affairs that obtain in nature. Instead 
of being identical with a real universal, a 
concept is ,aid lo represent it - if in fact there 
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is such a real property or relation corres­
ponding to it in nature. It should be noted, 
however, that even if a concept purports to 
represent a real property or relation in 
nature, that does not mean that there is in fact 
such a real property or relation correspond­
ing to it. Indeed, in general, there will be no 
such real universal corresponding to many, 
and probably most, of the concepts formed 
by the human intellect. This means, accord­
ing to conceptual natural realism, that any 
assumption to the effect that there is a real 
property or relation in nature corresponding 
to any given concept is always to be construed 
as a scientific hypothesis subject to confirma­
tion or falsification ( cf. Cocchiarella 1986, 
Chapter 4, and Cocchiarella 1988. Sections 
13-14). 

It is this distinction be1ween predication in 
thought and predication in reality that is 
fundamental 10 all forms of concep!Ualism. 
The ontological ground of the dis1inc1ion, as 
already noted, consists in the fact that con­
cepts, according to a basic assumption of 
conceplualism, do not exist independently of 
our capacity for 1bough1 and representation, 
i.e. that concepts exisl only in intellectu. 
Although this basic assumption is itself a 
metaphysical 1hesis. one of its consequences, 
which is a corollarv of the distinction it 
implies between predication in thought and 
predication in reality. is that conceptualism. 
as a theoretical account of the na1ure of 
though! and representation. involves a shift 
in emphasis from metaphysics to psychology. 
As part of Ibis shift. a second, related 
assumption maintains thal all thought, and in 
particular all menial ac1s such as judging. 
doubting. desiring. etc .. including all per­
ceptual acts such as seeing. hearing. feeling, 
etc., must be grounded in psychological 
states and pr,,ccsses that do not have abstract 
objects as constituents. It is this assumption, 
together with the t\rst. that leads to the 
incompatibility between conceptualism and 
logical realism as a modern form of Platonism. 

Logical realism differs from natural 
realism not only in its claim that properties 
and relations exist independently of the 
natural or causal order, and therefore of our 
capacity for thought and representation as 
well, but also in its assumption (in the form of 
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an impredicative comprehension principle) 
that every predicate expression ( complex or 
simple, and including even contradictory 
ones) stands for such a logically real property 
or relation. Another assumption apparently 
is that concepts are properties in just this 
sense, and therefore, contrary to the first 
fundamental thesis of conceptualism, con­
cepts do exist independently of our capacity 
for thought and representation after all. This 
is not entirely a terminological matter, more­
over, or at least not in Bertrand Russell's 
form of logical realism, where, in addition to 
calling properties and relations concepts, he 
also assumes that the mind can be directly 
related (by a relation that he calls conceiving) 
to properties and relations as objects of 
thought - i.e. where such abstract objects as 
properties and relations are constituents of 
thoughts as mental acts, contrary to the 
second fundamental thesis of conceptualism. 
But even if logically real properties and 
relations are not assumed to be objects of 
thought - as they cannot be in a logical 
realism such as Gottlob Frege's, where, 
because they are unsaturated functions, 
properties and relations are not objects to 
begin with - there is still the assumption that 
what the mind is related to in particular acts 
of thought, such as a judgement, are proposi­
tions, which in logical realism are also abstract 
objects that exist outside of the natural or 
causal order. That is, in all forms of logical 
realism there are abstract objects, whether 
these be propositions or logically real proper­
ties and relations, that are constituents of 
particular mental acts, and it is for this 
reason, even aside from any terminological 
confusion about the notion of a concept, that 
logical realism is incompatible with concep­
tualism. (We might also note here, incident­
ally, that in logical realism, but not in con­
ceptualism, or at least not in conceptual 
realism as we describe it below, a proposition 
is usually assumed to be the same as a state of 
affairs, i.e. the result of a predication in 
reality. Such an identification, according to 
conceptual realism, amounts to a conflation 
of the intensional order, to which proposi­
tions belong. with the natural or causal order, 
to which states of affairs belong. A proposi­
tion is not a state of affairs in conceptual 
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realism. in other words, but is rather an 
intensional object that is denoted by a 
nominalized sentence as an abstract singular 
term, and as such it is not assumed to exist 
independently of our capacity for thought 
and representation.) 

Although conceptualism precludes logical 
realism as a modem form of Platonism, this 
does not mean that conceptualism is com­
mitted to a rejection of Platonism in all its 
forms. In fact, there is another combination 
of conceptualism with realism, viz. con­
ceptual intensional realism, that may also be 
described as a modem form of conceptual 
Platonism (cf. Cocchiarella 1986, Chapter 5, 
and Cocchiarella 1987, Chapter 2). On this 
account, Platonic forms, which traditionally 
are also called properties and relations (but 
not in the sense of natural realism), are not 
what predicates stand for (since predicates 
stand for concepts, which exist only in 
intel/ectu). Rather, they are the intensional 
objects that are denoted by abstract singular 
terms (i.e. names), and in particular the 
abstract singular terms that are the result of 
syntactically transforming a predicate into 
one of its nominalized forms - the way, for 
example, the predicates 'wise' and 'trian­
gular' are transformed into 'wisdom' and 
'triangularity', respectively. In other words, 
corresponding to the concepts that the pre­
dicates 'wise' and 'triangular' stand for, there 
are, on this account, the Platonic forms 
(intensional objects) that are denoted by the 
abstract singular terms 'wisdom' and 'tri­
angularity'. It is, of course, absolutely crucial 
that we distinguish in this framework not only 
the syntactic role of predicates as predicates 
from that of their nominalized forms as 
abstract singular terms (i.e. as names) but 
also their semantic roles as well. Indeed, as 
the basis of this distinction, there is assumed 
in this framework a correlation of objects 
with concepts that semantically underlies the 
syntactic operation of nominalization (which 
transforms predicates into abstract singular 
terms). Such a correlation amounts, in effect, 
to an 'object'-ification of concepts, which 
from a semantical point of view can be 
described as an ontological projection into 
the domain of objects in general of the truth 
conditions determined by the different pus-
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sible applications of our concepts. That is 
why the object that is picked out by means of 
such a projection can be said to be the 
intension or content of the concept whose 
'object'-ification it is. It is in terms of this 
projection, in other words, that we are able to 
explain how, by means of our conceptual 
abilities, we are able to lay hold upon the 
intension of a concept as a real Platonic form 
(i.e. as an abstract object), by starting out 
from the concept as an entity that exists only 
in intellectu. 

Conceptualism is compatible not only with 
an Aristotelian natural realism and a Platon­
istic intensional realism as described above, 
but also with both together. This is because 
the intensional objects that are denoted by 
nominalized predicates are not the universals 
that underlie the states of affairs that obtain 
in nature. Indeed, strictly speaking, they are 
not universals at all in the Aristotelian sense 
of having a predicable nature. Being an 
abstract entity is not the same as being a 
universal, in other words, and this applies 
in particular to the abstract objects that 
are denoted by nominalized predicates as 
abstract singular terms. Instead of being 
predicable entities, these objects belong only 
to the intensional order of our conceptual 
framework, where they provide an explan­
atory ground for the objects of pure math­
ematics, and perhaps also for the objects of 
fiction and the imagination. This means that 
intensional objects, as represented in a con­
ceptualist theory of logical form, are on a par 
as individuals with the physical or concrete 
objects that arc part of nature and that belong 
to the causal and spatio-temporal order of 
reality- except that, unlike the latter, inten­
sional objects do not have any of the natural 
properties and relations that arc the basis of 
predication in reality. i.e. of the slates of 
affairs that obtain in nature. They arc not also 
on a par with those same natural properties 
and relations. on the other hand. despite 
their also being called properties and rela­
tions (in the sense of the Platonist tradition. 
not in the sense of natural realism). This is 
because they do not really have a predicable 
nature in themselves, the way that the con­
cepts whose intensional correlates they are 
do, but can only mimic such a nature (the way 
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that classes do in a theory of membership). 
They are, to be sure, constituents or com­
ponents of propositions, where, by a proposi­
tion, as already noted, we mean the kind of 
intensional object that is denoted by a nomin­
alized sentence as an abstract singular term. 
But because a proposition (which belongs to 
the intensional order) is not the same as a 
state of affairs (which is a part of the natural 
or causal order), Platonic forms, as inten­
sional objects, do not occur in propositions 
the way that natural properties and relations 
do in states of affairs (viz. as the nexuses or 
modes of configuration of those states of 
affairs). Of course, just as some concepts 
will have a real property or relation corres­
ponding to them in nature, so too some 
propositions will have a real state of affairs 
corresponding to them. Nevertheless. many 
propositions. such as those that make up pure 
mathematics as a body of knowledge, or 
those that make up the content of fictional 
stories and false theories. will have no states 
of affairs corresponding to them at all. 

Not all forms of conceptualism will attempt 
to accommodate either a natural realism or 
an intensional realism as described above -
though some form of natural realism would 
seem to be needed as a causal ground for 
concept-formation (just as some form of 
intensional realism would seem to be needed 
as an explanatory ground for the objects of 
pure mathematics. and perhaps also for the 
realms of fictional and intentional discourse). 
This is because. in keeping with the shift in 
emphasis from metaphysics to psychology, 
most modem forms of conceptualism are 
primarily concerned with gi\'ing a theoretical 
account of concept-formation as a psycho­
logical process. What. for example. are the 
psychological processes involved in learning 
a new concept that is not constructible from 
others already acquired. and are there any 
concepts that are innate and therefore not 
learned at all'! These and similar questions 
make up the kinds of issues that most con­
ceptualists are concerned with today. 

As to the metaphysical issue of what it 
means for a concept to exist in intellectu. most 
modern forms of conceptualism reject the 
traditional view of concepts as images or 
ideas in the sense of particular mental occur-
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rences and assume some sort of dispositional 
or functional view instead (cf. Price 1953, 
Chapter 8, for an account of the imagist 
theory, and Chapter 11 for an account of 
a dispositional theory). Peter Geach, for 
example, maintains that concepts 'are capa­
cities exercised in judgement' (1957, p. 7), 
where the capacities are for intelligently 
using words and phrases in sentences, i.e. for 
knowing how to use the different expressions 
of a language to make up the sentences of that 
language. Wilfrid Sellars has described a 
similar view, except that, instead of identify­
ing concepts with capacities regarding the use 
of expressions, he takes them to be the 
functional roles determined by those capa­
cities; that is, concepts, according to Sellars, 
are the functional roles determined by the 
rule-governed use of linguistic expressions 
(cf. Sellars 1968, Chapters 3--5, and Sellars 
1967, Chapters 9, 11, and 12). It is for this 
reason that Sellars also describes a concept 
as a ·linguistic type•, and in particular a type 
that can be realized in different linguistic 
materials (the way, e.g., that the concept 
father can be realized in English by 'father', in 
German by 'Yater', and in French by 'pere') 
in essentially the same sense in which the 
various pieces in the game of chess, such ~ 
the rook or the pawn, can be realized i 
different kinds of material objects. In fact, ; 
functional roles, concepts, according t 
Sellars, are the rule-governed pieces of a 
conceptual system that can be described as 
the ·linguistic game' that is common to all of 
the languages of a given language family. It is 
this conceptual system, or 'linguistic game', 
that underlies predication in thought for the 
people who speak any of the languages be­
longing to that family. 

In regard to the psychological mechanisms 
by which initial language acquisition and 
concept-formation are possible. Sellars, 
along with other conceptualists as well, main­
tains that. aside from innate discriminatory 
capacities. we need resort only to the stimu­
lus-response reinforcement mechanisms of 
standard (behaviouristic) learning theory. 
This means not only that there are no innate 
concepts. but also that there is no innate 
categorial structure that is common to all 
conceptual systems, i.e. to all of the different 
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'language games' of all the different (bio• 
logically) possible language families. Such a 
universal categorial structure (wbicb some 
conceptualists have assumed to exist as the 
basis of the a priori forms of human thought) 
cannot be explained on the basis of the 
stimulus-response reinforcement mechan• 
isms of standard (behaviouristic) learning 
theory, in other words, but requires some• 
thing more in the way of a biologically innate 
component of the human intellect. 

Jerry Fodor has made a rather strong claim 
regarding such an innate component in his 
somewhat different functionalist account of 
the nature of thought. On this account, 
cognitive processes are computational pro• 
cesses of an internal representational system, 
which, because of its productivity and the 
way it functions, Fodor also describes as the 
language of thought. Concepts, according to 
Fodor, are the symbols (also called 'mental 
representations') of this inner language, i.e. 
the symbols that are 'tokened' in particular 
mental acts or inner processes of computa· 
tion. These concepts, along with the cat• 
egorial structure of the language of thought, 
are not learned by us on the basis of stimulus• 
response reinforcement mechanisms in the 
learning of a natural language. In fact, they 
are not learned at all but are innate, and, as 
such, they constitute the very framework by 
which we are able to learn our first natural 
language. Unlike Sellars's account of a con• 
ceptual system as a 'language game', in other 
words. the language of thought is not deter• 
mined by public conventions and social 
conditioning but is instead the common basis 
upon which all natural languages are learned, 
and not just those belonging to a given 
language family. This means that the 
language of thought, because it is innate, is 
essentially (i.e. as a matter of biological 
necessity) the same for all humans. 

Fodor also assumes what he calls a 'strict 
formality condition' regarding mental pro• 
cesses; namely. that we can have access only 
to the formal or syntactical operations that 
we can perform on the concepts that make up 
the symbols of the language of thought and 
none at all to their semantic properties (such 
as the property of being true, or of having 
referents and being about objects in the 
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world). This means that mental states are to 
be given only an opaque ( or de dicta) analysis 
in the language of thought and never a 
transparent (or de re) one, since the latter 
would involve a semantic notion of reference 
or aboutness (cf. Fodor, "Methodological 
solipsism considered as a research strategy in 
cognitive psychology", The Behavioral and 
Brain Sciences, 1980). An important con• 
sequence of this assumption is the rejection 
of any naturalistic account of the representa• 
tional aspects of our concepts that attempts to 
connect them semantically with the world in 
terms of our causal interactions with the 
environment. This means that concept· 
formation is never a process in which 'new' 
concepts are learned; that is, any concept that 
we can learn and come to entertain in thought 
is innately determined by the representational 
power of the language of thought (cf. Fodor 
1979, p. 95). It follows, accordingly, that the 
language of thought must be as powerful as 
any language that we can learn. 

A naturalistic account of concept-formation 
in which the content or representational 
aspects of concepts are founded upon our 
causal interactions with the environment can 
reject this latter aspect of Fodor's theory 
without abandoning the idea that there is an 
innate component to concept-formation. A 
naturalistic account is not incompatible, in 
other words, with the assumption of an innate 
component that can provide a basis for the 
categorial structure of thought, and thereby 
of the a priori forms of thought and the 
principles by which new concepts are formed 
from others already acquired. Such an 
assumption need not take a form anything 
like Fodor's innate language of thought, and 
in particular it need not commit a naturalistic 
account to the existence of any innate con• 
cepts at all. That we arc born without any 
innate concepts. John Locke pointed out in 
his Essay on Human Umlers1<1111/ing. does not 
mean that we arc born without any innate 
powers as well. which, in modern terms, we 
can assume to he powers that go beyond our 
innate discriminatory capacities and the 
stimulus-response reinforcement mechan• 
isms of standard (behaviouristic) learning 
theory. Thus, even though there are no 
innate concepts in Jean Piaget's genetic 
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epistemology, there are innate powers, or 
mechanisms, by which the categorial struc­
ture and formal operations of thought can be 
constructed and by which new concepts that 
are semantically rooted in the world can be 
learned. One such power, for example, is a 
mechanism of autoregulation, which, as a 
result of our interaction with the environ­
ment, enables us to internalize certain struc­
tural features of the environment in the form 
of cognitive schemes. At first, in infancy, 
these cognitive schemes amount only to a 
form of sensorimotor intelligence; but in 
time, as a result of our ongoing interaction 
with the environment, they are reconstructed 
at successive stages of development into 
formal operations and more intensive 
schemes of cognitive organization. The con­
structive mechanism that is the basis of these 
successive stages of cognitive de,·elopment is 
essentially the same innate power, which, 
according to Piaget, is driven by an equilibra­
tion process that mo,·es us from states of 
lesser cognitive equilibrium (where our cog­
nitive schemes are unable to explain certain 
aspects of the environment) to states of 
greater cogniti,·e equilibrium (where new 
conceptual structures gi\·e us more explanat­
ory powers). It is this constructive mechan­
ism, in other words, that leads us on to ever 
more intensive cognitive organization. and 
ultimately to the formal categories and opera­
tions of thought of a mature adult (cf. Piaget 
1977). Thus, according to Piaget, it is by 
means of an innate power l or mechanism of 
autoregulation) that we are able to learn 
concepts that are semantically rooted in the 
world, and it is b,· means of that same power 
(as a mechanism" for equilibrating cognitive 
structures) that we an: able to recombine 
successiv~ stages of concept-formation and 
construct new~ conceptual systems that are 
logically more powerful than earlier ones. 

Because of the wav it allows for a pick-up 
of information and ·structure from the en­
vironment. such a naturalistic account can be 
taken as a component (in place of an archaic 
theory of abstraction) of one or another form 
of conceptual natural realism, which in tum 
can be taken as a modem version of an 
Aristotelian or an Abelardian theory of 
universals. With additional assumptions 
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about the hereditary differentiations of the 
human brain that have come about through 
natural selection, it could even be developed 
into a kind of biological Kantianism, such as 
that described by Konrad Lorenz (cf. "Kant's 
doctrine of the a priori in the light of contem­
porary biology", in Yearbook of the Society 
for General Systems Research, 1962). Such an 
account is also compatible with a computa­
tional theory of mind, such as Fodor and 
others have described; and, perhaps, it is also 
compatible with the more modest kind of 
functionalist theory described by Sellars, but 
without the restriction to stimulus-response 
reinforcement mechanisms as the only means 
by which new concepts can be learned, and 
without the kind of nominalistic constraints 
or limits that Sellars is committed to in regard 
to the laws of compositionality for concept­
formation (cf. Sellars 1967, Chapter 10). 

All of these alternative versions of con­
ceptual natural realism can be extended to 
include one or another version of intensional 
realism as well. But because intensional 
objects are represented in such a framework 
only as the correlates of concepts, what form 
such a system will take depends greatly on the 
logical structure of the laws of composition 
ality for concept-formation determined b 
the form of conceptualism in question. Two 
major types of conceptualism can be distin­
guished in this regard, one more restrictive 
than the other in the kind of principles that it 
allows for concept-formation. The first and 
more restrictive type is a constructive con­
ceptualism, where, in accordance with the 
vicious circle principle of Russell and Jules 
Henri Poincare (1854-1912), the logic is 
restricted to a ramified second order logic 
(with nominalized predicates as abstract 
singular terms when it is extended to include 
an account of intensional realism). The 
second and more liberal type is a holistic 
conceptualism in which the constraints of the 
vicious circle principle can be transcended 
(by means of a mechanism such as Piaget's 
innate equilibration process), thereby enab­
ling us to justify impredicative concept­
formation as well (such as is involved in the 
formation of the concept of a limit in math­
ematical analysis). Unlike the restricted logic 
of constructive conceptualism, in other words, 
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the logic of holistic conceptualism is an 
unrestricted impredicative second order logic 
(with nominalized predicates as abstract 
singular terms when it is extended to in­
clude an account of intensional realism). 
(Cf. Cocchiarella 1986, Chapter 2, and 
Cocchiarella 1988, as well as the article 
"Logic, higher order" in this Handbook for a 
more detailed account of constructive and 
holistic conceptualism.) 

Conceptualism is by no means a monolithic 
theory, but has many forms, some more 
restrictive than others, depending on the 
mechanisms assumed as the basis for con­
cept-formation. None of these forms, in 
themselves, precludes being combined with a 
realist theory, whether Aristotelian (as in 
conceptual natural realism) or Platonist (as in 
conceptual intensional realism), or both. 
Some conceptualists, such as Sellars, have 
made it a point to disassociate conceptualism 
from any form of realism regarding abstract 
entities. but that disassociation has nothing to 
do with conceptualism as a theory about the 
nature of predication in thought. Conceptu­
alism 's shift in emphasis from metaphysics 
to psychology, in other words, while im­
portant in determining what kind of theory is 
needed to explain predication in thought, 
should not be taken as justifying a restrictive 
form of conceptualism that precludes both a 
natural and an intensional realism. 
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NINO B. COCCHIARELLA 

Concursus Dei 

From the 13th to the beginning of the 17th 
centuries there was developed a theory of a 
three-fold causality exerted by God over the 
world. To creation (creatio), there came 
to be added conservation ( co,zservatio) and 
concurrence (conc11rs11s). 

Christian philosophers had at first assumed 
that God exercised a sort of causality over the 
world which did not require another sub­
stance as subject of alteration: the creatio ex 
nihilo. As the spreading of Aristotelianism 
led gradually, however, to the calling into 
question of the ontological proof of the 
existence of God, they came to the view that 
the existence of God could be proved only 
cosmologically. Any theory of causality 
which corresponds to such a motivation has 
to distinguish between two kinds of causal 
chains. We might understand the causal 
relation Kasa relation between an individual 
y and a fact cj> (x), thus: 

yK: cj>(x) 

In case cj> is the property E! (of existence), 
then from the perspective of the old doctrine 
of creatio the proposition 

yK: E!(x) 

comes close to implying that y is God. Since 
Aristotle permits the generation of indi­
viduals, however, then one ought to be able 
to say that one material individual is the cause 
of another, that this is the cause of a third, 
and so on. In this way there is built up a causal 
chain. Since a man can survive his parents, an 
effect can exist even indepemlently of its 
cause. Thus there arc cases where: 

(I) yK:E!(x) & Olf:"!(x) & ,E!ll')I 

The Scholastics talk here of a contingent 
dependence (suburdinutiu per uccidens) of .r 
ony. A causal chain of the given sort can even 



175 

be infinite. If, however, we examine the usual 
cosmological proofs for the existence of God 
(for example at Summa Theologiae I, q. 2, a. 
3; Summa contra gentiles I, c. 13), we find 
!here a rejection of infinite causal chains. 
This requires for some x and y connected by 
chains of causality that: 

(!') yK:E!(x)-+-, ◊[E!(x) & ,E!(y)] 

When ( l') holds, the subordination of 
causes is then called per se. This order (l') of 
cause and effect was seen for example in the 
illumination of a room by a source of light: 
the cause (the candle) has to exist and oper­
ate incessantly in order to warrant the dura­
tion of the effect (illumination). 

In such cases of subordinatio per sea causal 
chain may have only a finite number of 
members and must be without cycles (think 
of the deduction of a formula in a finite 
number of steps). In this conception ·motion' 
has to be understood not as a change of place 
but in a broad sense as any son of change. If 
at time t there holds ,q,(c) & ◊ cj>(c), then 
one says that the object cat time tis in passive 
potency to cj>. We can then write: pot(c, q,, t). 
Thus, for example, water is in passive 
potency to warmth. If an object b (e.g. a hot 
stone), is cause of the alteration of some c 
(e.g. water), then this object must itself 
possess actually the propeny q, (warmth). We 
can then write: act(b, q,, 1). Motion is every 
transition from potentiality to actuality. Thus 
when, at some time t'. the fact cj)(c) is caused 
by b (here: the warmth of the water by the hot 
stone), then there must ha\'e existed a time t 
< t' at which <" is not yet q, but at which b 
actually posses.s.:s q, or some more intensive 
propcny. From this it follows that: 

(lR) ,(.rK:cp(.r)) 

Causes of this sort are. in other words, 
irreflexive. There follows also a principle of 
transition l</Uidquic/ mm·etur ab alio 
mm·etur) which says that every change of an 
object occurs by \'inue of the causality of 
another object. For times t < t' there holds: 

(TR) \fx[(pot(x, cj>. 1) & act(x, cp, t')). 
-+ 3_v yK:cp(x)] 

If we consider the world statically. as 
something which merdy continues to exist 
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unchanged, then the Scholastics will say that 
the world's duration is a contingent altera­
tion: the existence of an object cat a precise 
time t does not imply that c will also exist 1 
second later. To exist at t + 1 is also a 
propeny c possesses only potentially at time 
t. If this is the case, however, then one should 
according to (TR) give a cause that conserves 
the existence of c throughout this time. This 
cause would be God and his action one of 
conservatio or creatio continua. 

But the world is also dynamic. Finite 
objects can cause their own effects. For 
example, bcauses that cbecomescp at time t': 

(2) bK:act(c, cp, t') 

But the fact expressed by (2) may also 
count as a change of b itself, for there was a 
time t, at which b was not operating. The 
transition from not operating to operating is a 
transition from potentiality to act. For a time 
t < t' the object b was in passive potency with 
respect to the causal propeny 'to make a cp of 
cat time t': 

(3) pot(b, 1-i:[xK:act(c, cp, t')], 1). 

Hence from (TR) and (IR) there follows: 

(4) 3 x[xK:(bK:act(c, cp, t')) & x*b] 

This produces a special sort of causal chain, 
in which it is the causation itself which is the 
propeny that is caused. Scholastics saw such 
a chain as being characterized by subordirra­
tio per se (therefore it will be finite and not 
cyclical); funher, they argued that there is 
exactly one object that causes all causations: 

(5) 3!x \fy,z((x*y,z & yK:cj>(z)x) 
-+ xK:x (yK:cp(z))] 

Perhaps one could even go funher and 
argue with Spinoza (Ethica I, prop. 33) that if 
the fact that God K:(aK:F(b)), is itself con­
tingent, then the causal chain should continue; 
this means that God's actions, too, must have 
some cause. The typical answer to this son of 
argument however had been that the action 
of God is not performed within time or that it 
is identical with him. Spinoza's move is 
thereby blocked. 

Concursus is that causality by which God 
collaborates in every other causality, be it act 
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or action. (For the initial formulation, cf. 
Thomas Aquinas, Sum. Theo/. I, q. 105, 
a. 5; for the final version, cf. Francisco 
Suarez. Disputationes Metaphysicae XXII.) 
The concursus is then a synthesis of creatio 
and conservatio applied to the activity of 
things. If b causes something by its activity, 
God at the same time causes this activity 
(concursus simultaneus). 

Apart from Durandus (c. 1275--1334) and 
his disciples, this concursus simultaneus had 
been accepted by all Scholastics. But already 
at this point certain problems arise. On the 
one hand the concursus is a decision (decre­
tum) of God and - understood in this way -
something which remains in God (concursus 
ad intra). On the other hand it is a concrete 
effect of God (concursus ad extra). But an 
effect is a finite being. How, then, could it 
cause a new genuine effect without a new 
concursus? In order to avoid this regress, the 
concursus dei ad extra was equated with the 
actio of the finite agent. But gradually the 
action of non-divine causes turned out to be 
a phantasmagoria, because such an action 
could not add anything to God's causation. 

The question further arises why both the 
decision of God and that of the free human 
agent should coincide. The dilemma is: either 
God determines the agent or the agent deter­
mines God. In the first case human freedom 
is ,'iolated, in the la1ter the immutability of 
God is. The two positions in relation to this 
problem are: the praemotio physica intro­
duced by Domingo Banez (1528-1604), and 
the scientia media advocated by Luis de 
Molina (1535-1600). 

The school of Banez affirms a concursus 
praevius: God acts on the agent in order to 
make him perform an action. This explains 
the coincidence of decisions and divine 
knowledge of the future, but it makes free­
dom unintelligible. 

The school of Molina follow, an ingenious 
strategy: as the real free actions of men may 
not determine God. one searches for double, 
of these actions that are no longer real. Every 
free action is associated with ,omc condi­
tional proposition. For example: 'If Petrus 
would be in circumstances A. then he would 
act in way C,. • God, before hi, own decision, 
considers a set of disjunctions of the form 
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(6) (A -+ C1) v ... v (A -+ C.) 

where the C;'s are mutually incompatible. 
Molina postulates that God knows in anti­

cipation of the world's creation which condi­
tionals will be false and which true if he 
creates this world. A conditional like 

(7) A-+ Ck, 

if true. is called afuturibile. God's knowledge 
of (7) is called scientia media. On the base of 
this knowledge, God decides, if A occurs, to 
give the co11curs11s simultaneus for the 
action which is described by Ck. Therefore 
God's decision is determined by his know­
ledge of (7), not by the real agent. 

This theory, however, raises several ques­
tions. Can a proposition like (7) be timelessly 
true? Does it determine God causally? Does 
its truth not render impossible the freedom of 
the action Ck describes? 

The discussions about concursus took on 
institutional dimensions when the quarrel 
between Jesuits and Dominicans brought the 
Church to the very edge of schism. At the 
same time, these discussions carried schol­
astic philosophy ad ubsurdwn: Aristotelian 
speculations about finite objects, already 
shaken by the new developments in physics, 
could not be transferred to the God needed 
by theology. This quarrel left its traces in the 
subsequent development of philosophy. 
Once the concept of causality had come to 
seem obscure, there arose Spinozism, oc­
casionalism, and the doctrine of pre-estab­
lished harmony. The opposition between 
causality and freedom survived Scholasticism 
and rationalism and has since been often 
formulated (for example in Christian A. 
Crusius, Kant, and Arthur Schopenhauer) as 
the question whether the principle of suffi­
cient reason is compatible with freedom. 
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Conrad-Martins, Hedwig 

Hedwig Conrad-Martius was born in Berlin 
in 1888 and died in Munich in 1966. She 
studied in Rostock, Freiburg. Munich, and 
Giittingen and came to metaphysics via a 
phenomenological criticism of positivism, 
incited especially by Edmund Husserl, Adolf 
Reinach, Max Scheler (1874-1928), and, 
later on, also by Martin Heidegger. 

In her treatises Realontologie (1924) and 
Das Sein (1957), she developed the outlines 
of a universal ontology as an eidetic science 
or 'Wesenswissenschaft': 

We immediately and naively combine with an 
entire world the consciousness of its being real; 
thus we have only to explicate what for us is 
implied with necessity in this consciousness 
(1924). 

Phenomenology hereby provides the proper 
method of ontology. since: --Toe question of 
the essence of real being is the fundamental 
problem of ontology .. (1957). 

From this perspective there opens up an 
eidetic outlook upon absolute being. Meta­
physics refers. however. not to the essence of 
absolute being. but to absolute being con­
ceived as a m;tter of fact. The recognition of 
what Conrad-Martius calls ·transempirical 
areas'. intermediate between the levels of 
empirical and purely metaphysical com­
petence. is perhaps her most original achieve­
ment. Setting out from certain results of 
modem scie~ce and phenomenological in­
vestigation. she seeks to establish in a new 
way the idea of a philosllphical cosmology. 
Herc the foll,"•·ing \\orks are of importance: 
Der St'lhst,111fha11 da .\"awr (2nd ed .. 1961). 
Nm11m•i.",·1m·l1<1Jilic/r-n1ewphysische Perspek­
tim, ( 1'1-18). Di<' Zt'it ( 195-1). Der Raum 
(1'158). and Sc/rrijien wr Phi/osophie /-Ill 
(1963--5). 
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CONTENT, NARROW 

Content, Narrow 

The notion of content is one primarily associ­
ated with sentences. The content of a sen­
tence's' is the meaning of 's'. Derivatively, 
content can be attributed to ( certain sorts oO 
mental states. If Jones has a belief that water 
is wet, then the content of his belief is simply 
the meaning of the sentence 'Water is wet'. 

Recently, much attention has been dir­
ected to the question of whether a scientific 
psychology ought to employ explanations 
which relate mental states in virtue of their 
contents. It has been claimed that mental 
contents are radically unsuited to playing 
such a role. The primary source for such a 
claim is what we might call the 'Doppelgiinger 
Challenge' (Putnam 1975, Burge 1979). 

Jones1 lives on Earth. Among the multi­
tude of his mental states is the belief that 
water is wet. Jones1 has a counterpart -
Jones2 - living on a counterpart earth- Twin 
Earth. Suppose Jones1 and Jones2 are physic­
ally identical down to the level of molecular 
structure. Twin Earth is exactly the same as 
Earth except for one thing: there is no water 
on Twin Earth. Instead there is a substance 
which looks, feels, tastes, etc. exactly the 
same as water, which, indeed, is denoted by 
the expression 'water', but which has a differ­
ent underlying structure - for example, XYZ 
as opposed to H20. Call this other substance 
·retaw'. 

The crucial point is that Jones2 never has a 
thought about water. Throughout his life he 
has never been in contact with water. only 
with retaw. The moral is this: what mental 
states one has depends not just on what is 
inside one's head - the Joneses are identical 
twins - but also on what is outside it. The 
thought of Jonesi, attributable by a sentence 
of the form 'Water is wet', and the thought of 
Jones2, attributable by a sentence of the same 
phonetic form. differ because water is an 
essential constituent of the former. and retaw 
is an essential constituent of the latter. 

Despite this divergence. the two thoughts 
play an identical role in the production of 
behaviour. Ex hypothesi. the belief of Jones, 
causes him to interact with water in precisely 
the same way that the belief of Jones2 causes 
him to interact with retaw. We say that the 



CONTINGENTJSM 

two beliefs are identical in point of causal 
power. 

This argument, if correct, shows that classi­
fication of thoughts by content does not 
coincide with classification of thoughts by 
causal power. But. it is argued, since a 
scientific psychology will seek to develop 
causal explanations of behaviour, and hence 
will subsume mental states by way of their 
causal powers, the classification of mental 
states required by this psychology will be one 
based around causal power, ipso facto, not 
around content. 

The search for narrow co/1/ent is the search 
for a scientifically utilizable form of content; 
the search for a category of content which is 
taxonomized according to causal power. The 
category of content is dubbed 'narrow' 
because it is envisaged that it will be consti­
tuted solely by what is in the head of the 
relevant organism. The primary strategy, in 
recent literature, has been to find a collection 
of contents which are, supposedly. genuinely 
narrow. and to construct all other contents 
out of these. These base narrow contents are 
generally regarded as phenomenal in char­
acter. Returning to the Doppelganger case, it 
could be argued that the beliefs of Jones, and 
Jone5z are identical in point of causal power, 
hence identical in point of narrow content, 
because both water and retaw have associ­
ated with them the same phenomenal proper­
ties: being colourless. being odourless, etc. 
This has led to the claim that narrow content 
can be expressed in terms of phenomenal 
concepts. According to this view. then. the 
narrow content of the thought that water is 
wet would be expressed by the sentence, 
""The colourless. odourless, drinkable •... 
liquid is wet" (Dennett 1982). 

This strategy has been criticized by Burge 
(1979. 1986). Burge argue, that cases similar 
to the Doppe/ganger described by Hilary 
Putnam can be constructed for all contents: 
hence, not even phenomenal content, are 
narrow. This i, tantamount to the claim that 
there is no category of content which respects 
causal power taxonomization. Burg.,·, argu­
ments have led to a split in recent philosophy 
of psychology. On th" on" hand th.,re arc 
those who reject the u,e of cont.,nt altogether 
in psychological explanation (Stich l l/83 ). On 
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the other there are those who argue that 
causal power classification of a mental state is 
not necessary for that state to figure in the 
explanations of psychology (Burge 1986). 

FURTHER READING 

Burge, T., 1979, '"Individualism and the mental", 
Midwest Studies i11 Philosophy, 4, 73-121. 

- 1986. "Individualism and psychology"", The 
Philosophical Review, 95, 3-45. 

Dennett, D .. 1982, "Beyond belief', in A. Wood­
field. ed., Thought a11d Object, Oxford: Oxford 
University Press, 1-95. 

Putnam, H .. 1975, ""The meaning of 'meaning'", in 
K. Gunderson. ed., Language, Mind, and 
Knowledge: Minnesota S111dies in the Philosophy 
of Sciences. 7, Minneapolis, Minn.: University 
or Minnesota Press. 

Stich, S., 1983, From Folk Psychology to Cognitive 
Science, Cambridge, Mass.: MIT Press. 

MARK ROWLANDS 

Contingentism 

As a result of the general contempt for logic 
which was prevalent in French philosophy 
after Rene Descartes and Etienne Bonnot 
de Condillac (1715-80), 19th-century French 
philosophers paid little or no attention to the 
logical notions of necessity. possibility. and 
contingency. These modal concepts were. 
however, widely discussed outside logic in 
the context of a dispute between necessitar­
ianism. the doctrine that nature and mind are 
determined by their essence or by a general 
law, and contingentism. the idea that nature 
is not completely d"termincd by such es­
sences and law,. hut contains an irreducible 
clement of th" unpredictable, i.e. of free­
dom. The main question for contingentism 
was: how can we reconcile necessity and 
contingency'! 

Physical determinism, the thesis that 
nature is subject to universal deterministic 
laws. was widely held to be the most exem­
plary expr.,ssion of ncccssitarianism. and ii 
wa, discussed mainly by scientists and philo­
sopher, of science. Herc Pii:rre Simon de 
Laplace (1749-1827) is of particular import­
anci:. His famous 'demon', the idea of a 
superior intclligcnci: which would compre­
hend all the causes which necessitate ewnts, 
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is very often considered as the paradigm of 
determinism in this sense. But Laplace does 
not posit determinism as an ontological 
doctrine about the nature of things: it is a 
'limit idea', designed to help us to understand 
what a completely deterministic world would 
be like. Laplace and his followers discuss the 
modal notions of necessity and possibility in 
the context of the theory of probability. 
Although Laplace understood necessity and 
possibility as properties of real events, as de 
re modal notions, they are for him epistemic 
in nature in that they are measured by our 
probability calculations, and are therefore 
relative to our knowledge or ignorance of 
natural laws. The positivism of Auguste 
Comte (179S-1857), in contrast. rejects 
probabilistic laws, and confines necessity to 
laws about observables. 

The most interesting attempt to reconcile 
determinism and contingency is made by 
Augustin Cournot (1801-77). Coumot takes 
probability as an objective measure of pos­
sibility in nature ('physical' possibility) and 
accepts determinism about natural events 
(Essais sur /es f011deme111s de nos connais­
sances. 1851). But he admits that randomness. 
defined as what ensues when independent 
causal series meet. is an objective feature of 
nature. Chance permeates the universe. from 
physics to biology and even mathematics. 

Modal notions were also discussed in the 
context of traditional metaphysical ideas. As 
Hintikka ( I 981) has shown. a useful tool for 
sorting out ideas about modality is provided 
by Arthur Lovejoy's •Principle of Plenitude'. 
according to which no genuine possibility 
remains for ever unrealized. Although the 
idea of a Great Chain of Being disappeared 
progressh·dy in the domain of natural history 
and of biology. it nev.:rtheless resurfaced in 
Felix Ravaisson·s ( IK13-1900) analysis of 
habit as a realization of possibilities. an 
analysis which was later to inspire Henri 
Bergson ( 1859-19~1). 

Most contingentists. however. rejected the 
Principle of Plenitude. Charles Renouvier 
( 1815-1903). in his Essais de cri1iq11e gem!ra/e 
( 1854--97) expounds a so-called ·neo-criticism·. 
and gives a Kantian analysis of modalities as 
features of our representations. He also 
discusses modal concepts with reference 
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to the problem of future contingents. The 
antinomy between determinism and freedom 
is according to him a special case of the 
opposition between 'infinitism', according to 
which nature contains an infinite number of 
things and has no finite origin, and the 
opposite doctrine of 'finitism'. If the will is 
free, one needs to postulate 'absolute begin­
nings' in the world, events which are not 
determined by any cause. But this principle 
of contingency has no ontological import: 
it does not postulate an essence of things, 
but only a law of our representations. It is 
'regulative· in the Kantian sense. 

Emile Boutroux (1845--1921) (see his De la 
conlingence des /ois de la na/1tre, 1874), on the 
contrary, takes contingency as an objective 
feature of the world, conceived as a hierarchy 
of forms of increasing complexity. Such 
'necessity' as exists at the lowest, physical 
level of the universe is already pervaded by 
the contingency which rules the topmost level 
of organization, life, and intelligence. All the 
laws of nature are contingent, which implies 
that at least some possibilities can remain 
unrealized. Necessity is relative to a level o1 

organization, and is not absolute. 
Bergson followed his predecessors in ad­

mitting also a form of contingentism: nature 
and being are not predetermined, and free­
dom lies at the bottom of being. But his 
contingentism does not rest upon the notion 
of possibility. Possibility. for Bergson, is a 
mere projection of our minds on to the nature 
of things: it is a psychological notion. There 
are no unactualized possibles. because every 
being is either actual, or 'virtually' actual, but 
never merely possible. Duration, which is the 
true essence of time. is both something we 
experience and a property of the world. It is 
the actualization of 'virtualities· already con­
tained in nature. especially in the living 
world. This is a form of the Principle of 
Plenitude. but it is atypical, since this actual­
ization of virtualities by the ,Han vi1a/ is not an 
actualization of pre-existent possibles. 

Contingentism is therefore a doctrine 
which took many forms. Its distinguishing 
feature is that it was part of an attempt to 
build a philosophy of nature. In the 20th 
century. most French philosophers have 
abandoned this attempt. 
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PASCAL ENGEL 

Continuity 
In Book V of his Physics, Aristotle gives an 
analysis of continuity, to which one must refer 
in accounting for what follows. He char~cter­
izes the continuous ( ouvEXiisl as a particular 
case of the contiguous (t;(6µtvov), which is 
itself a particular case of the consecutive 
(tq,t!;ij;): consecutive terms are terms of a 
series separated by no intermediate terms of 
the same kind; contiguous terms are terms 
which are in contact with each other; 
continuous terms, lastly, are terms which are 
such that the boundaries at which they are in 
contact are one and the same. In order to 
illustrate this distinction, Aristotle borrows 
his main examples from physics; nevertheless 
his distinction can be applied also to the only 
two sets of mathematical entities which the 
Greeks recognized at that time: numbers, 
i.e. the natural integers, and magnitude~. 
Numbers, whose theory is developed m 
Books VII. VIII, and IX of Euclid's Elements, 
are only consecutive; magnitudes, in contrast, 
whose theory is explained in Book V of the 
Elements, are continuous. It was impossible 
for Aristotle to illustrate the contiguous by a 
specific mathematical en lily: in mathematics. 
as Averroes (I 126-98) will notice, every 
contiguous term is already continuous. 

Richard Dedekind /1831-1916) does not 
depart from the Aristotelian definition _when 
he characterizes, in relation lo the particular 
case of the straight line, what he calls the 
essence of continuity ( da, Wemt der Stetigkeit) 

as follows: 

fl all points of the straight line arc divided into two 
clas~s. so thal every point of the fir,t cl.t\\ i"> on the 
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left of every point of the second class, then there is 
one. and only one point. which makes this division 
of all points into two classes, this splitting of the 
straight line into two pieces. 

This definition and that of Aristotle differ 
only in respect of their underlying gram­
matical conventions. Aristotle, and the 
whole scholastic tradition after him, felt no 
repugnance in attributing to each of two 
continuous parts the element constituting 
their boundary or limit. In the modem vo­
cabulary of set theory, in contrast, it is 
stipulated that the limiting point is to be 
attributed only to one of the two subsets 
involved. A non-discrete linear series is 
called continuous if, given any division of this 
series which determines two subsets, either 
the one has a first element or the other has a 
last, it being excluded that this element could 
belong to both. 

The non-existence, in Greek mathematics, 
of any kind of entity intermediate between 
integers (that which Greeks called numbers) 
and positive real numbers (that which Greeks 
called magnitudes), had hindered Aristotle, 
in spite of the excellence of his definition, 
from distinguishing continuity and density. 
This explains the confusion of the two notions 
up until the 19th century. Only then does the 
set of the rationals, taken in itself, serve as 
the indispensable counterexample of a dense 
but not continuous set. 

If we compare the infinity of the rational 
points of any linear segment with the infinity 
of all points, rational or irrational, of the 
same segment, then we must acknowledge 
that the first is included in the second, while 
the second is not included in the first. When 
Georg Cantor shows that it is possible to find 
a one-one relation between the first set and 
the infinite set of the integers and when he 
proves, by his diagonal argument, that such a 
relation is not possible for the second set, 
then he establishes thereby the singularity of 
the cardinality of the continuum. This singu­
larity had hitherto been only surmised by a 
few late scholastics such as the Jesuits of 
Coimbra or Eustace of St. Paul ( 1573-lo40). 

Once the superiority of the cardinality of 
the continuum over that of the sd of natural 
integers is recognized, there arises what is 
called the co111i11uum hypmhesis: the conjec-
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ture that there is no cardinality intermediate 
between the two. In 1938 Kurt Godel demon­
strates that this hypothesis is formally con­
sistent with the axioms of the most commonly 
accepted system (Zerrnelo-Fraenkel-Skolem) 
ofsettheory. In 1963, Paul Cohen establishes 
in addition that the negation of this hypo­
thesis is also consistent with this system. 

This independence of the continuum 
hypothesis can be diversely interpreted: shall 
we conclude that the hypothesis is neither 
true nor false, or merely that we never shall 
be able to prove its truth or falsehood? Or 
must we have recourse to other axiom sys­
tems, in which Godel's and Cohen's results 
do not hold? Does this independence only 
signify that the Zerrnelo-Fraenkel-Skolem 
system is not sufficient to ground a suitable 
ontology. and will the adoption of a new 
axiomatic basis allow us one day to solve the 
continuum problem? 
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Conventionalism. See: Semantic Con­
ventionalism 

Copula 

It is a commonplace that the verb 'is' can 
express such diverse relations as identity, the 
membership relation and the relation of 
inclusion between classes. If this verb is 
employed as a sign of predication. it is called 
the copula. 

It is a question that belongs mainly to the 
philosophy of logic whether the copula 
divides every elementary proposition into 
subject and predicate and whdher such an 

COPULA 

analysis is in every case adequate. From an 
ontological point of view, however, it is 
interesting to see how different conceptions 
of the role of the copula involve a commit­
ment to different sorts of entities and struc­
tures: since every verb can be split into copula 
and predicate, some philosophers considered 
this as a signal for a special ontological 
position or status of what they called 'being'. 
Furthermore, because the copula is a special 
relation, its assimilation either to the subject 
or to the predicate was taken as a signal for 
one or other partition of entities in general. 

Copula and Being. In Boethius, Thomas 
Aquinas, and Thomas of Erfurt (perhaps also 
in Martin Heidegger, who commented on 
Thomas of Erfurt in his habilitation), entities 
are classified according to whether names for 
them may or may not occur grammatically to 
the left of the copula. If the predication 'A is 
F can be true only if A exists, then it seems 
reasonable to permit also a sentence like 'A 
is' where the copula occurs as predicate. This 
'A is' cannot, however, be affirmed if A is 
substituted by a verb. Considering this case 
not as a pure matter of grammar. the idea 
suggests itself that being is not, or is no thing 
(esse 110n est). If one wants to see in 'being' 
something more than a substantivization of a 
verb, for example the reason why an entity 
has the property expressed by · ... is', then 
one should introduce an ontological dif­
ference between being and thing ( Sein and 
Seiendes). 

Copula and Function. Even less daring 
analyses may lead to bizarre ontological 
commitments, as for example those incurred 
by Gottlob Frege. If the copula is considered 
as part of the predicate, then expressions 
like: 

(1) a (is cp) 

sanction the idea that predication is only 
possible if there are two categories of entities: 
objects and functions. Just as, for Boethius, 
'is' is not predicable of being without making 
of being an entity. so for Frege it should 
analogously not be possible to say of two 
functions that they are identical or different. 
for this would convert them into objects. 
Frege. accordingly, needs to introduce 
special objects which ·represent' his functions. 



COPULA 

Copula as Relation to the Absolute. In F. H. 
Bradley and in the early writings of G. E. 
Moore there appears a division of conceptual 
content and of the copula along the lines of: 

(2) (a cj)) is, 

such that every proposition expresses both a 
composition and an exemplification of prop­
erties. Thus (2) affirms that the properties to 
be a and to be cp are together exemplified in 
reality. Is the predication 'is', here, to be 
regarded as an ontological relation R be­
tween entities a and cj)? If so, then one could 
now go on to ask for a new relation R' 
between R and cj), and so on in vicious 
regress. Bradley is led by these means to 
conceive predication - or the copula - as a 
relation between thought and the one single 
reality which he calls the Absolute and which 
serves as the subject of every judgement. 
Every true sentence says how the world is, so 
that (2) has more properly the form: 

(3) The absolute is (acp). 

Copula and Identity. What is the meaning 
of 'is' when it occurs between two singular 
terms, as in · Aristotle is the author of the first 
five books of the Metaphysics'? Does the 
copula here express an identity, or some 
other equivalence relation between two non­
identical objects? Philosophers who plead for 
the latter can avoid the usual paradoxes of 
opaque contexts: if John believes that Aris­
totle is Aristotle, but does not believe that 
Aristotle is the author of the first five books of 
the Metaphysics, then one can say that the 
name and the description refer to two non­
identical entities which are in some strong 
relation of coincidence. On the other hand, 
however, in order to explain this relation, 
such philosophers have to introduce an on­
tologically complex assortment of new in­
dividuals: individual accidents, moments, 
guises, mereological structures, and so on. 

Diverse Kinds of Copula. The Scholastics 
wondered whether sentences like 'Caesar is 
Caesar' or 'Men are human beings' would 
remain equally true even if there existed no 
human beings at all. William of Sherwood 
(c. 1200/10-c. 1266171) distinguhhes between 
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an esse actualis and an esse habitualis and 
discusses antinomies such as the following: 
"Suppose that there is nothing. Then it is true 
that there is nothing. Hence there is some­
thing true. Hence there is something. There­
fore, if there is nothing, there is something." 
Another important puzzle that stimulated the 
later discussions about the distinction be­
tween essence and existence was the fact that 
some predications (like Kant's analytical 
judgements) may be true without there being 
anything to which their terms refer. 

These considerations have nowadays a 
slightly different tinge. Henry Siggins 
Leonard observed against Bertrand Russell 
that 'r/x (x = x) is a logical truth, while (3x) (x 
= x) is a metaphysical one. This observation 
supports the idea of a free logic. One may ask 
also whether there are two kinds of pre­
dication, one internal and one external, the 
former not demanding existence of the 
entities to which predicates are seemingly 
applied. In the same way one could think that 
in: 

( 4) Unicorns are animals with single horns, 

the copula indicates that the property ex­
pressed by the predicate is included in the 
essential properties of the subject. In: 

(5) Unicorns are fictitious animals, 

in contrast, the copula expresses a property 
which is alien to the subject. It is important to 
observe that the internal copula of (4) cannot 
be expressed via the universal quantification 
of a conditional, since this would imply also 
that 

(6) Unicorns arc centaurs 

would be true: for every x it is false that xis a 
unicorn, hence the conditional reading of (b) 
is true. Even an analysis of (4) which adds a 
modalization would not be helpful here, since 
then: 

(7) Every perpet1111m mobile is a round 
s4uarc 

would also be true. 
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An alternative to the account of two types 
of copula appears in the modem reconstruc­
tions of Alexius Meinong's Gegenstands­
theorie. Neo-Meinongians like Richard 
Routley and Terence Parsons interpret the 
copula as functional application, thereby 
identifying individuals with sets of proper­
ties. Thus in: 

(8) [>.P (P (a))) <j,, 

the copula is absorbed into the subject in such 
a way that ·a is <j,' says that the property <I> has 
the property of being a property belonging to 
a. They distinguish thereby between nuclear 
properties like ·being round'. ·being square', 
or "being existent'; and extranuclear ones like 
•exists', "is possible', 'is thought of. etc. In 
this way one can easily accept the round 
existing square as an object, without falling 
into the well-known contradictions. On this 
approach the distinction between an internal 
and an external copula is transferred to the 
properties themselves. 

It remains unresol\'ed, however, whether 
the above-mentioned theories could cope 
";th paradoxes like those of Konig or Berry. 
The least number that cannot be specified 
mthout using more than eighty symbols 
seems. here. to ha\'e been specified ";thout 
using more than eight\· S\'mbols. Theories of 
the ;opula and of p;ed.ica'tion would recei\'e a 
decisive confirmation if the distinction be­
tween internal and external rnpulas could 
resol\'e such diflicullies independently of 
introducing lc.:vds of language!. 
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CORNELIUS, HANS 

Cornelius, Hans 

Hans Cornelius (1863-1947) studied music, 
philosophy, mathematics, and history of art, 
and obtained a doctorate in chemistry 
(Munich, 1886) and a habilitation in philo­
sophy (1894). He held professorial positions 
at the Universities of Munich (1903-10) 
and Frankfurt. His main works deal with 
aesthetics and theory of knowledge, for 
both of which he tried to find a sound 
psychological foundation. His use of Gestalt 
concepts and accurate descriptions contains 
interesting contributions to narve ontology. 
In particular, he argued that attention can 
modify the sensory content of perception by 
producing different forms of figure-ground 
configurations (e.g .. when analysing a com­
plex tonal structure we select a sound by 
pushing other sounds into the background). 
Moreover, he stressed the importance of 
temporal Gestalten, which play a funda­
mental role in the explication of the 
phenomena of expectation. 

Gestalt qualities, Cornelius argues, are 
required as properties of complexes in order 
to explain the similarity among the latter in 
the absence of similarity of their constituent 
parts. However, they have no existence on 
their own, and can in the final analysis be 
reduced to similarity classes (1900, pp. 101-2; 
1923, p. 232). 

There are two kinds of complexity: we 
can recognize either a plurality of contents 
having existential independence and capable 
of existing when separated from their en­
vironment; or a plurality of characteristics 
(Merkmale) of a content, which lack in­
dependence - as, for instance, the pitch, 
intensity, and timbre of a sound. 

Cornelius's metaphysical position is 
phenomenalist: things in themselves, which 
he identifies with common-sense things, are 
but rules for their appearances (1897, 
Chapter 5). He maintains, however, that 
things cannot be reduced to their appear­
ances. 

Cornelius's psychological analyses (which 
he describes as ·pure phenomenology') lead 
him to state that the tendency to unification is 
the fundamental principle of psychical life. 
This tendency appears in various forms of 
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symbolization (mnestic, imaginative, con­
ceptual, linguistic). It seems that Cornelius 
meant by 'symbol' a sort of vague repres­
entative idea (Vorstellung). On this point 
Edmund Husserl criticized him severely in 
his Second Logical Investigation (§39, 
Appendix), by remarking that Cornelius con­
fused the generality of concepts with the 
vagueness of memory images, and thus 
merely reproduced a psychologistic version 
of the Lockean theory of concepts. Of some 
importance is the fact that, in expounding his 
theory of concept, Cornelius pointed to the 
necessity of a deictical or ostensive deter­
mination (deiktische Bestimmung) of non­
definable concepts, at the same time refusing 
to consider this as a causal origin of the 
elementary concepts themselves (1903, p. 
94). 

Cornelius's aesthetics is mainly an enquiry 
into the necessary configurational conditions 
of valuable works of art, and constitutes an 
application of Gestalt principles to the study 
of these. His investigations cover a wide 
range of modes of representation of objects, 
volumes, rhythms, and movements. 
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Cosmology 
I: Metaphysics 
Introduction. Cosmology and philosophy 
share much the same history. They hcgin 
together in the question, of Thales (fl. 

c. 580Bc). Anaximander (c 610-c. 547/6), 
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Empedocles (c. 490-430ec), and the other 
pre-Socratics as to the nature of the universe 
and of its objects. Yet the two disciplines are 
not identical; their conceptual elements are 
interwoven, but still distinguishable. 

Unlike the cosmology of the pre-Socratic 
period, or the cosmology of moderns such as 
Leibniz, Newton, and Kant, contemporary 
cosmology, which is our object here, is 
grounded thoroughly in empirical natural 
science. This alters and sharpens the 
character of the interaction between philo­
sophy and cosmology. 

Examination of cosmological theorizing 
reveals two broad classes of metaphysical 
problems. The first resembles nothing so 
much as the sort of problems one finds in 
general philosophy of science relating to the 
interaction between metaphysics and method 
- for example, issues relating to the uses of 
principles such as simplicity in model con­
struction. A second set of problems bears 
strong connections to classical problems in 
metaphysics. for example, creation, the chain 
of being, design, and man's role in the 
universe. We shall deal with each of these in 
turn. 

Philosophy of Cosmological Science. Exactly 
like other natural sciences, cosmology in­
volves theory and observation. Yet, unlike 
other sciences, theory in cosmology is much 
richer than observation. Hence, several 
theories usually compete to explain the same 
data. Moreover, observation typically in­
volves subtle interpretations based upon long 
chains of extrapolation from the laboratory 
environment. Finally. methods and types of 
ohservation change hut slowly. These factors 
combine to produce a unique historical path 
for the conceptual evolution of cosmology: a 
punctuatcd-c4uilihrium trajectory of long 
periods of stagnation interrupted by short 
periods of rapid and often drastic change. 

Metaphysical principles play a major role 
io this conceptual evolution. Extremely 
general. unverifiable principles arc used both 
to guide research and. especially, to function 
a~ deci~ion criteria for choice!i. between 
competing theoretical world-pictures. The 
essential methodological point here is: when 
observation, arc not availahle to decide be­
tween competing thconc,. cosmologists 
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typically base their decisions instead upon 
metaphysical principles. Hence, principles 
such as the Copernican Principle ('the earth is 
in no special position in space-time'), the 
Cosmological Principle ('the earth is in a 
typical position in the universe'), and more 
well-known principles such as Simplicity, 
Richness, and the Unity of Nature, permeate 
cosmological thinking. 

Most cosmologists accept the notion that 
the use of metaphysical principles such as 
these is intrinsic to cosmology as a science. 

A further metaphysical difficulty intrinsic 
to cosmological science involves its object. It 
is not clear exactly how to answer the 
question 'What is the science of cosmology 
about?', since the universe as an individual 
object can hardly be given to us, no matter 
what theory of reference we might care to 
adopt. 

Philosophers and scientists such as Milton 
K. Munitz and E. A. Milne (1896-1950) have 
suggested that "the universe· actually means 
"the observable universe'. that is, the region 
of the physical universe whose electro­
magnetic emissions we can detect. Although 
this move might seem to sol,·e several prob­
lems. it raises others, of a peculiarly scientific 
nature. 

A first difficulty arises from the Special 
Theory of Relati,·ity. according to which 
electro-magnetic radiation has a finite velo­
city. Accordingly. some regions of the uni­
verse which, presumably. are not presently 
observable. will become so in the future. 
Does this imply that these regions are not 
now part of the universe. but \\ill become so 
later on'? 

A second difficulty. noted by Sir William 
McCrea, arises from the General Theory of 
Rclativitv. which is as it stands a global 
theorv: that is. it is a theory about a single 
objcci. and about its properties qua object. 
Hence. this theory treats the universe as a 
whole. and is not limited to the observable 
universe. 

Cosmological Metaphysics. The recent 
union of particle physics and cosmology has 
generated techniques powerful enough to 
investigate the instant of cosmic creation 
itself. Indl!ed, soml! quantum theoretical 
concepts suggl!st ml!chanisms by which the 
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universe may have come into existence, e.g., 
as a vacuum fluctuation event, or as a quan­
tum tunnelling event from another universe. 
It is evident that many contemporary cos­
mologists feel no hesitation in the face of 
ultimate questions concerning the origin of 
the universe. 

Another area of research involves the 
question 'How many universes are there?', a 
contemporary analogue of traditional con­
cerns with the so-called Great Chain of 
Being. Both adopt the principle that 'Being is 
as rich as possible', and then proceed to 
investigate the ramifications of this assump­
tion. Today's quest, however, employs the 
methods and techniques of cosmology, par­
ticle physics, and quantum theory to illu­
minate niches in which alternative universes 
might dwell. Hugh Everett, Bryce DeWitt, 
and Brandon Carter have proposed cosmo­
logical models, the so-called 'Many-Worlds' 
schemes, which produce multiple branching 
universes via rigorous realistic interpretation 
of the initial quantum probabilistic solutior 
to the relativistic equation for the universe. 
B. Sato, A. D. Linde, and others have 
investigated versions of the 'daughter uni­
verse' scheme, in which complete universes 
generate other complete universes as 
offspring - the latter then generating 
'granddaughter universes', and so on ad 
infinitum. 

A third group of research concerns the 
consequences for the universe of the exist­
ence of mankind. This programme, called 
the 'Anthropic Principle' programme. con­
siders, for example, the idea, first proposed 
by John Wheeler, that, when coupled to the 
quantum principle 'only the observed is real', 
the existence of human observers in some 
sense generates the real universe. 
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Cosmology 
II: The Reasons for the Cosmos 

One of the outstanding features of the phys­
ical sciences at present is the recent shift of 
the old question: 'Why is there something 
rather than nothing?' from the area of meta­
physics to the rational framework of scientific 
investigation. This situation results from the 
unexpected interrelation between two a 
priori distinct facets of reality as described by 
contemporary physics: on the one hand, 
those described by Albert Einstein's General 
Theory of Relativity, which unveils the 
nature of gravitation; and. on the other hand, 
those described by quantum theory, which 
provides a description of the microscopical 
world at the level of the elementary con­
stituents of matter. 

In fact, we are at present witnessing a 
fascinating new situation in physics wherein 
any improvement in our perception of the 
universe leads directly to wholesale returns in 
our understanding of the fundamental inter­
actions of the elementary particle world, and 
,•ice l'ersa. This represents an alternative to 
the old dream of the unification of all types of 
interactions in nature as different facets of a 
single unique proto-force. 

This main novel situation is that a definite 
history can be ascribed to the universe, an 
origin as well as a systematic sequence of 
events occurring as time elapses. This history 
is a genuine one. and not the elucidation of 
some conceptual a priori mathematical 
model which had come out of the relativistic 
equations of Einstein's theory in a purely 
speculative manner. 

The fact that physicists are able to situate 
the origin of the universe in time at fifteen 
thousand million years ago is not the outcome 
of a rationally organized research pro­
gramme but a consequence of two events, 
which were as uncalled for and unexpected as 
was the discovery by Sir Isaac Newton of 
gravity. These two events were, first, the 
discovery by Edwin Powell Hubble (1889-
1953) of the recession of the galaxies, which 
gave rise to the notion of an evolving uni­
verse; and, second, the famou, measurement 
of the fossile radiation of 2. 7"K ( about 
-270'C). which gave this evolution an origin 
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in time, that is to say gave the universe a 
definite age. The notion of a physical history 
of the universe thereby replaced, much to the 
surprise of physicists, the mathematical 
models which had come out of Einstein's 
equations in a purely speculative manner. 

General relativity removes explanation in 
terms of force, and interprets gravitational 
motion as free motion along preferred traject­
ories, the 'geodesics' of space-time. In other 
words, the existence of the gravitational 
force, which is an a priori of the Newtonian 
universe, is replaced by an intrinsic property 
of space-time. The latter is no longer taken to 
be an inert receptacle, but responds with its 
curvature to the presence of matter. The 
cosmological model of Einstein took this 
matter content to be a homogeneous con­
tinuum; as it turns out, however, it is pre­
cisely this homogeneity which breaks up the 
relationship between cosmic order and grav­
itation which general relativity set out to 
realize. In the solar system, the motion of the 
planets maintains its equilibrium. But in a 
homogeneous and isotropic medium, under 
the influence of gravitation alone, there is 
nothing to counteract its self-amplifying 
tendencies. In fact, gravitation increases 
the density of the medium, which in turn in­
creases the intensity of gravitation, and soon. 

The rest of the story is well known. The 
'natural' solutions (Friedmann-Lemaitre) of 
the cosmological equations of Einstein are 
evolutionary. Either the universe is in per­
manent self-enhancing collapse, or, contrari­
wise, it exists in permanent expansion slowed 
down by gravitation, and exists due to a 
primordial event (the explosion of an original 
atom, according lo Lemaitre), which im­
parted initial velocities to its constituent 
parts. Hubble's discovery, in a quite un­
expected and dramatic way. confirmed the 
physical reality of the Friedmann-Lemaitre 
evolutionary model. At the same time. how­
ever. it left physicists with the peculiar prob­
lem of the initial event whkh allows our 
universe to escape gravitational collapse. 
whether for a while or for ever, depending on 
the density of its matter content. 

At the Big Bang, all quantities appertain­
ing to the Einsteinian universe~urvature, 
density, pressure, rate of expansion, temper-
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ature, etc. - are infinite. Among these, we 
included temperature. But what does 
temperature signify in a purely gravitational 
universe? There is actually no rigorous de­
finition of temperature for that case. What it 
represents is the thermodynamic description 
which cosmologists have grafted on to the 
gravitational description of the expanding 
universe. The expansion, being adiabatic, 
should conserve the entropy of the universe, 
which implies that temperature T decreases 
as the 'radius' R of the universe increases (RT 
is constant). This temperature 'put in by 
hand' becomes the true physical measure of 
the time which accompanies the expansion of 
the universe. Strictly speaking, the expansion 
consists of an increasing separation of the 
galaxies, but it is to the cooling of the whole 
that physicists attribute the progressive 
appearance of the various categories of par­
ticles and forces which have been identified 
in the present universe. 

Any beginning must have its actors. These, 
by definition, are heterogeneous, and their 
various interrelationships weave out a 
history. However, this does not usually mean 
Iha!, governing the succession of events, 
there is a single reason from which the history 
can be deduced: and so ii is with the ·Stand­
ard Model', generally accepted until re­
cently. There gravitation appears as the prim­
ordial actor, but physicists ha,·e introduced 
other protagonists, whose history. although 
ruled by the expansion of the universe. obeys 
other governing reasons. Gravitational ex­
pansion, with thermodynamic-type cooling 
incorporated. ere ales a history in which quite 
differem types of e,·ents succeed each other: 
decouplings. symmetry hreakings, and dif­
feren1ia1ions. 

However, must this physical history neces­
sarily have as its origin an unphysical event? ls 
ii possible 10 imagine the beginning of history 
in another way, to have the matter content 
of the universe be 'born smoothly', thereby 
avoiding the necessity of an initial singular­
ity? 

Several years ago, a model was devised, 
whose predictive consequences and implica­
tions have since been further developed. This 
model enables one to substitute a real history 
in place of the reasons of the Standard Model. 
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namely the history of the genesis of our 
material universe. In the beginning was the 
vacuum, but not the 'Nothing' which Henri 
Bergson rightly criticized as artificial thought 
par excellence, that which 'remains' when 
everything has been removed. The vacuum, 
in the sense of contemporary quantum phy­
sics, manifests itself by a perpetual rustling of 
sparkling occurrences of all the possibles of 
which it is the infinite reservoir. At every 
instant, at every point, pairs of virtual par­
ticles appear and vanish in the time of an 
uncertainty, unless they are provided with 
the means to be converted to real particles, 
namely the energy corresponding to their 
mass. 

The quantum vacuum is a strange actor, 
indeed. It is potentially capable of every­
thing, but cannot by itself generate anything. 
Any actual measurable effect needs an ex­
ternal source of energy. How then can it be 
the principle for the origin of the universe 
which is by definition with no olllside? How 
can one conceive, within an 'empty' universe, 
the existence of an energy source which 
realizes the constituents of our universe? 

In the beginning was the quantum vacuum 
but also the gravitational field. This dualisri 
expresses the fact, which we have already 
stressed, that the gravitational force resists to 
this very day all conceivable attempts at 
unification. We are obliged, therefore, in the 
present stale of theory, to dissociate it in the 
quantum vacuum from the other three forces 
of interaction. Now it is this dualism, whether 
inherenl or not, which constitutes our point 
of departure. 

In fact, one of the main difficulties standing 
in the way of unification stems from the fact 
that the three 'quantum' forces always mani­
fest themselves by virtue of the existence of 
carriers of opposite qualities. These carriers 
can, therefore, form neutral composites 
~hich ~re insensitive 10 the corresponding 
mtera~llon. Thus. for example, there exist 
electrically neutral entities, in particular mol­
ecules .. In the same way, any entity of zero 
hadromc number ( that is zero ·charge' for the 
strong mteracllon) is insensitive to the strong 
interaction. and every entity of zero leptonic 
number (zero weak 'charge') is insensitive to 
lhe weak interaction. However, ,io entity 
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whatsoever is insensitive to gravity. Gravity 
has a unique and universal effect of attraction 
(in its Einsteinian interpretation in terms of 
curvature). 

Therefore, whereas the pairs of virtual 
particles which appear out of the vacuum can 
be insensitive to the other three forces ( de­
pending on whether they are of zero charge, 
zero hadronic number, or zero leptonic 
number), they are always sensitive to grav­
itation. The following question then arises. If 
a pair of virtual particles appears in the empty 
universe, what mutual effects exist between 
them and the gravitational field? 

The question can be put in another way. In 
the beginning were two empty infinite reser­
voirs, the reservoir of possibles which consti­
tutes the quantum vacuum, and the reservoir 
of energy, which constitutes the curvature of 
space-time. In fact, the more space-time is 
curved. the more the energy which charac­
terizes it appears to be negative. The question 
is then: can the physically conceivable mech­
anism of the creation of matter 'ex nihilo' be 
actually put into action? Can the two reser­
voirs be put into communication in a way that 
brings virtual particles into existence with an 
energy supplied by curvature? If the reply to 
these questions is positive, if some virtual 
particles, vacuum fluctuations - which like 
every1hing are sources of gravitation and 
retroactivelv feel its effect - could provoke a 
curvature s~ch that the corresponding grav­
itational energy be sufficient to realize them, 
we should have. thereby. the origin of a 
history in which gravitation, through its self­
amplifying properties. constitutes a spring. A 
chain process would, in fact, be set up: the 
realization of virtual particles would accen­
tuate the curvature of space-time, which, in 
tum, would create new particles, and so on. 
The reply to the question is positive: the 
empty quantum universe is unstable with 
respect to 1he occurrence of parlides of ma>"s 
above a deftnile thre,-hold, corresponding to 
about fifty 'Planck masses' (the mass built out 
of the only three universal constants. 
Planck's constant. the velocity of light, and 
the gravitational constant. and with a value of 
some 10-' g). It turns out consc<1ucntly, that 
the primordial cosmological actors, in virtue 
of the quasi-macroscopic mass which they 
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must have, probably belong to that most 
fascinating class of entities ever construed by 
physicists: the black holes. 

Black holes conjure up in the popular 
imagination of today the end of all history, 
the collapse of matter, without recovery, into 
the gravitational trap which such collapse 
generates. However, black holes, like all 
objects in contemporary physics, are hybrid 
beings. Gravitation defines them as trap and 
singularity, but quantum mechanics obliges 
them to evaporate, attributes to them a life­
time, a temperature (that of the particles and 
radiation which the black hole releases), and 
hence a11 entropy. It is in this sense that black 
holes can feature not at the end but at the 
beginning of cosmological history, and that 
the products of their evaporation become the 
constituents, light, and particles of our uni­
verse. 

A black hole of fifty times the Planck mass 
will live for about 10-37 sec. This would, 
therefore, be the duration of the 'birth' of the 
universe, of the self-catalytic transformation 
of gravitational energy into matter. The 
entropy of the black holes, deemed to be 
created during the 'birth' of the universe, is 
precisely what characterizes the universe we 
observe. 

There are two types of situations given by 
the same Einstein equations: the empty uni­
verse with zero space-time curvature, the flat 
universe; and our universe, curved and popu­
lated. How docs one differentiate between 
empty universe and material universe? The 
central quantity of Einstein's equations, 
energy, isof no use here. In fact, the two cases 
arc both characterized by total zero energy. 
In the first, the zero result is the sum of two 
zero terms: that which characterizes the 
(zero) curvature of space-time, and that 
which characterizes the (absent) matter. In 
the second, it results from the sum of two 
terms of equal absolute value; one. negative. 
corresponds to the curvature of space-time. 
the other, positive, to its matter content. 
From the energetic point of view. therefore, 
the transition to existence of the material 
universe is a gratuitous event. This, in itself, 
is hardly surprising: energy in physics does 
not provide the means to tell histories apart: 
as far as energy is concerned, all possible 
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histories are the same. Energy defines the 
invariant to which all evolutions must submit, 
but sheds no light on their temporal aspect, 
the difference they create between 'before' 
and 'after'. 

'Before' the transition to existence of its 
matter content, the entropy of the universe 
was zero. • After' this transition, it acquired a 
value which is the combined value of the 
entropy of the black holes created. The cost 
of the transition to existence of the universe is 
not energetic, therefore, but entropic. The 
narrative web, which applies to the first 
instances of the universe. is not, in the 
manner of the Einstein equations, deter­
mined by energy conservation, but by the 
irreversible growth in entropy defined by the 
second law of thermodynamics. 

The main point is that the transformation 
of space-time into matter occurs irrevers­
ibly. the inverse transformation being imposs­
ible. 

Indeed a recent reinterpretation of Ein­
stein's equations, characterized by a negative 
pressure term associated to panicle produc­
tion, has drastically altered the (ir)reversible 
character of these equations - even though 
the modification has consequences for only 
10-37 sec. In spite of this, however. it enables 
us to express the evolution of space-time. in 
which particles are created. together with the 
growth of entropy, proponional 10 the 
number of these particles. 

In the beginning. therefore. there was a 
gigantic entropic explosion. of such enorm­
ous size that the ·thermal death' to which 
ouruniwrse was doomed. according to 19th­
century physicists. can. in comparison. be no 
more than a residual process. If the total 
matter of our present universe 'disintegrated' 
into photons. the entropy of the universe 
would increase by only a few hundredths of a 
per cent. Entropic irreversibility. which had 
alwavs been associated with the end of all 
histo·rv. thus rids itself. here. of the negative 
sense· bestowed on it in the 19th century, 
haunted. as it was. by the ideal of conser­
vation. It translates into physical terms the 
realization of the arrow of time. which directs 
cosmological history. as it directs all physical 
processes. From this point of view, it can be 
said that "Time precedes existence.' 

COUNTERFACTUALS 
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ILYA PRIGOGINE AND EDGARD GUNZIG 

Counterfactuals 

Grammar. Among the most obvious ex­
amples of counterfactual conditionals are 
sentences of the type 'If the state of affairs q, 
had obtained, then x would have been the 
case'; that is, combinations of a past perfect if 
clause with a conditional perfect main clause. 
They are counterfactual in the sense of being 
adequately assertible only in circumstances 
which render false the past tense variants of 
their antecedent and consequent clauses. In 
the case of past tense-antecedent plus con­
ditional-consequent conditionals, the ante­
cedent seems sometimes to be meant as still 
open for realization, so that there is a cenain 
interference with 'open conditionals' of the 
form 'If q, should obtain, then x would be the 
case'. That is why 'counterfactuals' with past 
tense-antecedent are not counterfactual in 
the strictest sense. There is no doubt that to 
differentiate these and other kinds of con­
ditionals syntactically and semantically pre­
sents problems for the linguist. But why do 
they raise a task for the philosopher, too? In 
what follows I shall use a by now customary 
piece of notation and render sentences of the 
type 'If q, were (or: had been) the case, then X 
would be ( or: have been) the case' by: 
q,D->x (cf. Lewis 1986. Jackson 1987). 
There are conditionals which at first sight 
might cast some doubt on the adequacy of 
such formulae as depicting their logical form. 
One such case will be considered below. 

Truth Conditions and Logical Form. The 
question of what the truth conditions of 
counterfactuals look like is related to numer-
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ous problems of genuinely philosophical 
provenience. As was indicated above, we 
may assume as a rule that the falsity of cp and l( 
is a necessary condition for cp D-+ l( being 
true. Were D-+ a truth functional operator, 
then the falsity of cp and l( would also suffice 
for the truth of the counterfactual. Evidently, 
this is not the case. It is certain also that we 
accept as true many counterfactuals which 
are not such that the antecedent logically 
entails the consequent. This suggests that we 
interpret many counterfactuals as expressing 
a kind of dependence stricter than truth 
functional and less strict than logical depend­
ence. How can one state of affairs bear such a 
relation of non-truth-functional and logically 
contingent dependence to another? And 
when it does, does this constitute a purely 
objective fact or are epistemic factors, intro­
duced by individuals arguing by means of 
counterfactuals, irreducibly involved? In 
other words, is there 'objective modality in 
nature' (B. van Fraassen, The Scientific 
Image, 1980), that is, modality of the non­
logical sort? Assuming that ·causation' is the 
appropriate label for the kind of dependence 
in question, then David Hume may be inter­
preted as affirming that there is an essential 
involvement of subjects, and more precisely 
of their habits or dispositions to expect 
certain events given certain others. Nicholas 
Rescher (1964) is an example of a more 
recent analysis of counterfactuals that takes 
into account such epistemic dispositions. 
Present epistemic analyses of counterfactuals 
and of strict conditionals in general proceed 
by combining theories of belief revision with 
the so-called Ramsey test for conditionals ( as 
ii is described in Giirdenfors 1988). 

To the extent that the counlerfactual seems 
10 refer 10 non-logical modality, it is sententia 
non grata for strict empiricists. In common 
discourse, counterfactuals serve among other 
purposes as the natural means of explaining 
the meaning of disposition terms. To Rudolf 
Carnap, faced with the task of describing 
the construction of an empiricist language 
("Testability and meaning·•, Philosophy uf 
Science, 1936--7), this path was nol open. 
Carnap preferred to confine himself rather lo 
non-modal constructions even al the wsl 
of only partially defining the meaning of 
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disposition expressions. Nelson Goodman in 
his Fact, Fiction, and Forecast (1954) shows in 
detail how the problem of counterfactuals is 
entangled with this problem of the intro­
duction of dispositions and with other topics 
of the philosophy of science such as the 
characterization of lawlike propositions. 
First of all, Goodman seeks to formulate an 
acceptable criterion of truth for counter­
factuals. Grossly simplifying, we may say 
that, according to Goodman, cp D-+ l( is true 
in a situation i if there are sets M1 of proposi­
tions true in i and M 2 of acceptable laws of 
nature which are such that M I U M2 U { cp} 
logically entails l(. It is then easily seen that a 
minimum requirement for the criterion not to 
have undesirable consequences is the em­
ployment of a notion of acceptable law 
which excludes non-lawlike ('accidental') 
generalizations. As an instance of a general 
proposition which is not to count as lawlike 
Goodman mentions a statement saying tha; 
every coin in his pocket on a certain day was 
silver; in case this proposition were not 
excluded from the admissible sets M2, one 
could sustain the truth of a conditional to the 
effect that a given copper coin would have 
been silver if it had been in Goodman's 
pocket that day. As regards Goodman's Mi, 
one has to think of sentences expressing 
conditions which are fulfilled in i and which 
are relevant for l( being connected with cp, but 
which are such that they can be expected to 
be fulfilled in normal circumstances ( this is 
why they are not mentioned in the counter­
factual). In one of Goodman's examples 
("had the match been scratched, it would 
have lighted"), one such 'relevant condition' 
is that sufficient oxygen he present. 

Goodman spe1uls much effort in looking 
for suitable restrictions on M 1• He finally 
reaches the conclusion that in order lo char­
acterize the admissible sets MI one has 
already lo employ counterfactuals. For 
according to Gum.Iman each proposition 'I' in 
M, must be cotmabh· with If' (if the truth of 
If! 0---. l( is to rest on M,). and the colenabilitv 
of If! and 'I' is explained hy the condition: it i~ 
not the case that 1jJ would be false if cp were 
true. In this way Goodman's considerations 
provide an argument against reductionist 
analyses of counterfactuals undcrlaken, e.g., 
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with the intention of rendering counter­
factuals palatable even to the empiricist. 
The reductionist position is illustrated by 
Roderick M. Chisholm's "The contrary-to­
fact conditional" (in Feigl and Sellars, eds., 
Readings in Philosophical Analysis, 1949). 

Some evidence against interpreting 
counterfactuals as being of the logical form 
cp D-+ x (with cp and x representing proposi­
tions) is provided by the case of propositions 
like: 

(1) if the winner had not bribed the judge, 
then the winner would not have won 
(cf. D. Lewis 1973). 

Here, one of the arguments of 0-- seems to 
be the proposition "the winner did not win·. It 
is implausible. however. that an inconsistent• 
looking proposition like that should be pan 
of a perfectly reasonable proposition like ( 1 ). 
Lewis's suggestion is not 10 abandon 0--. but 
to symbolize (I) by means of: 

(2) 3x(x = the winner & (.t did not bribe 
the judge 0-- x did not win)). 

This is plausible. and it throws light upon a 
further philosophically important aspect of 
counterfactuals. Assume that :::- • formu­
lae are interpreted as a kind of strict con­
ditional in the sense of C. I. Le\\is. that is (in 
terms of possible-worlds semantic-s). asa kind 
of conditional for which truth means truth of 
the corresponding material conditional in all 
elements of a full class of possible worlds. 
Then(:?) comprises a modal d,·-re-predication 
of the form 3x □ F(x) (where □ is the neces­
sity operator of alcthic modal logic). Such 
predications arc characteristic of the meta­
physical position of essentia/ism. 

Logic and t'ormal Semantics. A promising 
way to learn about the semantics of counter­
factuals and of non-material conditionals in 
general is to try to get information about their 
logical properties by an examination of com­
mon discourse. It was quickly noted that 
there are several peculiarities of the logic of 
counterfactuals. Hypothetical syllogism. for 
example, seems to be invalid. In dealing 
primarily with indicative conditionals, Ernest 
Adams gives the following example (in "The 
logic of conditionals". l11q11ir_v. 1%5): 
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(1) if Brown wins the election, Smith will 
retire to private life; 

(2) if Smith dies before the election, 
Brown will win it; 

(3) if Smith dies before the election, then 
he will retire to private life. 

Circumstances rendering (1) and (2) accept· 
able are easily imagined; (3) will in no 
circumstances be acceptable. The same holds 
for counterfactual variants of (1), (2), (3). 
The explanation in terms of a Goodman-type 
analysis of conditionals is obvious: the nega­
tion of the antecedent of (2) is one of the 
relevant conditions associated with (1); 
therefore, hypothetically taking this ante­
cedent to be true amounts to being no longer 
entitled to make use of the connection 
normally holding between the antecedent 
and consequent of (1) (in case (1) is true). 

Attempts have been made to reproduce 
formally the intuitive logic of counterfactuals 
with such peculiarities included. Several 
versions of formal semantics of counter­
factuals have been developed for this end (cf. 
Stalnaker 1984). As yet, the most influential 
version is that proposed by David Lewis 
(1973). Lewis's basic idea is: take q,D->x to 
be true in a situation i if x holds in every 
situation in which cp holds and which is 
sufficiently similar to i; here, the degree of 
similarity counting as sufficient may be differ­
ent for different counterfactuals. From a 
Goodmanian point of view. admitting such 
variation is justified for the following reason: 
in evaluating a counterfactual relative to i, 
only those situations are taken into account 
which are similar to i at least in that the 
relevant conditions continue to be fulfilled, 
and these conditions can be completely 
different for different counterfactuals. 
Accordingly. Lewis speaks of interpreting 
counterfactuals as varitlbly stric, conditionals 
(in contrast to constantly strict conditionals 
a la C. I. Lewis). 

The formal implementation looks like this: 
a structure is a triple <W.S.V> with the 
properties: Vis an assignment of truth values 
to formulae relative to elements of W; S is a 
set {S, lieW). and for every ieW, S; is a set of 
subsets of W. $; is to have the propenies: 
(1) {i)eS,: (2) set inclusion is a connex 
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relation on S, ('nestedness-condition'); (3) if 
S!;$,, then uses, and, unless S is empty, 
nSe$,. cp D-> xis true in i given <W,$, V> if 
and only if one of the following holds: for all 
Se$,andforalljeS, V(cp,j)is/;or: there is an 
SeS,such that there is ajeSwith V(cp,j) = w, 
and V(cp :::>x,i) = w for all jeS. 

Intuitively, W is a set of possible worlds, 
and for all i E W, S; is a set of spheres of 
similarity around i (where the truth in i of 
different counterfactuals may rest on differ­
ent spheres). In demanding nestedness of 
spheres, Lewis means to take into account 
the following consideration. If S and Tare 
sets in S,, then there are corresponding 
degrees of similarity s and t such that S 
contains precisely those possible worlds 
which resemble i to at least the degrees, and 
analogically for Tand t. Now suppose that j is 
inSbut not in Tand that k isin Tbut not in S. 
Then we have with dU,i) the degree of 
similarity ofjtoi and with d(k,i) the degree of 
similarity of k to i: dU,i) ;. s, dU,i) < t, 
d(k,i);.t, d(k,i)<s, and this entails t>s 
ands> t. This argument in favour of nested­
ness presupposes, of course, that for any two 
worlds there exists a unique degree of overall 
resemblance which does not depend on 
peculiarities of the counterfactuals which 
are to be evaluated. 

If we imposed the restriction that sets of 
spheres of similarity include only one ele­
ment. the Lewis semantics would turn into a 
semantics for constantly strict conditionals. 
This is precisely the restriction which would 
render hypothetical syllogism a valid scheme 
of inference for counterfactuals. 

As was to be expected, Lewis's and Good­
man's accounts are closely connected. For 
assume (j) D-> "/. to be true in i in Goodman's 
sense. Take j to be sufficiently similar to i if 
the elements of M1 and M2 - which are 
supposed to be true in i-are also true inj. Let 
S be the corresponding similarity sphere. 
Then truth of (j) :::> "/. in all elements of S 
means: each world which is a model of 
M1 U M 2U { (j)) is a model of "/., that is, 
M1 UM2 U {(j)} entails"/.· 

Lewis's account still has shortcoming,. 
(<jJ& x) :::> ((j) D->x/, for example, is a formula 
which is not acceptable as valid, which is, 
however. validated in Lewis's semantics as a 
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consequence of condition (1). Lewis himself 
therefore considers weakening (1). Another 
problem is with nestedness. We may expect 
that for any true counterfactual the verifying 
sphere should be conceived of as being as 
wide as possible; in particular it should 
contain - against Lewis's idea of overall 
resemblance - all worlds which behave as we 
like in respects irrelevant to the counter­
factual in question. (In other words: it seems 
reasonable not only to allow variation of what 
is to count as a sufficient degree of similarity, 
but to allow variation of the similarity measure 
itself.) This, however, blocks nesting of the 
associated spheres of two counterfactuals 
whenever there is an aspect of situations 
which is relevant as regards the first but 
irrelevant as regards the second, and vice 
versa. Nestedness seems in any case to be 
hardly acceptable; for example it has the 
consequence that 

is valid. 
We may hope that by further refinement of 

formal semantics, presumably along Lewis's 
line, these and other deficiencies will be 
removed. But even if at any time we should 
possess semantical tools adequate to repro­
duce precisely the logic of counterfactuals as 
it shows up in our linguistic behaviour, one 
thing will not be accomplished: we will not 
thereby have a recipe for settling contro­
versies about the truth value of particular 
counterfactuals. For as D. Lewis points out, 
we are actually able to get a fairly clear 
picture of the dependence of thi, truth of a 
counterfactual on factors such as a similarity 
relation between possible worlds (and this 
picture is what matti,rs for logic); but the 
truth conditions of countcrfactuals will re­
main blurred to the extent that these relations 
(which rest. e.g .. on shaky estimations of 
relevance) ari, themselves blurred. 
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Cramer, Wolfgang 

Wolfgang Cramer. born in 1901 i_n Hamburg, 
is one of the most individual and mdependent 
German thinkers of this century. A pupil _of 
Richard Hiinigswald (1875-1947! and_Mor~tz 
Liiwi (1891-1942). he began his umvers1ty 
career in 1935 in Breslau: in 1951 he went to 
Frankfurt/Main where he died in 1974. 

The starting-point of Cramer's thinking is 
the monad, understood by him as a develop­
ing psychophysical unit. Consciou~n~ss and 
self-consciousness he sees not as a d1rec~on 
towards' but rather in terms of a ·generaung 
from' (Grw1dleg1mg ei11er T/reoriedes Gei.stes. 
Frankfurt/Main. 1957). Cramer's theory of 
consciousness is. then. a theory of produc­
tion. The products of P"rcepti_on and ex()"ri­
ence ( Erlebe11) have. he claims, the same 
monadic origin as those of thinking. Trans­
cendental philosophy. the theor)· of ·th~ 
constitution of the matter of consciousness . 
is preceded by a transcendental ont~logy that 
deals •with the ontological const1tut1on of 
subjectivity'. Since one must ··establ~~h th_e 
monad as origin in another ongm (Dre 
Monade. Stuttgart. 1954). the questron 
concernin~ ultimate foundations or causes 
leads to 0 the idea of determination-itself 
(Brstimmtlrt'it-sdbst\. This. Cramer argues, 
cannot he imagined as non-existent and 1s an 
absolutelv necessary being. which he calls 
•God'. The themes of Cramer's philosophy 
(self. God. world) are those of the ol~er 
metaphvsics: his philosophy 1s a post-Kantian 
·metaphysk-s of the transcendent'. 
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Crescas, Hasdai 

Hasdai Crescas (c. 1340 - c. 1410) was a 
Spanish rabbi, philosopher, and author of the 
anti-Aristotelian Hebrew classic The Light 
of the Lord (or Adonai). 

The Light is a response to Jewish philo­
sophers like Moses Maimonides and John 
Gerson, who had interpreted Judaism in 
Aristotelian terms. Seeking to free Judaism 
from Aristotle, Crescas subjected Aristotel­
ian physics to a radical logical and conceptual 
critique. He rejects Aristotelian theories of 
space, time, and motion. He defines space as 
dimensionality, i.e., "the interval between 
the limits of that which surrounds". He 
argues for the existence of a vacuum and of an 
actual infinity of both number and extension. 
He portrays the universe as an infinitely 
extended vacuum containing many (perhaps 
infinitely many) worlds. He defines time as 
'"the measure of the continuum of motion or 
rest between two instants", and conceives it 
as eternal a parte a11te and a parte post. Time, 
he holds, is 'in the soul', and not dependent 
on the existence of physical objects. Space 
and time are thus analogous: both are infinite 
continua and independent of the existence of 
physical objects. There are points of contact 
between Crescas's criticisms of Aristotelian 
science and those of philosophers at the 
University of Paris, especially Nicole Oresme. 
Parts of Crescas's critique were translated 
into Latin in Giovanni Pico della Mirandola's 
Examen doctrinae va11itati.s genti11m (1520). 

Crescas rejected Maimonides's proofs of 
God. He himself offers one metaphysical 
proof: whether causes and effects are finite 
or infinite, there must be some cause of the 
whole of them; for if all were effects, they 
would all be of possible (or contingent) 
existence. and would require something to 
give preponderance to their existence over 
their non-existence. The proof makes use of 
a Kalamic notion of preponderance (cf. 
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Maimonides, Guide of the Perplexed, l, 74, 
6th Method) and Avicenna's concept of pos­
sible vs. necessary existence (cf. Guide, II, l, 
3rd Philosophic Speculation), but signific­
antly allows for an infinite chain of causality. 
Spinoza quotes Crescas's proof in his Letter 
on Infinity (Epistle 12, to Meyer). Crescas, 
however, holds that true knowledge of God is 
based on prophecy, and philosophic proofs 
can only incline one toward that knowledge. 

Crescas argues for strict physical deter­
minism. Voluntary acts, like all things, are 
necessitated by causes; but they are distin­
guished from non-voluntary acts in that they 
are in accord with imagination and appetite 
(the two faculties which constitute the will), 
and thus are not accompanied by a feeling of 
compulsion. Crescas's physical determinism 
coheres with a theological determinism: God 
is the ultimate cause of all. 

In his doctrine of God, Crescas holds a 
theory of essential attributes and amphibo­
lous (or analogical) predication. The attrib­
utes are infinite in number, but all are 
mental modifications of the attribute of good­
ness. The relation of the attributes to God is 
like that of light to a luminous object, or, in a 
metaphor borrowed from the mystical Book 
of Creation (Sefer Yesirah), "like a Harne 
joined to the coal". God infinitely creates the 
universe in joy and love, and love is the 1e/os 
of man and of all creation. 

Crescas studied under Nissim ben Reuben 
of Gerena, a renowned Talmudist and author 
of philosophical homilies. Among Crescas's 
students was Joseph Albo (c. 138U-c.1444), 
author of 1he popular philosophic Book of 
Roots. Crescas 's philosophy had a marked 
impact on Leone Ebreo and Spinoza. 

Other writings of Crescas include Refura­
lion of 1he Dogmas of 1he Christians, a 
philosophic critique of Christianity written in 
Catalan but surviving only in a !5th-century 
Hebrew translation; and Sermon on ihe 
Passover, a philosophic homily written in 
Hebrew. 
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Crusius, Christian August 
Christian August Crusius (1715-75), whose 
interests in theology and philosophy were 
equally pronounced, represents both the 
peak and the conclusion of the philosophy of 
the German Enlightenment directed against 
Christian Wolff. The intellectual roots of this 
philosophy are to be found in the Pietistic 
tradition founded by Christian Thomasius 
(1655-1728). Adolf Friedrich Hoffmann 
(1703-41) was, more than any other, the 
teacher of Crusius, but the inHuence of 
Andreas Riidiger (1673--1731), John Locke 
(1632-1704), Nicolas Malebranche (163S-
1715), Joachim Georg Darjes (1714-91), 
Samuel Christian Hollmann (1696--1787) and 
even of Leibniz is recognizable. In the era of 
the 'Leibnizian-Wolffian School Philosophy' 
Crusius distinguished with often remarkable 
clarity between the thought of Leibniz and 
Wolff- a rarity at the time. Crusius was born 
in Leuna near Merseburg and remained 
throughout his life in Leipzig, turning down 
all offers of appointments elsewhere. He 
taught philosophy for some ten years at the 
University of Leipzig, and occupied the chair 
of theology from 1750. 

Two fundamental axioms dominate 
Crusius's philosophy, both leading hack to 
Thomasius, and both diametrically opposed 
to Wolffian philosophy: 

I. Philosophy is the science not of the 
possible but of the real. 

2. The capacity of human knowledge is 
fundamentally limited, so that a con­
sistent and all-pervasive rationality or 
intelligibility of the world may not be 
assumed. 

Because philosophy docs not deal, 
as mathematics docs, with merely possible 
relations, Crusius rejects the mathematical 
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method in philosophy. Real things and not 
the ens qua ens are the subject matter 
of ontology, the first part of metaphysics ( cf. 
Emwurf der nothwendigen Vernunftwahr­
heiten, Leipzig, 1745). 

Ontology is concerned also with the 'prin­
ciple of sufficient reason'. Crusius's re­
formulation of this principle - anything that 
happens requires a determining reason why it 
is the way it is, except for free acting which 
only requires sufficient reasons (cf. De usu et 
limitibus, Leipzig, 1743) - and his clear 
conceptual differentiation of causa cogno­
scendi (reason of knowledge) and causa es­
sendi (reason of being) as well as of sufficient 
and determining reason, have had the strong­
est and most lasting impact of the entire 
Crusian philosophy. 

The high priority of theological thought in 
the philosophy of Crusius is seen in the fact 
that revealed understanding is at times re­
garded as having equal status with natural 
understanding. It is seen also in the fact that 
the second part of metaphysics is for Crusius 
natural theology. The third part consists of 
cosmology. the a priori science of the neces­
sary being of any world whatsoever. Crusius 
supported in regard to the mind-body prob­
lem the interactionistic theory of the infi,aus 
physicus. and according to him spirited sub­
stances belong of necessity to any and every 
world. 

The final part of Crusius·s metaphysics (of 
which empirical psychology docs not form a 
part) is pneumatology. Here understanding. 
reason. and will in spirits are differentiated, 
the will bdng distinguished as the dominating 
force. 

Crusius defines - in dose relationship to his 
reformulation of the principle of sufficient 
reason - th.: .:ssence of freedom as a force to 
determine oncsdf to an action without being 
determinatcd by anything else. be it inherent 
or external to the acting subject. His theory 
of libertas indifferentiae se11 aeq11i/ibrii. 
according to which freedom consists in the 
indifference of equilibrium, is expressively a 
critique of th.: L.:ibnizian theory. according 
to which a free act always requires a (deter­
mining) reason why it is done the way it is. 
Leibniz refuses the theory of indifference, 
represented for example by Luis de Molina 

DAUBERT, JOHANNES 

(1535--1600), as a theory of arbitrary but not 
free acting. The ass of Buridan is in such a 
situation of indifference, standing between 
two trusses of hay and having no reason to 
decide for one of them - and consequently it 
dies of hunger. Crusius's theory of freedom 
finds echoes in Kant's idea of transcendental 
freedom in the Critiq11e of Pure Reason. 
Crusius also exerted a strong influence on 
philosophers such as Christian Friedrich 
Krause (1721-48) and Franz Volkmar 
Reinhard (1753-1812). Also Gottlob Ernst 
Schulze (1761-1833), later the teacher of 
Arthur Schopenhauer (1788-1860), was a 
follower of the philosophy of Crusius. A 
thorough history of the reception of Crusius 
is still missing. 
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Cusa. See: Nicholas of Cusa 

D 
Daubert, Johannes 

Johannes Daubert was born in Braunschweig 
in 1877 and from 1898 he studied in Munich 
under Theodor Lipps. Daubert is noteworthy 
above all for having been the first to recog­
nize the importance of Edmund Husserl's 
Logical Investigations. In early 1902 he con­
tacted Husserl who, from that time on. con-
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sidered him to be his most gifted and influen­
tial follower and indeed his only congenial 
contemporary. Between 1902 and 1905 
Daubert implanted Husserl's new ideas in 
Munich by way of lectures to, and discussions 
with, his fellow-students. From these activ­
ities there sprang both the Munich and - via 
Daubert's disciple Adolf Reinach - Giittin­
gen Schools of phenomenology. These 
earliest branches of the 'phenomenological 
movement' subscribed to an ontological 
realism of the Daubertian sort. They accord­
ingly rejected Husserl's later transcendental­
ism. though they were strongly influenced by 
Husserl's interests in logic and language. 
Daubert was an independent and highly 
critical thinker (even with regard to Husserl). 
In fact he was so self-critical that he never 
published a line. After World War I he 
became a farmer, yet resumed his philo­
sophical activities around I 930 ( defending, 
for example. an interpretation of Husserl's 
concept of the noema along the lines of Aron 
Gurwitsch). Daubert died in 1947. His ideas 
have survived in shorthand manuscripts dat­
ing from the period between 1902 and 1914 
and again from 1930 and 1931. 

Daubert's realism comes to the fore in his 
theory of judgement, where he opposes the 
Sachverha/1 or real state of affairs - the 
ontological correlate ofa veridical judgement 
-to the act of judging and to the judgement's 
meaning. Judgements can be true or false, 
where states of affairs simply exist. Judge­
ments, but not states of affairs, are repeat­
able. 

States of affairs as Daubert conceives them 
are neither the inarticulate things given in 
perception. nor are they complexes which 
would contain such things (or properties 
thereof) a, part,. State, of affairs have no 
parts, but rather ·members', since they are 
not wholes. but unities of a special sort. A 
state of affairs comes to the fore when our 
attention brings into relief given aspects or 
element\ of a thing and thereby directs a 
judgemental intention to it. Hence, while 
states of affairs arc real existent entities. their 
existence depend, both on things and on 
associated intention,. 

Similar distinctions are applied in an ana­
lysis of speech acts, more precisely in 
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the phenomenology of questioning, which 
Daubert developed in 1911. Daubert distin­
guishes the empirical act of questioning from 
the question itself. The latter is an ideal 
thought-formation (comparable to apropos­
ition). It is expressed in a question-sentence 
which is normally directed to another person 
and refers to a special entity called Fragever­
halt or s/a/e of affairs as quesJioned. The 
latter, in contrast to the state of affairs as 
judged, does not depend completely upon 
things given, for the relevant matter of fact is 
precisely not present as a whole to the person 
who raises a question about it. 

In his late manuscripts Daubert develops 
the consequences of his realism with regard 
to consciousness. Consciousness, he states, 
has no reality of its own, but is an intentional 
function of psychic processes occurring in 
(human) organisms. It exists only in so far as 
it is in touch with reality and picks out what is 
present in the world. 
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Davidson, Donald 

Donald Davidson (h. 1917). a philosopher 
influenced especially by W. V. 0. Quine and 
Alfred Tarski. teaches philosophy al the 
University of California, Berkeley. His philo­
sophical views concerning the relationship 
between our conceptions of ourselves as 
persons and as complex physical objects have 
had significant impact on the contemporary 
philosophical scene. 

Events. Davidson regards the mind-body 
problem as the problem of the relation be­
tween mental and physical events. Causation 
he treats as a rdation between events, and 
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action he takes to be a species of event, so 
that events make up the very subject matter 
of action theory. His central claim concerning 
events is that they are concrete particulars -
that is, unrepeatable entities with location in 
space and time. He does not take for granted 
that there are events, but argues for their 
existence and for specific claims as to their 
nature. 

In "Causal relations" (reprinted in 1980), 
Davidson argues that the most plausible 
interpretation of singular causal statements 
like "The short circuit caused the fire·· treats 
them as having the form of two-place predic­
ate statements, with their singular terms - in 
this case, 'the short circuit' and 'the fire' -
functioning to designate events. In -Toe 
individuation of events·. Davidson argues 
that a satisfactory theory of action must 
recognize that we talk of the same action 
under different descriptions. We must there­
fore assume the existence of actions. for 
otherwise we could not make sense of talk 
like-Jones managed to apologize by sa)ing 'I 
apologize"". He also argues that we cannot 
make sense of explanation and description 
and redescription without positing events 
(1980, pp. 164-5). 

The Method of Truth in Metaphysics. The 
strongest sort of argument Da,idson has for 
the existence of ewnts derives from his most 
original contribution to metaphysics. the 
semantic method of truth. originating in 
papers reprinted in his 19811 and 1984. Any 
semantic theorv for a language must embodv 
a view of the r~lationship b;twe<!n languag~ 
and reality. Davidson's conviction is that a 
semantic theory. by providing a ,iew about 
this relationship. will provide substantive 
answers to the vari,,us metaphysical ques­
tions about reality. In particular, it will re­
quire ewnts in order to make possible an 
explanation of the semantic (logical) form of 
action, event. and causal statements. 

An adequate semantic theory for a lan­
guage L will issue in Tarski-like theorems for 
every sentence S of L of the form · S is true if 
p •• where p can be replaced by a sentence 
which states the conditions under which S 
is true. Consider the English sentence (I). 
One obvious candidate for its truth condition 
is (2): 
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(!) John hit Bill. 
(2) "John hit Bill" is true if John hit Bill. 

In (2), language is both mentioned and used 
and in this sense (2) 'hooks up' language to 
reality. This hook-up remains silent on the 
nature of reality. It simply tells us that the 
English sentence (2) requires for its truth that 
John hit Bill. To see why Davidson finds so 
much metaphysical bite in his semantics, we 
need to say more about his approach to a 
theory of meaning. 

An adequate semantic theory must be 
finite {1984, pp. 4-15). If we try to construct 
a semantic theory for, say, English, then we 
are forced to read recursive structure into the 
sentences of English, since this seems the 
only way to generate infinitely many sen­
tences from a finite vocabulary. Consider, 
now, sentences like: 

(3) John hit Bill at six. 
(4) John hit Bill at six in the bedroom. 
(5) John hit Bill at six in the bedroom with 

the stick. 

There are no specifiable limits upon the 
number of kinds of adverbial modifiers which 
can sensibly attach to sentences of this sort. 
Therefore, treatment of each distinctively 
modified sentence as involving a distinct 
primitive relation threatens to offend against 
the condition that a semantic theory be finite. 
On the basis of considerations of this sort, 
Davidson proffers a proposal which reveals 
the common elements in these sentences, 
issues in the correct semantic truth condi­
tions, and validates the requisite implica­
tions, e.g., that (4) implies (3). and so forth. 
His idea, roughly, is to assign semantic 
structure to sentences like (1) and (3)-(5) in 
such a way that they are ·revealed' as har­
bouring existential quantifiers with these 
quantifiers ranging over events. The thesis 
that there are events is true. because the 
semantics requires quantification over these 
entities. This technique for discerning onto­
logical commitments extends to all those 
cases where quantification and predication 
are required in order to construct a satis­
factory semantics for natural language. 
The method is a general method for doing 
ontology. 



DE DICTOIDE RE 

Anomalous Monism. Consider the follow­
ing claims: 

(i) The mental and the physical are 
distinct. 

(ii) The mental and the physical causally 
interact. 

(iii) The physical is causally closed. 

Much has been said in favour of each of 
these claims. The trouble, though, is that (i)­
(iii) seem inconsistent. Consider their ap­
plication to events. (i) says that no mental 
event is a physical event; (ii), that some 
mental events cause physical events and vice 
versa; and (iii), that all the causes of physical 
events are physical events. The dilemma 
posed by the plausibility of each of these 
claims and by their apparent incompatibility 
is the traditional mind-body problem. 
Davidson's resolution of the dilemma con­
sists of the three theses: 

(iv) There are no strict psychological or 
psychophysical laws, and in fact all 
strict laws can be expressed in a purely 
physical vocabulary. 

(v) Mental events causally interact with 
physical events. 

(vi) Event c causes event e only if there is 
a strict causal law which subsumes c 
and e. 

(iv) is a version of (i). It is commonly held 
that a property expressed by Mis reducible to 
a property expressed by P ( where M and P 
are not logically connected) only if there is an 
exceptionless law that links them. So, it 
follows from (iv/ that mental and physical 
properties are distinct. (vi) says that c causes 
e only if there are singular descriptions D of c 
and D' of e and a 'strict' causal law L such that 
L and · D occurred" entail 'D caused D'" 
(1980. p. 158). (vi) and the second part of (iv) 
entail that physical events have only physical 
causes and that all event causation is physic­
ally grounded. 

Given the parallel between (iJ-(iiiJ and 
(iv)-(vi), it may seem that the latter, too, arc 
incompatible. But they are not. Davidson 
shows that they can all be true if ( and only if) 
mental events are identical to physical event, 
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(1980, p. 215). Let us say that an event e is a 
physical event just in case e satisfies a predic­
ate of our basic physical sciences. These are 
the predicates appearing in 'strict' laws. Since 
only physical predicates (or predicates ex­
pressing properties reducible to basic phys­
ical properties) appear in 'strict' laws, it 
follows that every event that enters into 
causal relations satisfies a basic physical 
predicate. So, those mental events which 
enter into causal relations are also physical 
events. Notice though that the anomalous 
monist is committed only to a partial endorse­
ment of (i). The mental and physical are 
distinct in so far as mental and physical events 
are not linked by strict law - but they are not 
distinct in so far as mental events are physical 
events. 
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ERNEST LEPORE 

De Dicto/De Re 

Quite often there arises an ambiguity in the 
scope of certain expressions. When we con­
sider for instance 

(I) if a proposition p is true. then neces• 
sarily the fact expressed by p obtains, 

then it is obvious that this has two meanings 
according to whether 'necessarily" is applied 
to the conditional as a whole (senms com­
positus) or only to its consequence (serrsl/S 
divisus). This medieval distinction between 
Je1u·us cu,npo.situs and sensu.\· di,•1$1,s was 
often formulated also as the distinction be­
tween modalities de dicto and de re. Now­
adays the distinction is applied not merely to 
modal expressions hut also to expressions 
which qualify intentional acts. 
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Intentional Acts. Consider the sentence: 

(2) John believes that a Republican will 
win. 

Here there is an ambiguity. John's belief may 
refer to a determinate person, to which the 
term 'a Republican' refers and of whom John 
believes that he will win. In this case one says 
that the term "believe' is applied de re (or 
also: that the term ·a Republican' has a de re 
reference). But one may interpret (2) also as: 
John believes that the proposition 'a 
Republican will win' is true even though he is 
not thinking of any determinate person. In 
this case the term 'believe· occurs de dicto. It 
is not easy to analyse the difference between 
these two intentional acts. One widespread 
account affirms: first, the distinction between 
de dicto and de re readings must be reflected 
in the analysis by a difference of scope; 
second. the relation of belie,ing must be 
interpreted as a relation between a subject 
and an abstract entity called "intension' (in­
tuitively: meaning). 

If n is an expression. let r i n 7 be the 
name of the intension of n and ·Ber an 
abbreviation of ·believe·. For the de re inter­
pretation the analysis of (:?) ..,.;11 be: 

(2a) 3 x [R(x) & Bel (j. f ( W(.t)))] 

and for the interpr<!tation de dicto: 

(2b) Bel (j. t (3 .r[R(.r) & W(.r)])). 

It is worth noting that (:?) admits also the 
interpretation: 

(Zc) 3 x [Bel (j. f (R(.r) & W(x)))). 

as also the conjunctions of (2a) and (2c). It 
has been suggested that it would perhaps be 
more appropriate to distinguish between the 
act of reference of the subject who thinks 
proposition (2) (linguistically: the speaker's 
description) and the referring act of the 
person who is believing (John's own descrip­
tion). 
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The need for this distinction is more ob­
vious in: 

(3) Columbus believed that Castro's 
island was China, 

and it may be applied also against the Twin­
Earth argument of Hilary Putnam (1975), in 
view of the fact that the pair of statements: 

(4) Oscar1 believes that H20 is water 
(5) Oscar2 does not believe that H20 is 

water 

implies a contradiction in the assumptions of 
Oscar1 and Oscar2 about the extension and 
meaning of 'water' only if 'H20' is the ident­
ical description of both Oscars, i.e. only if 
"believes' occurs de dicto in (4) and (5). 

This shows the fertility of making a de re/de 
dicto distinction in the analysis of intentional 
acts. Yet it seems difficult to specify the 
ontological status of the intensions which 
allow quantifications like (2a}-(2c). The 
semantics of Richard Montague (19~71) 
seems in this respect to clarify Gottlob 
Frege's concept of meaning (Sinn). This 
identifies an intensio11 with a function from 
the Cartesian product of the set W of possible 
worlds w with the set T of times I into the set 
of extensions (sets, individuals, or truth­
values). The problem of this set-theoretical 
explanation of intension, however, is that the 
intension of a necessary proposition would be 
the function which for every pair <w, t> 
computes the value truth. But this would 
imply that if John knew one necessary truth, 
then he would know all necessary truths, 
which is counterintuitive. One of the aims of 
H.-N. Castaneda's Guise Theory is to resolve 
ontologically this and other puzzles of inten­
sions. 

Modalities. A modal operator occurs de 
dicro if it is a prefix of a logically compound 
sentence like: 

(6) Necessarily there exists a last card in 
the pile, 

or if it is prefixed to a simple sentence but 
indicates a property (for example, necessary 
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truth) of this sentence. as in: 

(6') It is necessary that the number of 
planets is greater than 7. 

The occurrence is de re if the modal oper­
ator is the prefix of a logically simple sentence 
and indicates the manner in which the subject 
of the sentence satisfies a certain property; 
for example: 

(7) There is a card that is necessarily the 
last one in the pile. 

(7') The number of planets is necessarily 
greater than 7. 

Cases (6') and (7') show that it is not a matter 
simply of the scope of a modal term after 
translation into standard logical notation. 
The expression 

□(n > 7) 

may equally serve as a reading of both (6') 
and (7'). 

If cj> expresses a trivial property such as self­
identity. possessed by all objects, then the 
meaning of a sentence with modalities de re 
like 

(8) \fx□cj>(x) 

does not involve major problems. The mean­
ing of sentences like: 

(9) □q,(a) 

(!OJ 3x□cj>(x), 

however. is unclear: W. Kneale (1962) has 
argued against the use of modalities de re 
because the affirmation of (9) and (JO) impli­
citly alludes to a description or property 
which we can always eliminate. For Kneale a 
may only then be necessarily q, if a is compre­
hended as under a determinate description 
(tx) G(x). Thus only an a qua G b ncu:ssarily 
a cj>. The necessity would then belong not to u 
at all, but to the relation between G and cj>. In 
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this case, (9) would have be to retranslated by 
means of an expression de dicto like: 

(11) □'v"x(G(x) -+ cj>(x)) 

Worse would be the case ( 10) because one 
wants to say that the object has the property 
cj> either as a result of satisfying any property 
at all or only as a result of satisfying some 
particular property. In the first case the 
analysis would be 

(Ila) 3x'v"GD(G(x)-. cj>(x)) 

and then cj> would have to be a trivial property, 
as in (8). In the second case (11) would have 
to be understood as meaning something like: 

(llb) 3x3G □ (G(x)-. cj>(x)) 

which makes (Jib) then trivially true because 
cj> is just like G. This concludes the argument 
to the effect that propositions like (9) and 
(10) lack a (non-trivial) meaning. 

Against this, Alvin Plantinga has shown 
that the argument of Kneale is based only on 
the belief that it is impossible for an object a 
to possess essentially a property cj> (or possess 
the property Ocj>) independently of language. 
But this would eliminate the modalities de 
dicto, too. A reading de dicto of a sentence is 
then equivalent to a reading de re where the 
subject is a proposition and the property is 
the property to be true. Hence if one refuses 
the modalities de re, then one must in an anal­
ogous way refuse the idea that propositions 
could be neces.,arily true independently of the 
way in which they are expressed. 

It is important to observe that this and 
other debates already involve - whether 
consciously or not - the distinction de dkto 
and c/1• re. Arguments against modal quan­
tification like W. V. 0. Quine's planet­
puzzles often rest on a confusion similar to 
that which mixes (6') and (7'). Thus a great 
deal speaks in favour of the distinction de 
dicto and de re, in so far as this distinction 
refer, to non-epistemic modalities. 
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CARLOS A. DUFOUR 

Definite Descriptions 

Definite descriptions are expressions like 'the 
inventor of bifocals' that characterize objects 
as uniquely satisfying a particular set of 
properties. Indefinite descriptions such as 'an 
idea whose time has come' bv contrast may 
truly and non-uniquely be · predicated of 
many different objects. 

The classical analysis of definite descrip­
tions is given bv Bertrand Russell in -on 
denoting". and l;ter in Principia Ma1hemarica 
and his lntrod11c1ion to Mathematical Philo­
sophy. Russell analyses atomic propositions 
containing definite descriptions as an existen­
tially quantified conjunction of three com­
ponents: 

I. an existence condition: 
2. a uniqueness condition: 
3. a predication. 

The sentence ·The man who ran away is 
tall' is analysed on this scheme as: There 
exists a man who ran away: there exists one 
and only one man who ran away; that man is 
or has the property of being tall. 

Russell exploits the analysis to resolve a 
variety of semantic problems about ostens­
ible reference to non-existents. In 'The 
present King of France is bald'. there is an 
apparent or attempted designation of the 
present king of France. who. of course, does 
not exist. The proposition is not meaningless, 
but to judge it true or false seems equally to 
posit a present king of France. Russell avoids 
the dilemma by using the theory of definite 
descriptions to expose an ambiguity in the 
scope of negation. 

Let · 1' be a definite descriptor. Where B is 
the property of being bald, and K the prop-
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erty of being present king of France, 
Russell's theory states: B(u(/u:)) = (3x)[/u: 
& (\f y)(Ky = (x = y)) & Bx). On this analysis, 
the sentence turns out to be false, since the 
existence condition is unsatisfied, which 
renders the entire existentially quantified 
conjunction false. Russell appeals to an ambi­
guity of scope in the placement of negation in 
, B( u( /u:)) under interpretation as implying 
either,(3x)[/u: & (\fy)(Ky = (x = y)) & Bx] 
or (3x)[/u: & ('1/y)(Ky = (x = y)) & ,Bx). 
The fonner yields a true sentence; the latter, a 
contingent falsehood. The ambiguity in 'It is 
false that the present King of France is bald', 
which seems to indicate that the sentence 
invalidly implies the existence of a non-bald 
present king of France, is resolved. The 
theory provides an alternative location for 
the negation, so that when negation attaches 
to the sentence as a whole the apparent 
ontically undesirable consequences of the 
unanalysed sentence are not entailed. 

Russell's theory of descriptions has been 
influential in the rise of modern analytic 
philosophy, prompting F. P. Ramsey in his 
essay "Philosophy" to eulogize it as "that 
paradigm of philosophy". And so it is, for 
better or worse, but specifically of extension­
alist analytic philosophy. It is therefore 
worthwhile to test the theory against an 
intensionalist objection. Consider the intu­
itively true proposition, 'The winged horse is 
mythological'. Let W represent the property 
of being a winged horse, and M the property 
of being mythological. On Russell's three­
part analysis the proposition reads: 

M(1x(Wx)) = (3 x)[Wx & (':fy)(Wy = 
(x = y)) & Mx] 

The interpretation is unsound, since it 
converts a true into a false proposition. 

Defenders of Russell's theory will quickly 
point out that the predicate ·mythological' on 
which the counterexample turns is in a dif­
ferent category from ordinary predicates like 
'horse·. If the winged horse is mythological, 
then it is non-existent (and described in myth 
with the words "the winged horse' or their 
equivalents inscribed in fables). If for con­
venience we ignore the second component 
concerning literary context, then to say that 
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the winged horse is mythological is just to say 
that the winged horse does not exist. 

The first step toward a correct analysis of 
the proposition might then be: M(,x(Wx)) = 
,{3x)(u(Wx)). The equivalence is true, 
if both constituent propositions are true 
(assuming that the winged horse does not 
exist, and that non-existence exhausts the 
property of being mythological). But when 
Russell-style analysis is applied to the definite 
description in the right half of the bicon­
ditional, the equivalence is counterintuitively 
made false, and with it the orginal proposi­
tion that the winged horse is mythological. It 
follows that: 

M(ix(Wx)) = {3x)(Wx & (\fy)(Wy = 
(x = y)) & ,(3x)Wx) 

Russell's analysis reduces an intuitively 
true proposition about the mythology of the 
winged horse to the false proposition that a 
mythological winged horse exists. It further 
converts the contingent truth that the winged 
horse is mythological ( an empirical question 
to be decided by scientists, historians, and 
literary scholars), to the logical inconsistency 
or necessary falsehood that a winged horse 
exists and does not exist. Equipped with 
RusseU-s theory of definite descriptions, an 
investigator need only logically analyse 
propositions about the non-existent creatures 
of myth and fiction ostensibly designated by 
definite descriptions in order to determine a 
priori that all such objects are logically im­
possible. 

The problem lies in the extensionalist 
demand that definite description entails exist­
ence. reflected in the first conjunct of 
Russell's analysis. A related set of criticisms 
is raised by P. F. Strawson, who distinguishes 
between propositions and statements made 
in context by means of sentences. Strawson 
claims that Russell is wrong to hold that 
sentences imply, but argues instead that they 
presuppose, the existence of objects tu which 
properties are allributed. This in part shifts 
the burden of philosophical analysis from 
the sentence to the speaker and the presup­
positions intended by the speaker in using 
a particular sentence lo make a statement. 
If Strawson 's counteranalysis is correct, 
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Russell's existence thesis for the objects of 
definite descriptions does not obtain. 

FURTHER READING 

Linsky, L., 1967, Referring, London: Routledge 
and Kegan Paul. 

- 1977, Names and Descriptions, Chicago, Ill.: 
University of Chicago Press. 

Russell, B., 1905, '"On denoting", Mind, 14, 479-
93. 

- 1919, Introduction to Mathematical Philo­
soplry, London: Allen and Unwin. 

Russell, B., and Whitehead, A. N., 1935, Principia 
Mathematica, 2nd ed., Cambridge: Cambridge 
University Press. 

Strawson, P. F., 1950, '"On referring", Mind, 59, 
320-44. 

Definition 
I: History 

DALE JACQUETTE 

A definition (Latin definitio- delimitation) is 
a procedure ( or the result of a procedure) by 
which the meaning of a linguistic expression 
is determined or explained. Accordingly 
there are two main kinds of definitions: 
synthetic or stip11lative definitions, which in­
troduce new expressions into a language 
via a decision fixing their meanings, and 
analytic or lexical definitions, which report on 
the existing meanings of expressions of a 
language. Traditionally, one distinguished 
between nominal and real definitions. A 
nominal definition amounts to an abbrevi­
ation of one complex expression by means 
of another. A real definition, in contrast, 
purports to give the concept (concep111ul 
definition) or the essence (essential tlefinitio11) 
of an object. 

According to Plato, the definition of es­
sences or ideas is one of the most important 
aims of philosophy. In connection with this 
approach, Aristotle developed the begin­
nings of a general theory of definitions: the 
concept of a species is to be defined by giving 
the next higher genus and the specific differ­
ences. Thus, e.g., in the definition of'man' as 
'rational animal', the concept 'animal' is a 
genus and 'rational' is a specific difference. 
While for Aristotle definitions express the 
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essence of things, he speaks also of defini­
tions of the names given to things. 

The question whether definitions relate to 
words or to things was a central problem 
above all for the Scholastics. Whereas the 
Nominalists account definitions as purely 
linguistic constructions, for adherents of 
Realism only real definitions are of worth. 
In the post-scholastic era, Thomas Hobbes 
and John Locke rejected real definitions. 
According to Leibniz, real definitions differ 
from simple nominal definitions in that they 
not only fix or explain the meaning of expres­
sions, but also state the logical or real pos­
sibility of corresponding things. In a similar 
way, John Stuart Mill (1806-73) regarded 
every so-called real definition as a nominal 
one bound together wiih a statement of 
existence of a corresponding object. 

The foundaiion of the theory of definitions 
in modem logic stems from Gottlob Frege 
(Grundgesetze der Arithmelik. I, 1903; ··Ober 
Logik in der Mathematik'".1914). Definitions, 
according to Fregc, are means for Ihe con­
struction or exiension of precise Ierminolo­
gies. To define an expression is Io introduce 
ii inio an artificial language by siipulating ils 
meaning in terms of Ihe expressions already 
available in the language. In Ibis sense. 
definitions are alwa,-s svntheiic. The,· have 
no trulh value. bui a;e eiiher co..;ect or 
incorrect depending on the satisfaction of 
certain logical principles. With regard to any 
artificial language. Frege argues. one has to 
distinguish between expressions which are 
and are not defined in the language. The 
latter are called the primiti1·e expressions of 
the language. 

The main purpose of introducing a defin­
ition into a formal theory is to make proofs 
more convenient. Such an idea is expressed 
by two criteria originating with B. Pascal 
(162.l-62) and formulated in precise form by 
Stanislaw Lesniewski ("'Oefinitionen in der 
sogenannten Theorie der Oeduktion··, 1931 ). 
The criterion of eliminability states that 
it should be possible to replace any for­
mula containing a defined expression by 
an equivalent formula not containing that 
expression. The criterion of non-creatil'ity 
states that a definition should not function as 
an axiom, i.e., whatever is provable in a 
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theory on the basis of the axioms with a 
definition added to them has to be provable 
also without that definition. Lesniewski him­
self emphasized that definitions can render 
valuable support in the building of realistic 
logical maps of the world. In this sense, they 
are by no means arbitrary. 

Modem logic discriminates between 
several types of definitions for which it 
formulates logical formation rules. An expli­
cil definition has the form of an equivalence 
A = B or an identity A = B. Frequently, one 
writes those definitions also in the style: 
A = or. B. The expression being defined is 
called definiendum, and the defining expres­
sion the definiens. The choice of the form of 
an explicit definition depends on the syntactic 
category of the expression being defined. 
Predicates are usually defined by equival­
ences (e.g. x is an effect of y = y is a 
cause of x), while definitions of terms and 
term-forming functors take the form of ident­
ities (e.g. the universe = 1x'\/y (y is a part 
of x)). 

In contrast to an explicit definition in the 
strict sense, the definiendum of a contextual 
definition contains also primitive expressions 
or expressions being defined in advance (e.g. 
the cause of y = x = y is acauseofx). In these 
cases it has additionally to be shown that 
there is exactly one entity satisfying the 
conditions of the definiens. Frege accepted 
only explicit definitions in the strict sense as 
definitions proper. 

A conditional definition has the form of an 
implication C :::i (A = B) or C :::i A = B in 
whose antecedent a certain condition C is 
formulated (e.g. the definition of division 
must be preceded by the condition prevent­
ing division by zero). Whereas an explicit 
definition conforms to both the criterion of 
eliminability and that of non-creativity, a 
conditional definition does not fully satisfy 
the former, since it allows the replacement of 
the definiendum by the definiens only if the 
relevant condition is satisfied. Rudolf 
Carnap's reduction se/llences introducing so­
called disposition predicates are a special 
case of these definitions ("Testability and 
meaning". 1938). Because of their creativity 
such definitions are frequently accounted as 
statements. 
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A recursive or inductive definition consists 
of two parts having the form of explicit 
definitions. In the first part the expression is 
defined with regard to an elementary case, 
and in the second it is defined for the other 
cases. Thus. for example, the definition of 
additionconsistsoftwoclauses: (l}y + 0 = y, 
(2) y + the successor of x = the successor of 
(y + x). Lesniewski demonstrated that some 
recursive definitions are creative. 

There are contrary positions as to whether 
two further ways of determining a meaning, 
the so-called 'implicit' and the 'ostensive' 
definition, deserve the name 'definition'. 
Both introduce primitive expressions by 
showing how they are used and do not appeal 
to expressions given in the language. Thus 
the requirements of eliminability and of non­
creativity remain unsatisfied. According to 
David Hilbert, every set of axioms of a theory 
constitutes an implicit definition of the prim­
itive expressions involved in that theory. (A 
classical example is his axiomatization of 
geometry.) A related notion is that of mean­
ing postulate introduced by Carnap in his 
Meaning and Necessity of I 956. A so-called 
ostensive or deictic definition (Bertrand 
Russell) introduces an expression by pointing 
to corresponding objects. 

Statements about meanings of expressions 
are often called meaning analyses. Some 
authors, however, see lexical explanations 
formulated in terms of expressions already 
learnt as examples of analytic definitions. In 
contrast to synthetic definitions, these are 
either true or false. We can distinguish in 
addition what Carnap calls an explication, 
whereby an expression is taken from a natural 
language and its meaning modified to rule 
out vagueness or ambiguity. Such an im­
provement comprises elements pertaining 
both to analytic and to synthetic definitions. 
Those procedures which were called real 
definitions in the past are now generally 
looked upon either as analytic definitions 
(meaning analyses), or as explications, or, 
finally, as hypothetical statements about the 
objects in question. 
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JOHANNES DOLLING 

Definition 
II: Rules of Definition 

In the older Aristotelian logic a definition is 
the delimitation of a species by stating the 
genus which includes it and the specific dif­
ference or distinguishing characteristic of the 
species. A typical example is the definition 
of man as a rational animal. The genus 
is the animal genus and the distinguishing 
characteristic is rationality. The most im­
portant classical texts on definition are to be 
found in Aristotle's Posterior Analytics and 
Topics. 

A traditional definition per genus et dif­
ferentiam is often called a real definition 
because it is said to characterize the essence 
of a species. The kinds of definition common 
in mathematics, that is, definitions which 
introduce a new symbol, are often called 
verbal or nominal definitions. However, it is 
not clear how a sharp distinction between 
the two kinds of definition can be made. 
For our purposes, it is sufficient to under­
stand that a definition is a statement which 
establishes the meaning of an expression. 
The definition accomplishes this by relating 
the expression it defines to other expressions 
already available. 

At least two questions immediately arise 
from this vague statement about what 
definitions arc. Whal is meant by 'other 
expressions already available"/ What restric­
tions, if any, are there on the logical form of 
sentences which may serve as dclinitions? 
The answer to the first question is that we 
have in mind the introduction of a definition 
within a specified theory. like the elementary 
theory of arithmetic. As understood here, 
a theory is characterized in terms of its 
primitive, non-logical symbols and its axioms. 
The second question is answered by giving 
rules of definition, which arc illustrated later. 
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Although the theory of definition to be out­
lined here is a part of modem logic and has 
only been developed in this century, the texts 
of Aristotle mentioned earlier contain much 
good advice about formulating definitions in 
more informal contexts which do not assume 
an explicit theory as background. 

The first definition in a theory is, then, a 
sentence of a certain form which establishes 
the meaning of a new symbol of the theory in 
terms of the primitive symbols of the theory. 
The second definition in a theory is a sentence 
of a certain form which establishes the mean­
ing of a second new symbol of the theory in 
terms of the primitive symbols and the first 
defined symbol of the theory: and similarly 
for subsequent definitions. The point to be 
noted is that the definitions in a theory are 
introduced one at a time in some fixed 
sequence. Because of this fixed sequence 
we may speak meaningfully of preceding 
definitions in the theory. Often it is con­
venient to adopt the ,iewpoint that any 
defined symbol must be defined in terms only 
of the primitive symbols of the theory. In this 
case there is no need to introduce definitions 
in some fixed sequence. However. the com­
mon mathematical and scientific practice is to 
use pre,iously defined symbols in defining 
new symbols: and to give an exact account of 
this practice. a fixed sequence of definitions is 
needed. 

From the standpoint of the logic of in­
ference. a definition in a theory is simply 
regarded as a new axiom or premi,;s. But it is 
not intended that a definition shall strengthen 
the theory in any substantive way. The point 
of introducing a new symbol is to facilitate 
deductive investigation of the structure of 
the theory. but not to add to that structure. 
Two criteria which make more specific these 
intuitive ideas about the character of defini­
tions are that: 

I. a defined symbol should always be 
eliminable from any formula of the 
theory. and 

2. a new definition does not permit the 
proof of relationships among the old 
symbols which were previously un­
provable, that is, it does not function 
as a creative axiom. 
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(These two criteria of eliminability and non­
creativity were first introduced explicitly by 
the Polish logician S. Lesniewski 1929.) For 
instance, in arithmetic we introduce the sym­
bols for subtraction by the equivalence: 

(1) x - y = z if and only if x = y + z. 

We may use (1) to eliminate any occurrence 
of the subtraction symbol. Thus by virtue of 
( 1) we eliminate ' - • from: 

If y-,# 0 then x - y-,# x, 

and obtain the arithmetically equivalent 
statement: 

If y -,# 0 then x -,# y + x. 

It seems reasonable to require that any 
definition introducing a new symbol may be 
used to eliminate all subsequent meaningful 
occurrences of the new symbols. To be 
eliminable is a characteristic property of a 
defined symbol, as opposed to a primitive 
symbol. The concept of eliminability is 
formalized as follows, where iffis an abbrevi­
ation for if and only if: 

Crii,rion of Elimi11ability. A statement S intro­
ducing a new symbol of a theory satisfies the 
criterion of eliminability if and only if: whenever S1 

is a statement in which the new symbol occurs. then 
there is a statement S2 in which the new symbol 
does not occur such that If S then (S1 iff S1) is 
derivable from the axioms and preceding.defini­
tions of the theory. 

The notion of a definition not being creative 
is formalized in the following statement: 

Criterion of Non-creativity. A statement S intro­
ducing a new symbol of a theory satisfies the 
criterion of non-creativity if and only if: there is no 
statement T in which the new symbol does not 
occur such that If S the11 T is derivable from the 
axioms and preceding definitions of the theory but 
T is not so derivable. 

In other words, we cannot permit a statement 
or formula S introducing a new symbol 
to make possible the derivation of some 
previously unprovable theorem stated wholly 
in terms of primitive and previously de­
fined symbols. An example of a formula 
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which does not satisfy this criterion of non­
creativity is the second axiom for groups if we 
consider a more limited theory than that of 
groups. The single primitive symbol of our 
theory is the binary symbol 'o' and the single 
axiom the associative axiom: 

(1) xo(yoz) = (xoy)oz. 

As the first definition of this theory we now 
propose the following equation introducing 
the new individual constant e: 

(2) xoe = x. 

However, applying the criterion of non­
creativity we reject (2) as a proposed definition 
in our theory, for from (2) we may derive at 
once: 

(3) (3y)(x)(xoy = x). 

We note that (3) is a formula whose only 
non-logical symbol is the primitive symbol 
of the theory, but it is trivial to find an 
interpretation showing that (3) cannot be 
derived from (1). Thus (2) is creative and 
must be rejected as a proper definition. 

It should be noticed that a special con­
sequence of the criterion of non-creativity is 
the criterion of relative consistency. If the 
axioms and preceding definitions are con­
sistent and if a statement introducing a new 
symbol may be used to derive a contradic­
tion. then the new statement does not satisfy 
the criterion of non-creativity. 

In theories stated in precise language 
(whether the subject matter is pure math­
ematics or science), we ordinarily introduce 
three kinds of defined symbols: relation sym­
bols, operation symbols, and individual con­
stants. We consider here only the rules for 
introducing relation symbols. (A detailed but 
elementary treatment is to be found in Suppes 
1957, Chapter 8.J 

In dealing with definitions, which are 
ordinarily equivalences or identities, it is 
customary to introduce the new symbol 
on the left side and lo call this side the 
definiendum (thing to be defined). The right 
side is called the definien., (thing defining). 
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Rule for Defining Relation Symbols. An equival­
ence D introducing a new n-plaee relation symbol 
R is a proper definition in a theory if and only if Dis 
of the form R(v,. ... , v.) iff S, and the following 
restrictions are satisfied: (i) v1, •.•• Vn are distinct 
variables; (ii) S has no free variables other than 
v1, ••• , v.; and (iii) S is a statement in which the 
only non-logical constants are primitive symbols 
and previously defined symbols of the theory. 

The definiendwn R(v., . .. , v,.) is an atomic 
formula, which form is needed to guarantee 
elimination of the defined relation symbol 
from every possible context. Some examples 
will help clarify the three restrictions on the 
rule. The requirement that the variables v., 
• •• , Vn be distinct prevents definitions like: 

(4) R(x,x) if and only if x + x .;; 1. 

Formula (I) does not really define the binary 
relation symbol R, since only one variable 
occurs in the definiend11m. With (1) at hand, 
we would not know how to eliminate R from 
the statement 'if R(x,y) then x -. y'. The 
definiens of (I) must be regarded as defining a 
unary relation symbol, which is a trivial 
universal property possessed by every number 
X "F 0. 

The second restriction prevents definitions 
like: 

(5) R(x) if and only if x + y = 0. 

When (5) is added to the axioms of arithmetic 
we may derive a contradiction. The source of 
the trouble is the appearance of the variable_v 
in the defi11ien, hut not in the clefiniend1m1, 
for (5) is logically equivalent to the pair of 
statements: 

(6) If x + y = 0 then R(x), 
(7) If R(x) then x + y = 0. 

But from the logic of quantifiers we know that 
(6) is equivalent to: 

(8) If there is a y such that x + y = 0 then 
R(x), 

and (7) is equivalent to: 

(9 J If R(x) then for every y, x + y = 0. 
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From (8) and (9) we immediately infer the 
false statement: 

(10) If there is ay such thatx + y = 0 then 
for every y, x + y = 0. 

(Note that the variable x is left free in 
this discussion, since it appears in a proper 
manner in both the definiendum and definiens 
of (5).) 

The third restriction simply prohibits two 
kinds of circularity of definition. We could 
not admit as a proper definition: 

(11) R(x) if and only if R(x); 

a logical truth such as ( 11) would not be 
creative. Its defect is that it does not satisfy 
the criterion of eliminability. Of a similar sort 
is the pair of equivalences: 

(12) R(x) if and only if it is not the case 
P(x), 

(13) P(x) if and only if it is not the case 
R(x). 

If we define the relation s}mbol R in terms of 
the new relation symbol P. and ,·ice \'ersa. 
then we are not able to eliminate either in 
favour of the primiti\'e notation. 

Padoa 's Principle and Independence or 
Primitive Symbols. When the primiti\·e sym­
bols of a theory are gi\'en. it is natural to ask if 
it would be possible to define one of them in 
terms of the others. The Italian logician 
Alessandro Pudoa ( lNtiS--1937) formulated 
(1902. 1903) a principle applying the method 
of interpretation which may be used to show 
that the primitive symbols are independent, 
that is. that one may not be defined in terms 
of the other. The principle is simple. To 
prove that a given primitive symbol is in­
dependent of the remaining primitives. find 
two interpretations of the axioms of the 
theory such that the given primitive has 
two different interpretations and the remain­
ing primitive symbols have the same in­
terpretation. (Theoretical justification of this 
principle was first given in Tarski 1935.) For 
instance. consider the theory of preference 
based on the primitive relation symbols P ( for 
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strict preference) and I (for indifference). 
The axioms of the theory are: 

Al. If xPy and yPz, then xPz. 
A2. If xiy and yiz, then xiz. 
A3. Exactly one of the following: 

xPy,yPx,xiy. 

We want to show that Pis independent of I, 
that is, cannot be defined in terms of I. Let 
the domain of interpretation for both in­
terpretations be the set (1,2}. Let I be 
interpreted as identity in both cases. In one 
case let P be interpreted as < and in the other 
case as>. In the first interpretation we have: 
1 P 2 since 1 < 2, and consequently by Axiom 
A3 not2 P 1. 

But in the second interpretation, we have: 
2 P 1 since 2 > 1. 

Now if P were definable in terms of I then P 
would have to be the same in both interpreta­
tions, since I is. However, Pis not the same, 
and we conclude that P cannot be defined in 
terms of I. E. W. Beth (1953) proved the 
converse of Padoa 's principle for theories 
formulated in first-order logic, namely, if two 
models of the sort described above for 
proving a concept independent do not exist. 
then the concept is explicitly definable. 

Conditional Definitions. In many situations 
the rules of definition, illustrated above for 
the case of relation symbols, are too severe. 
The reason is that many significant definec 
concepts have an intended natural meaning 
only when some hypothesis is satisfied. A 
familiar example is the definition of division 
in arithmetic. 

Ify-#- 0, tlie11xly = z ifa11d only ifx = y · z. 

The main dis.advantage of such conditional 
definitions is that they do not fully satisfy the 
criterion of eliminability, for instance. in the 
case of division when y = 0. But, with the 
obvious modifications in the rules of defini­
tion. such definitions do satisfy eliminability 
whenever the hypothesis of the conditional 
definition is satisfied. 

A historically important application in 
philosophy of such conditional definitions 
was given in Rudolf Camap·s concept of a 
rec/11ctio11 sente11ce (1936). Such sentences 
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were introduced to provide a method of 
relating dispositional predicates to directly 
observable predicates. For example, if x is 
placed in water, then x is soluble in water if 
and only if x dissolves. 

In general. the kinds of questions about 
axioms of a theory that are standard, e.g., 
whether the axioms are mutually independ­
ent, can be reflected in corresponding 
questions about the primitive concepts of a 
theory. To give just one more example, the 
axioms of a theory are categorical if any two 
models of the theory are isomorphic. Tarski 
(1935) defined the primitive concepts of a 
theory as complete if there is not another set 
of axioms that: 

1. use additional primitive concepts, 
2. are categorical. and 
3. characterize an essentially richer 

theory. 

Both Euclidean geometry and the elementary 
algebra of the real numbers are categorical 
theories, but only the second is complete in 
its primitive concepts. 
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Denominatio Intrinseca/Extrinseca 

An intrinsic denomination of a thing is a 
reference to it through some intrinsic and real 
features of it, the loss or variation of which 
would determine a real mutation in the thing 
itself. To refer to a man as ·animal', i.e. 
by means of essential features, would be 
a typical case of intrinsic denomination. 
Intrinsic denomination may, however, also 
arise from internal accidents, for example 
when we refer to a swan as white. We have 
an extrinsic denomination, on the contrary, 
when we refer to a thing, rather than through 
its inherent forms or features, by means of 
some relation or habi111do it has toward 
something else - e.g. toward the perceiving 
subject. A purely extrinsic denomination 
does not really affect the thing denominated, 
and may be lost without any intrinsic mutation 
of it. In this way, we say of something, e.g. a 
wall, that it is 'seen' or 'known'. 

While these general features of the division 
between intrinsic and extrinsic denominations 
were roughly common to all scholastic philo­
sophers, different positions were held on the 
actual distribution of specific predications in 
the two fields, and on the logical grounds for 
it. Usually. Aristotle's table of categories was 
referred to, and there was some agreement 
on the opinion that the last six categories 
(actio, passio, q11a11do, 11bi, sit11s, habihis) 
were all forms of extrinsic denomination. This 
view was that of Thomas Aquinas (Krempel 
1952, pp. 426-32ff.). and we find the same 
opinion, e.g., in Peter of Fonseca. while 
Francisco Suarez opposes it (with the excep­
tion of the category of hubit11s) by stressing 
the character of intrinsic modification per­
taining to accidents ( Doyle I 984, pp. 137-
43). 

The difference in positions we !ind with 
respect to the catc:gory of relation is of great 
interest. Relations were perceived to be 
relevant for the distinction between intrinsic 
and extrinsic denominations from a two-fold 
point of view: on the one hand, there was 
the problem of whether relations were all 
to he considered as forms of extrinsic de­
nomination: on the other, that of whether 
all forms of extrinsic denomination were to 
he considered as relations, or at least as 
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grounded on relations, as the theory of the 
habitudo seemed to suggest. 

While the reduction of relations to mere 
extrinsic denominations seems a consequence 
of Albert the Great's position (Krempel 
1952, pp. 82-3), Thomas Aquinas (e.g. Cont. 
Gent. II 13) and laterSuarez(Disp. Met. d. 47 
s. 1,2,11) did not accept this view (Doyle 
1984). Suarez, who discussed this problem at 
length, distinguished the case of 'real' ex­
trinsic denomination, for which the presence 
of a real relation (habitudo) is required, from 
extrinsic denominations. which are simply 
the result of our activity as cognitive subjects. 
An example of this laner case is the con­
ventional imposition of names. in all the 
contexts in which it only depends upon our 
arbitrary choice. Real extrinsic denomina­
tion, on the other hand, is by no means a 
purely conventional maller of names, or a 
fictitious product of our cognitive activity. On 
the contrary. it is grounded in a -habitudo 
realis uniu.s reiad a/ia'" (Disp. Met. d. 54s. 2); 
this real relation provides the grounds for the 
extrinsic denomination. but is not reducible 
10 it (Disp. Mel. d. 47 s. 2). According to 
Suarez, then. real extrinsic denominations 
are something different from mere entia 
rationis. In this way. he opposes the wide­
spread opinion - which we find. e.g .. in 
Gabriel Vasquez (1549--1604) and John of St. 
Thomas (1589--16-14)- according 10 which all 
extrinsic denominations were 10 be conceived 
as entia ra1io11L, (Beach 1%5). 

The extreme ,·itality of the discussion on 
intrinsic and extrinsic denomination in the 
late scholastic and post-scholastic period may 
partly be a11ribu1ed 10 the relevant role that 
such a discussi,10 played in theological con­
troversies. Different views were held, e.g., 
on the problem of whether the sacraments 
are 10 be considered a form of intrinsic 
denomination. i.e. on whether through the 
sacraments a real. intrinsic modification of 
the soul is brought about. 

The problem of the connection between 
extrinsic denominations and relations is of 
particular interest in the case of Leibniz. 
The well-known Leibnizian claim according 
to which there are no purely extrinsic de­
nominations has been considered equivalent 
to the thesis that all relations - or relational 
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predicates - are reducible to non-relational 
properties. It should be stressed that Leibniz's 
positions in this regard are to be read with the 
late scholastic background of the debate in 
mind. Suarez's claim according to which all 
'real' extrinsic denominations are grounded 
on reality (on real relations) may be con­
nected in this way with Leibniz's thesis that 
relations, if considered as real (as accidents), 
are not something 'external' to the things 
being related, and if considered as external, 
are not something real (are neither substances 
nor accidents, but a mere ideal thing). 
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Dependence 

There are many ways in which something is 
said to depend on something else: psycholo­
gically, physiologically. economically, polit­
ically, causally, etc. When quantities vary 
with one another we speak of functional de­
pendence. We are concerned here only with 
ontological dependence. Something is onto­
logically dependent on something else when 
the first cannot exist unless the second exists. 
This formula can be specified in different 
ways. We have individual dependence when 
the things in question are individuals. A 
headache is dependent in this sense on the 
particular person whose head it is that aches. 
An individual may be generically dependent 
on a kind, if it cannot exist unless some 
member of this kind exists. A human being 
cannot exist without carbon atoms, but which 
carbon atoms exist is not thereby determined. 



DESCARTES, RENE 

Ontological dependence of either sort must 
be distinguished from mere notional depend­
ence. Husbands are notionally dependent on 
wives in this sense, in that no one can be a 
husband unless someone else is a wife, but no 
man who is a husband is ontologically de­
pendent on a woman who is a wife. The 
difference between concepts of notional and 
true ontological dependence can be brought 
out by means of analyses employing model 
operators: 

Notional Dependence of Fon G: 
□ (3xFx--> 3yGy) 
Generic Dependence of a on G: 
D (Ela--> 3yGy) 
Individual Dependence of a on b: 
D (Ela--> Elb). 

We shall concentrate in what follows on 
individual dependence. The definition of 
individual dependence just given, that of 
weak foundation, admits numerous trivial 
cases, which are ruled out in the more useful 
definition of: 

Weak Rigid Dependence of a on b: 
D (Ela ..... Elb) & a ¢ b & - □ Elb. 

Weak rigid dependence includes the case of 
essential parts: if an object cannot exist 
unless another object exists and is part of it 
(as a particular helium atom cannot exist 
unless its particular protons exist and are 
parts of it) the parts are essential to the 
whole. 

A stricter notion of dependence requires 
the object on which something depends not 
to be part of the dependent object, so de­
pendence literally goes outside the dependent 
object. That gives us: 

Strong Rigid Dependence of a on b: 
D (Ela ..... E!bJ & - (b < a) & - □ Elb. 

A helium atom is not thus dependent on its 
protons, but a headache i, thus dependent on 
its bearer. 

Ontological dependence of various kind, 
has been central to ontological discussion 
since Plato, for whom individuals depend 
on universals, and Aristotle, for whom 
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accidents depend on substances. Ontological 
importance attaches to objects which are 
absolutely independent, ranging from 
Aristotelian substances to the philosophers' 
God. The notion of dependence involved 
may vary. Thus by defining substance in 
terms of weak rigid dependence, we can 
arrive at Leibnizian monads (since Leibniz 
thought that all parts are essential to their 
wholes), while defining it in terms of strong 
rigid dependence can yield Spinoza's deus 
sive natttra. Despite its importance, the topic 
of dependence has rarely received explicit 
treatment. The most influential modem dis­
cussion is in Edmund Husserl's third Logical 
Investigation. Otherwise the topic has been 
unjustly neglected by ontologists, especially 
those in the analytic tradition. 
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PETER At. SIMONS 

Descartes, Rene 
Rene Descartes was born in the French town 
of La Haye (now called 'Descartes') on 31 
March 1596, and died in Stockholm, Sweden, 
on II February 1650. Although he had a 
traditional scholastic education at the cel­
ebrated Jesuit college of La Fleche, he is 
properly called the father of modern philo­
sophy, for it is he, more than any other 
philosopher, who displaced metaphysics and 
ontology from their place of eminence, in 
favour of epistemology. It was Descartes 
whose thought inspired the great rationalists. 
Spinoza and Leibniz, and the school of 
avowed Cartesians includes men of genius 
like Antoine Arnauld (1612-94) and Nicolas 
Malebranche ( 163!H715). 

Descartes's major works include the Dis­
course 011 Method ( 1h37) and accompanying 
essays illustrating his method, and the Prin­
ciple.ml Phi/o.wphy ( 1h44) which is a system­
atic presentation of Cartesian metaphysics 
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and natural philosophy. With such writings 
Descartes led the modem philosophers' 
rebellion against the metaphysical tradition 
that depicted the universe as a hierarchy of 
natural kinds culminating in the supreme 
being, God, and which partitioned the 
sciences likewise, according to the genus of 
beings studied, in an isomorphic hierarchy 
culminating in theology. But Descartes's re­
arrangement of this traditional picture is 
most artfully accomplished in his philoso­
phical masterpiece, the Meditations on First 
Philosophy, first published in 1641 together 
with five (and then in 1642 with seven) sets of 
objections by noted thinkers and replies by 
the author. The comments on Descartes's 
metaphysics which follow are based mainly 
on this text. 

There were. of course. precedents for 
Descartes's philosophical rebelliousness. As 
a physicist and a mathematician. he was well 
aware of the alternative to Aristotelian 
physics and celestial mechanics proposed by 
Galileo, and of the militant opposition given 
it by scholastically trained authorities. As a 
student of the Jesuits he must have been 
aware of the issues of Reformation and 
Counter-Reformation. Finally the ancient 
sceptical teachings. recorded by Sextus 
Empiricus (c. 150-c. "'i). had been popular­
ized half a century earlier in the \'emacular 
essays of M. E. de Montaigne ( 1533-92). 
Whether such examples of intellectual unrest 
were motives for Descartes or merely point to 
a common cause cannot here be determined. 
In any case. he saw more clearly than most of 
his contemporaries, and more deeply than 
any of his rivals. the direction that modem 
philosophy would ha,·e to take to adjust itself 
to the rising importance of the reformed 
natural sciences in a climate of general scepti­
cism. Not the least merit of the Meditations 
is their tactfulness. Without forgetting the 
urgency of reawakened scepticism. with 
which Meditation I begins. the title word 
'meditation· yet suggests the Jesuit ·spiritual 
exercises·. holding out the hope of insight as 
the reward of labour. The ideal meditator 
must be someone ·completely free of pre­
judice and able to withdraw from commerce 
with the senses' (ATVII, 4, 28f.). Such a person 
will realize that what is commonly held to be 

DESCARTES, RENt 

certain is dubitable in some degree and will 
find indubitable only what he perceives 
'clearly and distinctly'. And Descartes will 
establish as a general rule that whatever is 
clearly and distinctly perceived is true (Med. 
m, AT VD, 35, 14f.). 

On the basis of this general rule, then, the 
'fluctuating testimony of the senses', which 
had been the starting-point of traditional 
metaphysics, can be disqualified. In the 
famous 'wax experiment' of Meditation II 
Descartes shows how all the sense-related 
properties of a ball of wax - its colour, taste, 
texture, etc. -are altered when it melts. Yet it 
remains numerically the same wax. Thus the 
body is not that which we knew confusedly by 
the senses, but that which we can perceive 
clearly by the understanding - its extension, 
flexibility, and mutability. By these Descartes 
intends a perfectly general, philosophical 
notion of volume and shape. The latter two, 
together with motion, are the fundamental 
properties by which the new mechanistic 
physics sought to understand all physical 
phenomena, and to which it attempted to 
reduce them. So, in the wax experiment we 
get an excellent example of what Descartes 
meant when he wrote to Mersenne (28 
January 1641): 

... I shall tell you, just between ourselves, that 
these six Meditations contain the whole foundation 
of my Physics ... I hope that readers will slowly be­
come accustomed to my principles before realizing 
that mine destroy those of Aristotle. (AT 111, 297, 
31-298, 7.) 

The ideal of extending geometrical reason­
ing to every domain of enquiry was central to 
Descartes's plan for reform of the sciences 
(cf. Discourse on Method u, AT VJ, 19, 6-17). 
Passages like the one concerning the wax 
experiment show that this ideal may be at 
work beneath the surface, even where the 
discussion nominally concerns traditional 
metaphysics. By Descartes's method ooe is 
able to 'discover' the fundamental nature of 
body to be geometrical extension, and of the 
physical world to be the clockwork inter­
action of parts of extension, whose only 
motion is local motion. Hence Cartesian 
nature. like that of Galileo, is a universal 
mechanism best described in the language of 
mathematics. 



DETERMINATE/DETERMINABLE 

According to Descartes, however, we can­
not make this fundamental discovery about 
nature until we have made a prior subjective 
discovery about our own existence, as think­
ing things. The certainty of my own existence, 
which is clearly and distinctly evident to me 
while I exercise doubt ( or any other mode of 
thought) is logically the first clear and distinct 
deliverance of reason. It also provides the 
standard of clarity and distinctness by which 
all subsequent inferences may be judged. The 
famous words, cogito, ergo sum, stand, at 
least implicitly, at the beginning of every 
enquiry. Thus all the objective discoveries 
about the external world presuppose subject­
ive ones about the mind, its existence, and 
nature. And these would remain unshaken 
even if all the doubts of the sceptics concern­
ing the external world were true. The logical 
priority of the subjective brings with it the 
methodological priority of epistemology over 
metaphysics, which has been a characteristic 
of modern thinking since Descartes. 

But this new dependency had its own 
problems. The thinking subject (res cogitans) 
is totally different from its object, the bodily 
world (res extensa). Mind is thinking, but 
unextended. Body is extended, but unthink­
ing. Probably the most serious shortcoming 
of the Cartesian philosophy was its failure to 
provide any clear account of how mind and 
body could interact. Descartes often said that 
the mind moved the body as heaviness moves 
a stone, apparently unaware that such a 
conception of mind was as untenable as the 
physics from which the analogy was drawn. 
The unresolved problem of psychophysical 
dualism was one of the chief legacies of 
Descartes. Malebranche's ·occasionalism', 
Spinoza's 'monism·. and Leibniz's 'monad­
ism • are all attempts to overcome it. So also 
are many subsequent and unsuccessful 
versions of materialism and idealism. that 
have tried to cut the Gordian knot by doing 
without one or the other of Descartes's two 
principles. 

Descartes also exercised a profound influ­
ence on the erstwhile centre of metaphysics -
theology. For his own part he avoided theo­
logical issues as much as possible, but leading 
theologians of his day saw in his philosophy 
the ideal remedy to stem the rising tide of 
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materialism, atheism, and libertinism. In the 
words of his contemporary, Arnauld, the 
philosophy of Descartes was: 

a singular effect of the Providence of God, who 
wished to end the frightful penchant of many 
people these days toward irreligion and libertinism 
by a method suited to their disposition (Antoine 
Amauld, Oeuvres, v. 38, p. 136). 

Descartes was able, it seemed, to defend 
major religious truths (the existence of God 
and the immateriality, hence possible immor­
tality, of the soul) on grounds acceptable to 
secular or even atheistical thinkers. The great 
17th-century shift in Christian apologetics 
from Christology to philosophical theology 
was hastened, if not occasioned, by the 
thought of Descartes. 
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GRAEME HUNTf.R 

Determinate/Determinable 

The distinction between determinates and 
determinablcs was introduced by the logician 
W. E. Johnson, who refers to the contrast 
between mode and <11trib111e in Descartes 
and Spinoza. Johnson's distinction is one 
among what he calls 'adjectives' in a non­
grammatical sense, i .c. among properties and 
relations. Adjectives characterize things or 
(if they are relations) thing-couples more or 
less determi11u1ely, more or less specifically. 
Red, e.g., is less determinate than carmine. If 
one compares and orders adjectives with 
regard to their determinateness, one does not 
arrive at a series with a single least deter­
minate adjective, but at several trees whose 
routs are all least determinate or maximally 
unspecific. These adjectives are the deter-
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minables and the others the determinates. 
Examples of determinables are colour and 
shape, or rather: coloured and shaped. Ad­
jectives comparable in respect of their 
determinateness, i.e. adjectives belonging to 
the same tree, are collected by the respective 
determinable, they are determinates of this 
determinable. 

comparable; they are the fundamenta divi­
sionis of classification and the bases of incom­
patibilities between properties, they are in­
volved in causation and dependence as fac­
tors and they are the ranges of substitutions 
which occur in change. 

Johnson concedes that words such as 
'colour' stand also for classes of determinates 
of the same determinable, for example in 
sentences such as ·Red is a colour'; here there 
is a similarity to generic names such as 'man' 
as they figure in sentences such as 'Pl~to is a 
man'. He insists, however, that while the 
class of men is defined by common proper­
ties the class of colours is not, so that the 
fo~er sentence. unlike the latter. is not 
equivalent to a property predication. Thus 
Johnson considers determinables not as ad­
jectives of. but as adjective~ on the sa~e !evel 
as the associated determinates. Tots 1s an 
irr:portant point in Johnson's doctrine since 
he assumes that the characters of things are 
absolutelv determinate. so that only the tops 
of the tr;es. i.e. the maximally specific ad­
jectives. appertain to things. All other adject­
ives arise from the mdetermmateness of our 
thinking of these characters. Hence the deter­
minable adjectives too must be derivable 
from the latter. 

That Johnson chose the expression 'deter­
minable' rather than •indeterminate' has to 
do with his ,·icw of predication. To be 
characterized by a certain adjective. a thing 
must first be the kind of thing that can have 
this adjective. which is the case if it is 
characterized by the respective determin­
able. A surface has colour. a dream has not. 
The former can be red. the latter cannot. A 
surface is determinable with respect to colour. 
a dream is not so determinable: it cannot 
have any of the determinates of the determin­
able colour. 
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Determinism 

The formation of the word 'determinism' 
and the role it has played in philosophy 
clearly imply that 'determinism' must be 
understood as the thesis that the past and the 
laws of nature determine a unique future. 
That is to say: if A is a proposition that 
completely describes the momentary state of 
the world at a certain time, and B is a 
proposition that completely describes the 
state of the world at some later time, and if L 
is the conjunction into a single proposition of 
all laws of nature, then the conjunction of A 
and L entails B. (Many philosophers would 
hold that if the past in this way determines a 
unique future, the future in the same way 
determines a unique past: that the conjunc­
tion of B and L entails A.) The problem of 
defining ·momentary state of the world' and 
'law of nature' is generally conceded to be of 
very great difficulty. 

Whatever one·s opinion of Johnson's 
ontology and theory of knowledge. one can­
not deny his merit of having drawn attention 
to property kinds. where philosophers mostly 
deal with single properties. Johnson shows. 
moreover. that we are confronted with deter­
minables in many contexts: in comparison 
they are the respects in which things are 

It is this idea of determinism that underlies 
the famous image of Pierre Simon de Laplace 
(1749-1827), an image of a vast Intelligence 
who is able mathematically to derive the state 
of the universe (the position and momentum 
of every particle of matter) at any time, given 
its state at any earlier time. But the possibility 
of such a calculation is not entailed by the 
above definition, even given the existence of 
the Intelligence and the classical conception 
of ·state·, for the fact that p entails q does not 
imply that q is mathematically derivable from 
p. Nevertheless. determinism in the presen1 
sense is often referred to as Laplacian deter 
minism. Other statements or definitions o 
determinism - e.g .. that every event has 
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cause - must be regarded as adequate only if 
they are equivalent to 'Laplacian' determin­
ism (hereinafter called 'determinism'). 

The denial of determinism is indetenninism. 
Indeterminism may be thought of as the 
doctrine that the laws of nature are suffi­
ciently "loose' that at some moments they 
allow the history of the physical universe to 
'fork', to go on in either of two incompatible 
ways. 

Three sorts of consideration have been 
appealed to in attempts to establish the truth 
or the falsity of determinism. First, it has 
been argued that it can be shown a priori that 
determinism is true, since, if determinism 
were false, some events or facts would lack an 
explanation; and this, it is held, would be 
a violation of the Principle of Sufficient 
Reason. Secondly, it has been argued that 
empirical science has discovered, or by its 
success demonstrated, or presupposes, the 
truth of determinism; and it has also been 
argued that empirical science has discovered 
that determinism is false. Thirdly, it has been 
argued that human free will requires inde­
terminism. 

An appeal to the Principle of Sufficient 
Reason for this or any other purpose would 
seem to be of doubtful value, since there are 
no clear statements of this "principle'. The 
scientific status of determinism is a matter of 
intense and highly technical controversy. It 
is. however. probably correct to say that 
current physics endorses indeterminism, and 
that it is very hard to see how any future 
developments in physics could lead to a 
withdrawal of this endorsement. 

The body of philosophical controversy 
about determinism has to do with the relation 
between determinism and free will. An agent 
is said to have free will ifhe can (is able to, has 
it within his power tu) act differently from the 
way he in fact act,. Thus a certain person's 
lie was an act uf free will if that person, 
instead uf lying, could have told the truth 
(was able to tell the truth, had it within his 
power to tell the truth). The words 'free will' 
are a misleading name fur the power tu du 
otherwise, but they have no generally recog­
nized alternative. 

Determinism is linked with free will in the 
history of philosophy because of the lamou, 
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'problem of free will and determinism'. The 
problem can be posed as a dilemma: if 
determinism is true, one has no free will, 
since one's acts are determined by events in 
the remote past, which one obviously has no 
control over; on the other hand, if determin­
ism is false, one has no free will, since 
undetermined events are due entirely to 
chance, and chance events are outside any­
one's control. There is, therefore, no free will 
(and, presumably, no moral responsibility). 

Most of the great philosophers who have 
written on this problem have rejected the first 
horn of the dilemma. Such philosophers are 
called compatibilists because they hold that 
free will and determinism are compatible. 
Thomas Hobbes, David Hume, and John 
Stuart Mill are compatibilists. Kant and Jean­
Paul Sartre are perhaps 'incompatibilists', 
although it is doubtful whether either was 
addressing 'the problem of free will and 
determinism' as it is here formulated. 

Compatibilists generally argue that 'free 
will' is a dispositional causal power, like 
fragility or solubility, and that it can therefore 
exist in a wholly determined world. (A pane 
of glass could be fragile even if it could be 
foreseen by the Laplacian Intelligence that 
nothing would ever strike it, and thus that it 
would never break.) 

lncompatibilists argue their case first by 
carefully elaborating the argument that, if 
determinism is true, one has no free will, 
owing to the fact that one's acts are deter­
mined by factors over which one has no 
control, and. secondly, by attacking the 
thesis that free will is a dispositional causal 
power. If they believe in free will - not all 
incompatibilists do- they may also attempt to 
explain how an agent could have a choice 
about the outcome of a causally undeter­
mined process. 

The debate between the compatibilists 
and the incompatibilists shows no sign of 
resolution. Therefore, even if it could be con­
clusively demonstrated that human beings 
had free will. this would not constitute a 
generally accepted demonstration of inde­
terminism. 

Many of the tcdmical terms employed in 
this artidc have been used in more than one 
sense. Some philosophers have regarded in-
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compatibilism as so obviously true that they 
have used 'determinism' to mean the con­
junction of determinism ( as the term is used 
in the present article) and incompatibilism. 
This usage is now avoided by careful writers. 
It was William James who introduced the 
widely used terms "hard determinism' and 
'soft determinism'. Hard determinism is the 
conjunction of determinism and incompatib­
ilism. Soft de1erminism is the conjunction of 
determinism and compatibilism. 
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Dialectics: 
I: Dialectical Argument 
Aristotelian dialectic has at least 1wo neces­
sary characteristics: 

I. the form of the method is question and 
answer (Top. 155b7-16). 

2. the argumentation employed in the 
method is ··from accepted opinions­
(evbo;n) ( Top. JUO.i29-b.:!2). 

At Topics IUOalS-2-1 the grand aim of the 
method is said to be: to argue about any 
problem whatso.:n:r \\ithout falling into 
contradiction. Later in the Topics the scope 
of the method is limitcd to ,.kbate of dialectical 
problcms. i.c. problems which e,·oke contro­
versy or about which th.: majority and lhe wise 
have no opinion ( Top. IO-lbl-5). That there 
arc no houndari.:s 10 lh.: problems which 
dialectic treats remains none the less a charac­
terization of diakctic in Aris101elian works 
(Sop!,, El .• 172a9-15: Posl. A11. 77a2b--35). 

The connections and distinctions between 
dialectic and metaphysics have been matters 
of dispute. The disputes centre around how 
lo distinguish metaphysics from dialectic. and 
how dialectic applies to metaphysics in the 
investigation of the first principles of meta­
physics. particularly the proof of the Prin­
ciple of Non-Contradiction at Meraphysics 
I OOoa l 8-1007b 11!. 

DIALECTICS I: DIALECTICAL ARGUMENT 

One view on the distinction between dia­
lectic and metaphysics, originally proposed 
by G. E. L. Owen (1960). is that dialectic is a 
method which pertains to Aristotle's earlier 
thought in the Orga11on and not strictly to his 
later thought in the middle book of the 
Meraphysics. In the Organon, Owen argues, 
Aristotle holds that a general science of being 
which transcends the special sciences is im­
possible because 'being' is not predicated 
univocally but applies to different subjects in 
different ways; dialectic, on the other hand, is 
a method with sufficient generality to treat 
any problem in any science, but ·reasoning' in 
dialectic proceeds from opinion not know­
ledge, so any conclusion to dialectical reason­
ing can only be accepted as tentative. In 
Books IV, VI, and VII of the Melaphysics 
Aristotle introduces and applies the notion of 
•focal meaning' to 'being' which explains how 
various senses of 'being' depend upon the 
primary sense, namely substance, but avoids 
lhe consequence !hat 'being' is predicated 
univocally of its subjects. At this later stage in 
Aris101le's thought the role of dialectic as the 
only discipline which transcends the sciences 
is usurped, and it becomes an auxiliary 
discipline to metaphysics. 

J. D. Evans (1977) has stressed that in both 
the Orga11011 and lhe Melaphysics Aristotle 
gives a consistent account of the connections 
and distinctions between dialectic and the 
sciences, including lhe science of being q11a 
being. Evans claims that Aristotle consist­
ently views dialectic as a method whose 
employment allows one to move beyond a 
pre-scientific use of the faculties, i.e. a use 
which concerns reasoning from the beliefs of 
specific people or a group to the scientific use 
of the facullies. a use which concerns reason­
ing from knowledge. (Propaedeutical charac­
terizations of dialectic have been given also 
by Michael F. Burnyeat (1981) and M. C. 
Nussbaum ( 1982) concerning the possible 
role of dialectic in coming to the 'under­
standing· of universal truths.) But dialectic is 
·ontologically neutral' even in this latter 
employment, because dialectic makes no 
unqualified attempt to investigate the nature 
of being or anything else. 

Whether or not we accept Evans's or 
Owen ·s view on the role of dialectic in the 
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development of Aristotle's thought, to 
characterize Aristotelian dialectic as 'onto­
logically neutral' or as 'a method distinct 
from metaphysics' does not do justice to the 
many metaphysical assumptions of the 
method of the Topics (and here the distinc­
tion between ontology and metaphysics and 
how these notions apply to Aristotle's 
thought should be kept in mind (see J. Owens 
1986): the 1opoi themselves, numerous rules 
and strategies for how to 'construct' and 
'destruct' dialectical arguments (Top. 
II-VII) are based upon the theory of the five 
predicables: definition, species, genus, prop­
erty, and accident. The predicables pre­
suppose an essence/accident distinction, a 
distinction between predicates which belong 
to or signify the 'what is it' of a subject and 
those which do not. Moreover, the theory of 
the five predicables is explicitly located with­
in the theory of the categories (Top. 103bl-
19). This implies that the traditional onto­
logical scheme of the Ca1egories, the onto­
logical square, is a presupposition of dia­
lectic, though Aristotle does not elaborate on 
this. It may be the case that in the Topics the 
possibility of the science of being qua being is 
not envisioned, but the method of the Topics 
has its foundation in a rather explicit view of 
how reality is structured. 

If we consider how dialectic applies to the 
study of metaphysics then the primary text 
is the ·elenctic proof of the PNC (Principle of 
Non-Contradiction) in Melaphysics 1006a18-
1007b18 (by 'elenctic proof Aristotle means 
'dialectical proof). Numerous comment­
ators, ancient and modern. have puzzled 
over this text (see Lukasiewicz 1979). 
Among the more recent, it is T. H. Irwin who 
claims that Aristotle intends his proof to 
produce non-demonstrative knowledge of 
the PNC. According to Irwin, the application 
of dialectic in the proof involves argument 
from premisses which no interlocutor can 
rationally deny, premisses essential to 
reasoning itself. Thus such a proof of the PNC. 

although non-demonstrative, yields know­
ledge of the PNC, and stand, a, an example of 
how a first principle can come to be known 
without the exercise of the intuitive intcllccl 
(voii,;). A. Code (1986) has recently argued 
that Irwin mistakenly thinks !hat Aristotle 
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intends to prove the PNC by the elenctic proof 
(besides, Code points out that the proof 
employs semantical and metaphysical 
assumptions which cannot be considered 
rationally irrevocable). Code suggests that 
Aristotle merely intends to prove things 
about the PNC. By this he means that the 
elenctic proof does not stand as a demon­
stration that the PNC is true but provides 
reasons why the PNC is true to someone who 
already accepts that it is true (e.g. the PNC is 
necessary for significant speech and thought). 

There is no textual support in the Topics 
for the kind of use for dialectic Irwin pro­
poses. Code, however, can maintain that the 
elenctic proof is an example of how dialectic 
can be used in the investigation of the first 
principles of a science, a use for dialectic 
mentioned at Topics 101a27-10lb4. 
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DONALD f,"f.l.lPE 

Dialectics 
JI: Dialectics and Inconsistency 

Tl1t: word 'dialectics has been employed to 
convey quite different meanings. Its pristine 



217 

sense, especially in Plato's work, was the 
method of doing philosophy by exchanging 
questions and answers. Aristotle in the 
Topics understood dialectics as an art of 
reasoning subject only to constraints enfor­
cing plausibility rather than cogency. the 
latter pertaining to logic proper. Later on, 
though. 'dialectics' came to mean just logic, 
and it was in that sense that the word was used 
through most of the Middle Ages and the 
Renaissance. 

The nowadays prevailing sense of 'dia­
lectics' somehow. if in a roundabout way, 
originates with Kant. for whom dialectics was 
the study of the ideas of pure reason in their 
transcendental usage, that is to say when they 
are used beyond their merely regulative role 
and as (purportedly) constitutive concepts. 
thus being assigned a cognitive status which 
does not belong to them. One of the divisions 
of such dialectics was the study of the anti­
nomies of pure reason. which are contradic­
tions ensuant upon a transcendental use of 
the idea of the world. This is how the word 
"dialectics' came. after Kant and especially in 
Hegel"s work. to mean the disclosing of 
insurmountable contradictions. 

Kant only thought such contradictions are 
insurmountable insomuch as. O\\ing to a 
transcendental illusion. people are bent on 
stretching the use of reason beyond its im­
manent scope. i.e. on taking it to pro,ide 
knowledge rather than mere!~ regulative. 
research-guiding. standards or ideals. Hegel. 
while agreeing that those antinomies did 
indeed arise. argued that. for one thing. 
countless man,· :,tht:r contradictions. too. 
emerge m tru,:. and. for another thing. no 
contradiction is to be ,,.·oided - since only 
some tenderheartedness towards reality de­
harred Kant from recognizing that the con­
tradictions arc in fact present in the real 
world, instead of being the creation of a 
purely subjective view of the mind. 

Hegel. too. granted that the contradictions 
are to be overcome. but overcoming or 
a11flrebe11, as he understood it, was by no 
means the same as dispelling or eliminating; 
it was conceived of as a process by which that 
which is overcome is at the same time an­
nulled or cancelled and yet also kept. even 
enhanced, brought to a higher level. Dia-

DIALECTICS II: DIALECTICS AND INCONSISTENCY 

lectics is according to Hegel the view, proper 
to (negative) reason as against mere under­
standing, which is able to uncover the contra­
dictions in things. (It is outranked by specu­
lative thought, thought which, while also 
belonging to reason, is positive in that it 
not just points to or makes out but asserts 
or recognizes the existence of contradictions 
in things, even if it also denies it, thus 
adopting a higher or superior view, which 
transcends the onesidedness and also the 
shyness characterizing both understanding 
and negative reason.) 

Such Hegelian views were not precedent­
less. Forerunners thereof can plausibly be 
argued to be, e.g., Heraclitus (fl. 500 ec) 
and Aenesidemus ( c. 80-40 ec), and also 
some of Plato's later dialogues, especially 
Parmenides and Sophist, as well as a long 
Neoplatonist tradition, represented mainly 
by Plotinus (c. 205-70), Proclus (c. 410-85), 
the Areopagiticum Corpus, John Scottus 
Eriugena (c. 810-77), and. to a lesser extent, 
Augustine. But the main anticipation of the 
Hegelian thesis of the contradictoriness of 
the world is to be found in the work of the 
latest great Neoplatonist, Nicholas of Cusa, 
who extolled understanding the coincidence 
of the opposites in God as the summit of 
human thought, which he showed to require a 
new, non-Aristotelian, logic, within which 
the principle of non-contradiction would be 
negated. but not rejected - it would incorp­
orate a copulative approach, according to 
which both the est et non est and its negation, 
the nee est nee 11011 est, would be asserted and 
combined into a new kind of speech. 

Some post-Hegelian thinkers, especially 
Marxists, have tried to rescue Hegelian dia­
lectics, while waiving the whole of the Hegel­
ian system as a dross. Although no unan­
imity has been reached among the interpreters 
concerning the gist of the dialectical views 
put forward by authors such as Marx, Engels, 
and Lenin, they can be cogently argued to 
have stood by the Hegelian belief in the 
existence of true contradictions. They are not 
alone in maintaining such a view. Another 
school in contemporary philosophy which 
has also upheld dialectics in the sense of 
asserting the reality of contradictory truths 
is the kind of e11ergetism espoused by the 
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Romanian philosopher Stephane Lupasco 
and his French disciple Marc Beigbeder (see 
Beigbeder 1972). 

Finally, a revival of dialectical thought has 
been brought about by the construction of 
paraconsistent systems of logic. Thus, e.g., 
some logicians have alleged that the dialect­
ical principle of the unity of opposites can be 
regarded as a defensible proposal within a 
paraconsistent formal framework (Routley 
1979, da Costa and Wolf 1980, Rescher and 
Brandom 1980, Priest 1982). 

Likewise, the author of the present article 
has argued for a dialectical metaphysics 
which, while agreeing with the Hegelian view 
that there are contradictory truths. articu­
lates such a view within an entirely different 
framework. putting forward a quantitative 
dialectics by stressing that true contra­
dictions are always ensuant upon i11between­
ness, i.e. upon the existence of degrees 
of existence or truth, which are intermediary 
between absolute truth and utter false­
ness. (Non-sentential truth is regarded as 
nothing else but the existence of states of 
affairs.) 

This dialectical approach - whose thrust is 
to be regarded as carrying ( something akin 
to) the Leibnizian principle of continuity to 
its ultimate consequences - has been termed 
a comradictorial gradualism (but also goes by 
the name of ·ontophantics') and, besides 
being developed into a comprehensive 
system of metaphysics and epistemology, has 
been articulated through a paraconsistent, 
infinite-valued system of logic, which its 
author has claimed to be the fulfilment of 
Cusa'sproject. By such an articulation. which 
is still in progress, the system has evolved 
into an axiomatic (fuzzy) set-theory, with 
modal. temporal, doxastic. and deontic ex­
tensions. It has been suggested to constitute a 
viable solution to difficulties such as the 
sorites and a number of paradoxes in those 
and other areas- e.g. value and duty conflicts 
in ethics. On the other hand. ,omc critics 
(e.g. da Costa 19H9) have pointed out that 
the formal system thus constructed is both 
hard to master or assess and undecidable, 
and that the philosophical approach is 
fraught with too heavy ontological commit­
ments. 

218 

FURTHER READING 

Beigbeder, M., 1972, Contradiction et nouvel 
entendement, Paris: Bordas. 

Costa, N. C. A. da, 1989, "Aspeclos de la filosorra 
de la l6gica de Lorenzo Pena", Arbor, 520. 

Costa, N. C. A. da, and Wolff, R., 1980, "Studies 
in paraconsislent logic I: the dialectical principle 
of the unity of opposites", Philosophia, 9, 
189-217. 

Pena. L.. 1985, El ente y su ser: un estudio /6gico­
me1afisico. Le6n: University Press. 

- 1987, F1111damentos de 01110/og(a dialictica, 
Madrid: Siglo XXI. 

Priest, G., 1982, "To be and not to be: dialectical 
tense logic", Studia Logica, 61, 2/3, 249-68. 

Rescher. N. and Brandom, R., 1980, The Logic of 
Inconsistency, Oxford: Blackwell. 

Routley, R., 1979, "Dialectical logic, semantics, 
and metamathemalics", Erkennlllis, 14, 301-31. 

LORENZO PENA 

Dilthey, Wilhelm 

Wilhelm Dilthey (1833---1911) was a German 
philosopher and historiographer. After 
having studied history, philosophy, and 
theology (with, amongst others, August 
Boeckh, Leopold von Ranke, and Friedrich 
Adolf Trendelenburg), Dilthey became pro­
fessor at Berlin, moving from there to teach 
at Basel, Kiel, and Breslau and finally back 
to Berlin (1882-1905), where he had been 
called as successor to Rudolf Hermann 
Lotze. His vast output was made up primarily 
of studies on the problem of historical know­
ledge and on the methodological foundations 
of the Geisteswissensclwften. lie came to be 
known as one of the foremost exponents 
of the hermeneutical tradition and one of 
the founding fathers n[ historicism. Dilthcv 
is, however. the author of numerous oth~r 
essays on ethics, aesthetics, literary criticism, 
psychology, pcdago&'Y, and, most importantly, 
historiography. 

At the centre of Dilthey·, philosophical 
work, beginning with F.inlei11111g in tlie Gei­
steswissensclraftett of lHHJ. stands the fumla­
mcntal problem of a 'critique of historical 
reason' which addrcsst:s itself to defining the 
subject matter, the conditions of possibility, 
and the modalitit:s specific to our knowledge 
of the historical-spiritual world - in much the 
same way a, Kant's lirst Critique had done 
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for the natural sciences. Where the natural 
sciences are concerned to explain (erk/aren) 
facts and events by means of general hypo­
theses, in the Geisteswissenschaften the 
knowing subject, itself a part of the objective 
field that it investigates, must understand 
(verstehen) the structures and symbolic rela­
tions of human reality. This understanding 
takes place as it were •from within' and on 
the basis of manifestations or expressions 
of meanings (LebensaujJerungen). The 
latter can be, for example, artistic, cultural, 
philosophical, moral, religious, political, or 
institutional. 

Dilthey believed that founding a general 
doctrine of historical understanding called 
for a descriptive or analytic ps_vcho/og_v dis­
tinct from empirical or physiological psy­
chology. This would investigate the criteria 
that give order to our understanding of the 
historical-spiritual world on the basis of an 
examination of the original psychic unity of 
the individual human subject ( in the three 
separate but interconnected areas of thought. 
will, and feeling). He developed this psycho­
logical foundation of the hermeneutic pro­
cess of understanding primarily in his /deen 
zu einer besclrreibenden 11nd =ergliedemden 
Ps_vchologie of 1894. 

In his later writings. however, Dilthey 
assigned an increasingly secondary role to 
psychology. In its place. he de,·eloped and 
worked out an ·ontology of life". This had as 
its object the specific historical nature of life 
and sought to construct the categories cor­
responding to the hasic ontological structures 
thereof. Der .-\11fb,111 c/,•r gescl1icluliche11 Welt 
in den Geistesll'issmsdwften of 1910 is the 
fullest statement of his views. In the last stage 
of his ;1ctivity (especially in Das Wesen der 
Plrilosoplrfr of 1907). Dilthey sought also to 
avoid the collapse of historicism into cultural 
relativism. Thus he hegan to reflect on the 
cultural self-representation of philosophy 
with the aim of individuating the different 
basic types of Wdra11sc/1a11u11ge11. 

Through his work Dilthey exercised a great 
influence on contemporary culture. His 
thought has been taken up ahove all by 
thinkers in a historicist vein close to his 
own (such as Georg Misch, Ernst Trodtsch. 
Friedrich Meinecke. Eduard Spranger. Hans 
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Freyer, Erich Rothacker), but it has also 
been critically discussed by phenomenologists 
(Edmund Husserl, Martin Heidegger), in the 
philosophy of existence (Karl Jaspers, Jose 
Ortega y Gasset), in sociology (Max Weber, 
Werner Sombart), and in anthropology 
(Helmuth Plessner). It has recently become 
an object of study in the context of a renewed 
interest in hermeneutics, for example in the 
work of Hans-Georg Gadamer. 
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FRANCO VOLPI 

Diodorus Cronus 
Diodorus Cronus of lasos in Caria (Asia 
Minor) was taught by a pupil of Eubulides 
(4th century BC) named Apollonius Cronus 
of Cyrene (4th century BC), and was estab­
lished as a teacher of dialectics in Athens 
about 310 BC. As shown by D. N. Sedley 
( 1977) he did not die in 307 BC., but was 
active until about 290 in Athens. and in­
fluenced the founders of the three Hellenistic 
Schools there (Epicurus. Zeno of Citium, 
and Arcesilaus (c. 315-c. 240 Bc)); he then 
moved to Alexandria. where he died after 
285 BC. An old tradition has it that Diodorus 
was a member of the Megarian School. and 
uses this to interpret his tenets. But it is only 
later that Hellenistic biographers constructed 
the tradition of a philosophical school founded 
by Euclid of Megara; and Diodorus too did 
not belong to the Megarian School proper, 
i.e. to the circle around Stilpo of Megara 
(c. 38lk. 300 BC). Instead he was the most 
prominent figure of a rival group, the Dialect­
ical School, twelve members of which we 
know by name. in addition to Diodorus 
and his pupil Philo (4th century BC) (cf. 
Giannantoni 1985). This school cannot be 
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characterized by ontological positions, par­
ticularly not by an Eleatic one, but continued 
discussing by means of yes/no questions, in 
analogy to Aristotle's concept of dialectic. 
Accordingly it was especially interested in 
logic, above all propositional logic. In this 
respect it also had a great impact on the early 
Stoics. 

In Diodorus' doctrines dialectical interests 
predominate as well. But what he says about 
motion and the possible has at the same 
time some ontological relevance. Concerning 
the problem of motion he stated that one 
could not say 'something is moving', but only 
'it has moved'. Because of the sharp distinc­
tion between imperfect and perfect tenses 
this thesis shows some promise for a logic of 
tenses. To prove his statement Diodorus used 
several arguments, some of which say that 
neither a space nor even a time could be 
specified in which motion could take place. 
These arguments point to a cenain difficulty 
in thinking motion as a mode of being. 
Other arguments (one of them coincides 
with one from the first group) are based on 
the assumption of magnitudes without pans 
(a:µEpij) and render the thesis on motion a 
contribution to the history of atomism. For 
v.1th these arguments Diodorus countered an 
argument of Aristotle, who by reasoning that 
partless magnitudes were unable to move, 
tried to refute the idea of a partless body in 
motion (Phys. VI I, 23Jb21-232al7; JO, 
240b8-24Ja6J. 

Of more far-reaching influence were 
Diodoru, statements on the possible. Ac­
cording to him the possible is that which 
either is or will be true. To prove this 
definition. he invented the so-called Master 
Argument. which was concerned with at least 
the following three propositions: 

(lJ Every proposition true about the past 
i!> neces~ary. 

(2) An impossible proposition does not 
follow from a possi bit: one. 

(3) There is something possible which 
neither is nor will be true. 

The argument maintained that at least one ol 
these premisses had to be false. Since (I/ and 
(2) are obvious. as Diodorus thought. the 
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negation of (3), i.e. his definition of the 
possible, follows, from which he determined 
the other modalities as well. But how, and 
by which additional premisses, Diodorus 
formed the argument into a chain of regular 
syllogisms, is not quite certain. Although 
the reconstruction by A. N. Prior was of 
great merit, the discussion has continued, 
To decide between the various formal possib­
ilities, three additional criteria have been 
considered: (a) the argument was intended to 
demonstrate an inconsistency in Aristotle, 
who had accepted all the premisses (1), (2), 
and (3); (b) in antiquity it was held to be a 
deterministic argument; and (c) the most 
prominent logicians of the 3rd and 2nd cen­
tury ec accepted its formal consistency. In 
consequence of (c) those wanting to escape 
Diodorus' conclusions and - compare (b) -
to present a different view about determin­
ism, fatalism, and the free will question, had 
to challenge the assumptions (I) or (2) or one 
of the further premisses of the Master Argu­
ment. This was done in various ways by Philo, 
Panthoides (another member of the Dialect­
ical School), Epicurus, Cleanthes (c. 300-
222 BC), Chrysippus, and AntipaterofTarsus 
(d. c. 130 BC). The famous discussions con­
cerning the concept of true implication be­
long to this context as well. According to 
Diodorus, a conditional proposition is true 
precisely if "it neither was nor is possible for 
the antecedent to he true and the consequent 
to he false". Possibly even before Diodorus, 
Philo defined the concept of true implication 
in the sense of material implication; and 
shortly thereafter Chrysippu, declared p-q 
to he true if and only if the negation of q is 
incompatible with p. 
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KARLHEINZ ROI.SER 

Dispositions 

Dispositions are defined by conditionals that 
say how objects would behave in specified 
situations. For example, to be water-soluble 
is to dissolve if put in water. Many mental 
states are dispositions: to be brave is to be 
disposed to behave bravely. Dispositions can 
come by degrees (as these examples show), 
and can also be statistical: a fair coin is one 
that is disposed to have equal chances of 
landing heads and tails if fairly tossed. 

The conditionals which dispositions entail 
make them contentious, especially in the 
philosophy of mind. Some philosophers think 
these conditionals are neither true nor false, 
and hence that dispositions are not real 
properties. If so. then although supposed 
mental states like belief and desire may be 
reduced to the behaviour to which thev 
dispose us. they cannot then cause that ~­
haviour, or be themselves caused. e.g. by 
perceptions. 

Realists about dispositions (see e.g. 
Armstrong I %8) prefer therefore to identify 
them with whatever properties (their ·bases') 
cause the behaviour bv which thev are de­
fined: e.g. an object·~ solubility ·with the 
property that causes the object to dissolve- a 
property which is not gi,·en a priori and which 
may differ in different soluble objects. Simil­
arly. mental states may be identified with the 
(e.g. physical) hases that cause the behaviour 
lo which they dispose us: bases that are not 
deducible a priori and which may vary from 
person to person. These bases may then also 
interact. and have perceptual causes: a fact 
that enables simple behavioural definitions of 
mental states to be expanded into more 
realistically complex •functionalist' ones. 

Realism about dispositions also underlies 
'propensity' theories of chance. which identi­
fy a coin loss's chance p of landing heads 
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with whatever property would, if shared by 
enough tosses, virtually ensure (by the laws 
of large numbers) that the fraction of heads 
was close to p. (See Popper in Tuomela 
1978.) 

Most realists think dispositions need non­
dispositional bases: e.g. microstructural 
properties, or events. But what are these 
non-dispositional bases? They can't be prop­
erties like mass (a disposition to accelerate) 
or events like accelerations ( dispositions to 
increase velocity). So perhaps all properties 
are dispositions: i.e. mere 'truth makers' for 
their defining conditionals C (e.g. 'a would 
dissolve if put in water'). In other words, 
perhaps the property S that makes C true 
need only entail more conditionals C' -which 
need be no more essential to S than C is. So S 
may simply be identified by a true theory 
which entails C' & C: just as Newtonian mass 
(M) is identified by Newton's laws of motion. 
This may be all the identification that dis­
positionally defined properties need. 

Much recent work on mental and other 
dispositions, and further references, may b1 
found in the following collections. 
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O. H. MELLOR 

Disputatio, Post-Medieval 
The post-medieval disputatio (disputation 
from around the early 16th to the late 18th 
century) remains a little known topic in the 
history of logic with only a handful of second­
ary sources devoted to it (see Angelelli 1970, 
Ashworth 1988, and Felipe 1990). The most 
common technique of disputation from this 
period (studies of this technique have focused 
primarily on German second scholastic 
sources) has been called the ·argument' or 
·syllogistic' technique in which a Respondent 
defends a thesis against arguments advanced 
by an Opponent. The sources mention 
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several aims for the technique, but there 
seems to be agreement that the primary aim is 
the investigation of truth. Rules determining 
when a disputation is won or lost are never 
explicitly stated, so the account of how this 
primary aim of disputation is to be achieved 
must be abstracted from the sources. 

Rules of proof and a wide range of pre­
suppositions to the disputation provide the 
guidelines to determine which party is to 
prove and how a proof is to be evaluated. The 
rules of proof commonly accepted are affir­
manti incumbit probatio and quod opponens 
teneatur ad probationem. These rules are 
usually interpreted to mean that the Oppon­
ent is almost always held to prove his claims; 
whereas the Respondent is not held to prove 
his 'affirmations' nor is he obligated to prove 
the thesis (an exception to this is that if the 
Respondent denies the formal implication of 
the Opponent's argument, the Respondent 
must prove it invalid). The presuppositions of 
the disputatio fit neatly into the material 
forma distinction. The_ formal presupposi­
tions are logical rules determining the validity 
of categorical and hypothetical syllogisms 
which can be used by the Opponent to justify 
the formal consequence of an argument if its 
form is attacked by the Respondent. The 
material presuppositions are far-reaching 
claims about what is known to be true, 
plausible. doubtful, or false. 

The possible topics of dispute extend to 
any subject about which there exists doubt: 
ethics. politics. religion, or metaphysics. 
Consequently. it is difficult. ifnot impossible, 
to state the material presuppositions to any 
given disputation in a systematic way. Kant 
assailed the dispuratio because of its un­
justified metaphysical assumptions concern­
ing matters beyond the realm of possible 
experience (Logic All, CPR A60-2). This is 
strictly speaking, however, not a criticism of 
the methodology of disputation nor of the 
assumption, needed to dispute subjects 
besides metaphysic,. Nevertheless, Kant 
considered some metaphysical assumptions 
of post-medieval disputation essential to 
disputation itself. 

The Kantian view that metaphysics is in 
some ways essential to disputation contrast, 
with the lack of any treatment of mctaphys-
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ical assumptions in almost all the second 
scholastic tracts and treatises on disputation. 
The rule adopted to prevent endless trains of 
disputation is contra negantem principia non est 
dispurandum which determines that any pro­
position known to be true cannot be disputed 
or denied; but this rule is never explained by 
examples; for instance, Clemens Tunpler in his 
Logicae systema methodicum (1612), warns 
that principles of metaphysics should not be 
disputed, but he gives no examples. 

A full treatment of the metaphysical presup­
positions of post-medieval disputation, one 
which takes into account the differing meta­
physical views at various academies and 
schools, could only be given after extensive 
reading of the hundreds of disputations and 
dissertations devoted to metaphysical topics. 
This article cannot even scratch the surface of 
such a project, but it should be mentioned 
that among the second Scholastics some non­
Aristotelian theses were disputed, a fact which 
indicates some flexibility in some sources in 
applying the rule coll/ra neganlem principia 
non est dispurandum to metaphysical topics. 1n 
Jakob Thomasius, Erotemata /ogica (16n) for 
instance, "Is man a rational animal?" is used as 
an example of a question for dispute, and 
arguments opposing the thesis that man is a 
rational animal are considered. In addition, the 
first edition of Eroremara logica, which contains 
a whole section on disputation, is published in 
the same volume as Erotemata metaphysica 
(1677), but there arc no cross-references be­
tween the two works. This is a good example 
of the theoretical independence of disputation 
and metaphysics, in so far as the former 
properly belongs to the study of logical 
methodology. 
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Distinctions 

Aristotle. The point of departure for the 
medieval scholastic doctrines on distinction is 
passages in Aristotle's works where he spoke 
of items that are 'one ( or the same) in 
number' yet distinct 'in definition' (altern­
atively 'in being' or 'in form'). The idea here 
was that even in cases where we are con­
fronted with a single phenomenon rather 
than a class of several, as long as there are 
different non-synonymous descriptions ap­
plicable to it, there will be a distinction 
between individual entities that coincide in 
that phenomenon. One of Aristotle's ex­
amples was the road from Athens to Thebes 
and the road from Thebes to Athens. These 
coincide spatially and materially. but simply 
because going from Athens to Thebes is not 
the same as going from Thebes to Athens 
these roads are distinct in definition or being. 
~aintaining this kind of distinction allowed 
Aristotle to have a distinct indi\idual subject 
of predicates for every non-synonymous way 
of describing a panicular thing or phenom­
enon. Consequently. he could ascribe con­
trary predicates to the same thing under 
different descriptions. v.ithout claiming that 
precisely the same item directly bears these 
contrary attributes and thus \iolating the law 
of non-contradiction. There was no sugges­
tion on his pan, either, that these entities 
and their distinctness were mind or language 
dependent: they were not introduced but 
merely recognized by the mind when it drew 
distinctions between ,·oncepts. 

Aristotle's doctrine was panicularly inter­
esting to the scholastics because their theo­
logy compelled them to draw distinctions 
where there were not supposed to he any. 
namely in God. a completely non-composite 
or simple being. Despite his simplicity God 
somehow contains three persons all distinct 
from each other but each the same as the 
divine essence. Funher, acts of God's intel­
lect are the basis for acts of God's will: does 
this not imply some distinction between the 
divine intellect and the divine will"/ Likewise, 
in regard to the divine perfections of omni­
potence, wisdom, mercy. justice, etc.: can it 
really be maintained that these are all exactly 
the same attribute'/ 

DlfflNCTIONS 

Peter Abelard. In the early scholastic 
period the most subtle discussion of sameness 
and distinction occurred in Peter Abelard's 
Theo/ogia Christiana. Books III and rv. 
Abelard sharpened the notion of being 
distinct in number by reserving it exclusively 
for entirely separate things which share no 
common part. Sameness in number is, on the 
other hand, stronger than mere non-distinct­
ness, and amounts to having all parts in 
common. This Abelard also called sameness 
'in essence'. Distinctness in essence, how­
ever, is just non-sameness so that it requires 
nothing more than that some pan of one not 
be a pan of the other, and so distinctness in 
essence allows overlap and thus is weaker 
than numerical distinctness. To be the same 
in essence is just to coincide in precisely the 
same thing, on Abelard's scheme. 

Nevenheless, items can be the same in 
essence but differ as to propenies. Abelard 
described two ways in which this could 
happen. The first was where the one item 
bears some irreflexive and asymmetric 
relation to the other. Abelard's examples all 
involved something which is the matter of 
something else. e.g. wax and a wax statue. 
We can say the wax is the matter of the wax 
statue and is prior temporally to the wax 
statue: but we cannot say the wax statue is 
the matter of the wax statue nor that the 
wax statue is prior to the wax statue. Without 
doubt. though. the wax and the wax statue 
coincide in all their parts and thus are essen­
tially the same. Abelard said we have here 
items that are distinct in propeny but not in 
essence. 

The second way involves cases where be­
cause we have properties with different de­
finitions applying to the same essence we 
speak of items which are not the same as each 
other in definition even though they are the 
same in essence. One thing is the same in 
definition as another if and only if the mere 
fact of the existence of the one entails the 
existence of the other. and vice versa, as is the 
case with a blade and a sword. for example 
(where 'blade' and ·sword" are taken as 
synonymous, i.e. the property of being a 
blade and the propeny of being a sword are 
indistinguishable). An example of items that 
are distinct in definition but the same in 
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essence occurs when the same string of 
sounds is both a noun and a verb, or an 
assertion and a question. We do not say 
the noun is the verb, or the assertion the 
question, even though in each case they are 
the same essence. Since the noun and the 
verb, or the assertion and the question, are 
distinguished by the difference between what 
it is to be a noun and what it is to be a verb, 
or what it is to be an assertion and what it is to 
be a question, affirming the sameness of the 
noun and the verb, or the assertion and the 
question, will amount to identifying those 
definitions, rather than the essences, and 
thus will be clearly false. 

13th Century. Although Abelard tried to 
ground distinction of this latter type in a prior 
distinctness of properties, there was, as in 
Aristotle, no attempt to view the distinctions 
as merely conceptual or mind-dependent. In 
the later scholastics, on the other hand, this 
question of mind-dependence vs. mind-inde­
pendence came to the fore. In St. Bonaven­
ture, for example, besides a 'real' distinction 
(where it is not possible to identify numeric­
ally one extreme with the other) and an 
·attributional' distinction based on different 
·modes of being' (where a numerical identif­
ication is possible but a predicate may hold of 
one term and not of the other). we find, as 
well, a 'rational' distinction based on two 
different ·modes of understanding' the same 
thing. In this case the principle that what is 
true of one will be true of the other, and vice 
versa, seems to hold for all predicates except 
those which implicitly or explicitly relate 
their subjects to how they are conceived. 
Many attributes which we ascribe to God are 
distinct only in this last way, although the 
same terms applied to creatures will refer to 
really distinct attributes. For example, good­
ness and magnitude in a human being are really 
distinct, but in God they are only rationally 
distinct, for in the divine ca,,c nothing 'on the 
part of the thing' ( a parte rei) corresponds to 
the distinction. In effect, Bonaventure has 
demoted Aristotle's and Abelard's distinction 
in definition to a distinc1ion between subjec1ive 
entities which may or may not correspond in a 
particular case to an objec1ivc distinc1ion bet­
ween objective entities. In this way we can 
recognize distinctions among the many thing., 
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we say of God without implying any distinc­
tions in God himself. 

Later 13th-century thinkers introduced a 
further sophistication by distinguishing with­
in the realm of rational or mind-dependent 
distinctions those that have a 'real foundation' 
(sometimes called the virtual distinction) and 
those that do not. The former involve con­
cepts which apply to a reality because of that 
reality itself or something in that reality, 
although it may be the same real entity which 
grounds the application of distinct concepts 
to the same thing. It is the same reality, for 
example, that grounds the application of the 
concepts of goodness and power to God even 
though those concepts are different and con­
sequently God's goodness and power are 
rationally distinct. On the other hand, logical 
and grammatical concepts like universal and 
particular, abstract and concrete, do not 
apply to items because of any grounding 
reality in them; rather the ground is in the 
concepts, i.e. in the ways in which we under­
stand something. In this way it was possible to 
mark off rational distinctions that properly 
function in a real science like theology from 
those that pertain solely to rational, i.e. 
logical or linguistic, disciplines. 

John Duns Scotus. This trend of thought 
was rejected by John Duns Scotus. perhaps 
the most original thinker among the schol­
astics so far as questions of ontology are 
concerned. Returning to a position more like 
Aristotle"s or Abelard's, Scotus took differ­
ences between definitions to reveal objective 
distinctions, not just conceptual ones. This 
led him to claim that among distinctions a 
parte rei, i.e. those that exist prior to any 
intellectual activity, there arc some where the 
distinct entities arc separable, at least by 
divine power, and those where they arc not. 
even though they have independent defin• 
itions. For example, it may well be that a 
human being's intellect and will cannot even 
in principle be separated, but since what it is 
to be an intellect and what it is to be a will are 
separately definable. there: is still in humans 
some distinction of their intellect from their 
will which exists prior to anyone"s forming 
concepts of intdlect and will. 

The notion of separability of entities here is 
somewhat vexed. Scotus did not make clear 
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whether separation requires only that at least 
one of the items be capable of existing while 
the other does not, or that each be capable of 
existing although the other does not, or that 
both be capable of simultaneous existence 
while not being united as they were pre­
viously. The idea of separate definitions, 
however, is fairly clear. When we come to 
define the general notions of which each 
entity is respectively a particular instance, we 
must find that the understanding of neither 
notion requires the other to be understood. 
Thinking, i.e. the activity of the intellect, is 
quite intelligible apart from willing, and vice 
versa; hence a person's intellect and will are, 
as Scotus termed it, formally distinct. 

Scotus spoke of the formal distinction as a 
'qualified' real distinction which is less than 
the absolutely real distinction that requires 
separability of the entities. He thus allowed 
differences of degree among the distinctions 
that are a parte rei. There are, according to 
him, some that are even less a distinction than 
the formal, for example, the modal distinc­
tion, which exists between a degree and a 
quality that has that degree. It is easy to see 
that this line of thought can lead to a host of 
different sorts of entities that arc not abso­
lutely really distinct from the ordinary sub­
stances and qualities that e,·eI)· medieval 
metaphysician countenanced but yet are 
distinct in some real thou eh lesser sense. 

William Ockham. In r~action to Scotus, 
William Ockham contended that the only 
distinction that is independent of our con­
ceptualization is the one that requires separ­
ability. All other distinctions are 'rational'. 
i.e. mind-dependent in one way or another. 
Ockham ,ugues that if we do not allow the 
principle that contradictory predicates can­
not be simultaneously true of items that are 
really the same thing. then there will be no 
way to argue for any sort of real distinction at 
all. But Scotus·s position certainly has the 
result that items which are really the same 
(i.e. inseparable), e.g. will and intellect, are 
subjects for contradictory predicates, e.g. 
'directly brings about action' and 'does not 
directly bring about action·. 

Ockham also clarified the doctrine of 
rational distinctions. Whereas his predeces­
sors had talked as though the things rationally 
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distinguished were objective, real items while 
the distinction itself depended on differ­
ences in the way those things were conceived, 
Ockham held that only concepts in the mind 
are rationally distinct. His point made it clear 
that the concept-analysing activity of the 
logician deals solely with mind-dependent 
entities and cannot automatically be seen as 
saying anything about mind-independent 
entities. 

This view coupled with his opposition to 
any sort of 'lesser' real distinction safe­
guarded Ockham's ontology against the 
proliferation of entities we saw Scotus's posi­
tion led to. For Ockham the only distinct 
entities were those things which God could 
make exist apart from everything else. The 
conflict of Scotists and Ockhamists on 
matters of ontology, which was a prominent 
feature of late medieval and Renaissance 
scholasticism, promoted the whole question 
of distinctions into the front rank of philo­
sophical problems with which any serious 
thinker had to grapple. 

Francisco Suarez. This continued to be the 
case right up into Renaissance scholasticism. 
Francisco Suarez devoted one of his Meta­
physical Disputations to the doctrine of 
distinctions. He saw that Scotus's character­
ization of separability needed clarification, 
and be limited the real distinction to cases 
where both of the items distinguished can in 
principle be simultaneously maintained in 
existence apart from their previous union. 
He also effectively dropped Scotus's formal 
distinction to return to something more like 
the virtual rational distinction of 13th-century 
thinkers. On the other hand he does maintain 
a lesser real distinction of his own, which he 
calls 'modal'. This distinction seems de­
signed to handle cases where one reality is 
different from but ontologically dependent 
on the other, as figure is on a body and the 
inherence of a quantity in a subject is 
dependent on the quantity. 

Suarez and other scholastics were well 
known to non-scholastic philosophers of the 
17th century such as Rene Descartes, Antoine 
Arnauld, Leibniz, and Spinoza; the contro­
versy between Arnauld and Descartes on the 
distinction of soul and body reflects this 
influence. However, in general the topic of 
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distinctions tended to be dismissed with im­
patience the more modem philosophy cut its 
ties with its scholastic forerunners. 
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MARTIN TWEEDALE 

Drobisch, Moritz Wilhelm 

Moritz Wilhelm Drobisch was born on 16 
August 1802 and died on 30 September 
1896 having spent his entire life in the town 
of Leipzig. There Drobisch studied math­
ematics. astronomy, and natural sciences, 
becoming professor of mathematics in 1826. 
Impressed by the mathematical psychology 
and metaphysics of J. F. Herbart, he em­
barked on teaching and publishing in this 
field as well, and received an additional 
professorship in philosophy in 1842. 

Drobisch's departure from mathematics is 
conspicuous in his treatise on logic, which ran 
through five editions (Neue Darstellung der 
Logik, Leipzig, 1836). Here, Drobisch ad­
vocates formal logic performed in a math­
ematical fashion against the then prevailing 
claims of lranscendenial logic. He regards 
logic as a prescriptive and normative system, 
not as a descriptive concern tracing the opera­
tions of thinking. Thb rejection of what 
would later be called 'psychologism' in logic 
makes Drobisch a predecessor of Gottlob 
Frege and Edmund Husserl. 
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Drobisch 's reviews in the late 1820s of 
Herbart's writings on psychology were 
crucial in creating an audience for the concept 
of a mathematical psychology, Drobisch 
adopted the division between an empirical 
and a rational or mathematical psychology, 
held up by Herbart against Kant. He stressed, 
however, that one would have to start with an 
empirical psychology cleared from all specu­
lative presuppositions before one could pro­
ceed to a clarification of the metaphysical 
groundwork and the construction of a math­
ematical psychology (Empirische Psychologie 
nach naturwissenschaftlicher Methode, 
Leipzig, 1842; Erste Grundlehren der mathe­
matischen Psychologie, Leipzig, 1850). 

Drobisch himself remarked correctly that 
the label 'Herbartian' turned into an impedi­
ment for the recognition of his own contri­
butions to philosophy as original achieve­
ments. 
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Dummett, Michael 

Michael Dummett, English philosopher, 
born 1925, has been Wykeham professor of 
logic al Oxford from 1979. Although most of 
Dummcll's philosophical work may be classi­
fied as belonging lo logic, philosophy of 
mathematics, or philosophy of language, 
metaphysical concerns arc present in much of 
his writings and constitute even the focal point 
of many publications. The opposition between 
realism and idealism or, lo use Dummell's 
more colourless term. anti-realism, has then 
been the dominant issue. Dummett has ap­
proached this issue in new terms, and has 
initiated a lively discussion that has now gone 
on for many years. 
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More precisely, Dummett claims that 
questions in the theory of meaning underlie 
the idealism-realism issue. A realist position 
as characterized by Dummett involves not 
only the belief that reality is external to us, 
i.e. consists of objects that are given in­
dependently of us and our capacities, but also 
and more importantly, the conviction that 
reality is fully determinate, which is to say that 
each statement about reality is determinately 
true or false even if it is beyond our capacities 
ever to discover whether it is true or false. On 
this view, a realist interpretation of a range of 
statements requires that we can confer on 
those statements meanings such as to yield a 
notion of truth for which the principle of 
bivalence- the principle that every statement 
is true or false - holds. 

In the preface to Trwh and Other Enigmas, 
in which many of Dummett's papers are 
collected, Dummett savs that if he has made 
any worthwhile contrib~tion to philosophy. it 
must lie in having raised metaphysical issues in 
these new terms. Besides raising old questions 
about realism in new terms, Dummett has set 
forth powerful but controversial arguments 
against the realist position. or rather against 
realist ,;ews towards certain subject matters. 
Although the disputes between realist and 
anti-realist \iews of different subject matters 
are seen bv Dummett 10 have some similar 
features. the arguments that are used in these 
various disputes must rnry in details- one can 
very well be a realist about one subject matter 
and not about another. There is. according to 
Dummett, no coherent position which con­
sists in being a realist rout court. A realist 
position must therefore concern some 
specific subject matter. and it is best under­
stood as a view about a realm of statements. 
Dummen discusses realism for several dif­
ferent categories or statements. among which 
are mathematical statements, statements in 
the past tense or in the future tense. and 
statements about mental states. His dis­
cussion typically takes the form of a dialogue 
where conceivable arguments for and against 
a realist position are investigated. without 
there being a definitive conclusion that settles 
the dispute. 

The main argument that Dummett con­
siders against realism is directed against what 
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may be called recognition-transcendent truth 
conditions. By insisting that statements are 
determinately true or false independently of 
whether we are in principle able to know their 
truth value, the realist is in fact insisting, 
Dummett argues, that in some cases know­
ledge of truth conditions of sentences may 
contain elements which cannot be manifested 
in the use of these sentences. But this leads, 
according to Dummett, to the unacceptable 
consequence that the meanings of these sen­
tences, which are supposed to be given by 
their truth conditions, contain elements 
which play no role in the use of these sen­
tences and are therefore inessential to com­
munication. To believe, as the realist does, 
that a sentence can be understood in terms of 
recognition-transcendent truth conditions 
that determinately obtain or do not obtain, 
seems therefore to be an illusion - or so 
Dummett concludes. 
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E 
Ego 

Linguistically, the expression 'the ego' ('das 
/ch', 'le Moi') is the substantivization of the 
personal pronoun ·ego' = 'I'. This pronoun 
belongs to the wide class of so-called index­
ical expressions, comprising e.g. ·you', 'it', 
'here', 'today'. As with all indexical expres­
sions, the reference of 'ego' can be deter­
mined only from the context of utterance 
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(occurrence): if John says 'ego cogito', then 
'ego' denotes John. 

The question of what kind of entities can be 
denoted by 'ego· has a simple and straight­
forward answer: everything that can utter a 
true sentence containing 'ego' functions eo 
ipso as a denotatum of 'ego'. If a machine 
utters the true sentence 'Ego cogito', then 
'ego' denotes the machine. The question is, 
however, whether the sentence 'Ego cogito' 
can be true, if it is uttered by a machine. 

But what is denoted by the substantiv­
ization 'the ego'? The logical status of 'the 
ego' is not that of an indexical expression, but 
rather that of a definite description. Thus it 
must have exactly one denotatum if it is to be 
a legitimate expression at all. In the history of 
philosophy proposals have been a~vanced ~or 
a unique denotation for the defimte descnp­
tion 'the ego', e.g. the world soul of Neo­
platonism, the ·subject' of the German Ideal­
ists and the 'transcendental ego' of Edmund 
Husserl. The ego, or better the Ego. in each 
of these senses is opposed to the world, either 
as the creator of the world or as a kind of 
epistemic source of world cognition or world 
constitution. Thus Johann Gottlieb Fichte's 
/ch constitutes all there is: both /ch and the 
non-Ich, the self-reference of the ego being 
understood as a kind of causal or quasi-causal 
relation. 

The unique denotatum of 'the ego' seems 
inevitably to be a metaphysical entity, whose 
formal ontological status is in bad need of 
clarification. Normally. therefore, there is 
envisioned a plurality of egos. For. besides 
the substanti,•ization 'the ego' there are also 
substantivizations like ·my ego', 'your ego', 
'his ego', and 'the ego of N. N.' The expres­
sion 'my ego' is a composition of a possessive 
pronoun with a personal pronoun, and is an 
indexical expression, like 'my' itself. On_ the 
other hand, 'the ego of N. N .' is not index1cal, 
but a definite description. If M. M. is differ­
ent from N. N., then this implies that 'the ego 
of N. N.' and 'the ego of M. M.' have 
different denotata. 

Consider, now, the situation where ·my 
ego' and ·ego' are used by the same person N. 
N. in true sentences. As before, 'ego' denotes 
N. N. But what does 'my ego' denote'! Of 
course, it denotes the ego of N. N. However, 
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since N. N. has properties, e.g. that of being 
black-haired, which the ego of N. N. does 
not have, N. N. must be different from the 
ego of N. N. Logico-linguistic considerations 
thus seem to lead to the recognition of a 
realm of new entities existing alongside the 
persons 'having' them. On the ontological 
level, there arise two main questions: 

I. What kinds of entities are egos? 
2. What kinds of entities can have egos? 

These two questions are not independent. 
For if there are several classes of entities, say 
Ki, K2, K3, such that each element of each 
such class has an ego, then the egos of class K, 
may be ontologically different from the egos 
of class K2, and from those of class K3. 

So let us begin with the class of persons. It 
is commonly held that each person has an ego 
and in the normal case not more than one 
ego. The first ontological question about 
personal egos is whether they are in the 
(empirical) world, or outside it. If egos are 
outside the world, then their proper ontology 
is the ontology which is concerned with 
extramundane entities. According to some 
theological opinions, egos can be outside the 
world, e.g. the ego of the personal God and 
the egos of angels. It is also sometimes 
believed that the egos of human persons are 
outside the world after the death of their 
bodies. The extramundane ontology of such 
beings is a difficult subject, and already 
Augustine in his Confessions complains that 
the Aristotelian categories are inapplicable 
within extramundane ontology. So let us 
consider egos in the world. Take, for ex­
ample, the traditional bipartition of all intra­
mundane entities into substances and acci­
dents. On the basis of this system, an ego 
must be either a substance or an accident. 

Case 1: An ego ls an accident. Then we 
must look for a substance in which the ego as 
accident inheres. There seem to be essen­
tially three possibilities: 

I. the ego inheres in the body of the 
person; 

2. the ego inheres in the mind ( or soul) of 
the person; 

3. the ego inheres in the whole person, as 
composed of mind and body. 
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From this conception of the ego there follows 
by the law of non migratio accidentium that 
two bodies (minds, whole persons) cannot 
share the same ego. This may be considered 
as an advantage of this view. But the concep­
tion of egos as accidents also has some 
disadvantages. The first is that all concrete 
properties inhering in an ego and all pro­
cesses which it undergoes must be accidents 
of accidents, and it is questionable whether 
such 'second order accidents' exist. Another 
disadvantage follows from the very law of 
non migratio accidentium: if the subject of 
inherence becomes different, then all its 
accidents must be different, too. This implies 
that if my body (or mind) becomes different, 
then I have an ego different from the one I 
had before. Empirical psychology seems to 
treat egos as accidents of bodies or whole 
persons, an opinion that is also sometimes 
popularly expressed as ·egos are functions of 
the body'. A final consequence is the follow­
ing: since an accident cannot exist "ithout the 
substance in which it inheres, egos "ill "ither 
away with the death of the body (the mind, 
the whole person). 

Case 2: An ego is a substance. First, we mav 
ask for the evidence in favour of such a ,;e,.;. 
Kant has made the important remark that the 
fact that the ego functions as a subject of 
predication does not imply that it is also a 
subject of in/rerence. i.e. a fullv fledeed sub­
stance. ·Toe ego is thinking_. may· also be 
interpreted a, sa,ing that thinkine occurs 
('Es wird gedacJ11·i an·d that this occu.rrence is 
in a certain space which is delineated by ·r. 
and not e.g. bv 0 \'llU 0 or "he'. There seems to 
be no linguistie<;-logical proof that egos are 
substances. And it is clear anyway that we 
must consider the question whether egos are 
substances in purely ontological terms; for it 
is an ontological question. If egos are sub­
stances. then. by the traditional law governing 
the notion of substance. they must consist of 
form and matter. It seems to be clear that the 
matter of an ego cannot consist of chemical 
elements. but of some more ethereal stuff, we 
know not what. Another difficulty is caused 
by the usually assumed simplicity of the ego. 
Egos. then. would be simple substances 
(monads). However. the very notion of a 
simple substance presents many problems. 
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the foremost being that a simple substance 
could not be composed of form and matter. 
The monads of Leibniz are, it must be 
remembered, only mereological/y simple, i.e. 
they have no substantial parts; they are, 
however, complex in that they have many 
accidents, i.e. perceptions, appetitions, etc. 
The mereological simplicity of the ego or the 
soul goes back to Plato and is used by him for 
his immortality proof. 

As a substance in the world, an ego cannot 
be both temporally and spatially simple; it 
must be at least temporally extended, since it 
could not otherwise undergo temporally ex­
tended processes and states. Thoughts as acts 
(as accidents) of the ego are temporally 
extended, although they may not be spatially 
extended. Thoughts as acts are temporally 
located, though perhaps not spatially. We are 
still discussing egos of persons and are still 
assuming that they are in the world. We have 
pondered the two possibilities: that egos are 
accidents and that they are substances. 

The discussion thus far shows clearly that 
the discussion of the ontological status of 
egos presupposes some precise ontology. The 
ontology of substances and accidents seems 
10 be too narrow for many legitimate pur­
poses, especially for the determination of the 
ontological status of egos. Indeed, there 
seem to be, besides substances and accidents, 
further entities in the world, of a more 
formal character. Examples may be: the 
inherence relation, boundaries, directions, 
centres of gravity, foci of mirrors, etc. This 
opens up the possibility that an ego is a kind 
of focus in which the intentional radii of 
mental acts converge. I think that the true 
essence of egos is indeed to be accounted for 
along these lines. However. ontology in its 
present state seems not to be able to trans­
form the more or less pictorial statement 
'egos are foci' into a scientific sentence. 

Besides the alternatives of being totally in 
the world and totally outside the world there 
is. however, a third possibility. As Ludwig 
Wittgenstein writes in Tractatus 5.632, "Das 
Subjekt ge/rort nic/rr zur Welt, sondern ist eine 
Grenze der Welt" and asks in 5.633, "Wo in 
der Welt ist ein metap/rysisc/res Subjekt zu 
merken?". The context of these remarks 
suggests that Wittgenstein does not mean to 
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refer to any of the above-mentioned unique 
denotata of the definite description 'the ego', 
but rather to the denotata of expressions like 
'my ego'. 'the ego of N. N.' - though this 
matter is, admittedly, not quite clear. One 
should compare 5.63, "/ch bin meine Welt" 
and 5.641. "Das /ch trill in die Phi/osophie 
dadurch ein, dass die Welt meine Welt ist". 
Summa summarum, Wittgenstein seems to 
mean, that his ego, like every other ego, is the 
boundary of his world, not part of his world. 
The problem with this conception is that it 
is not quite clear whether it is an epistemo­
logical or an ontological doctrine. In favour 
of its epistemological character we may cite 
5.6. "Die Grenzen meiner Sprac/re bedeuten 
die Grenzen meiner Welt". From this it would 
seem to follow that Wittgenstein's ego is the 
boundary of his language, or part of this 
boundary. 

The Self-Referentiality or the Ego. It is 
commonly believed that it is a distinguishing 
feature of an ego that it can refer to itself. 
Clearly, a person can refer to himself, e.g. by 
saying 'I'm tired'. A main traditional source 
of self-referentiality is the existence of higher 
acts like thinking and knowing: if I think, 
then eo ipso I think that I think. We have, 
however, already seen, that the reference of 
·r in such sentences is not an ego, but the 
person uttering the sentence. The question of 
the self-referentiality of an ego is not the 
question whether a person can refer to him­
self; indeed these two questions are often 
confused. Thus whereas it is undoubtedly 
true that persons can refer to themselves, it 
is controversial whether personal egos can 
do so. Arthur Schopenhauer (1788-1860), 
for example. holds that the subject (the ego) 
is only perceiving ('erkennend'), never 
perceived ('erkannt'). Thus according to 
Schopenhauer there is no self-referentiality 
of an ego. The matter of the self-referentiality 
of (personal) egos is, in my opinion, still un­
settled, and we can only formulate a conjecture 
to the effect that every personal ego ( ego of a 
person) can refer to itself ( Conjecture I). 

Let us now con,iderthe following (partial) 
converse of this conjecture (Conjecture II): 

Whatever can refer to itself, i, an ego or 
has an ego. 
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This conjures up a cluster of very modem 
themes, e.g. 

1. self-referential sentences, 
2. self-referential theories, 
3. self-referential programs (machines). 

Ad I. Still the best example is the paradox 
of Epimenides (c. 6th century ec), encapsul­
ated in the sentence: 

I, this sentence, am false. 

In this formation, the sentence openly has an 
ego. If we reformulate it as: 

This sentence is false, 

then it does not openly have an ego. But 
since it refers to itself, Conjec/llre II yields 
the thesis that it has (or is) an ego. Now, the 
ego of a sentence does not seem to be in the 
(empirical) world. Rather it seems to belong 
to the same realm to which the senses or 
meanings of sentences belong. 

Ad 2. Kurt Godel constructed a sentence of 
formal arithmetic which says 'I am unprov­
able'. More exactly, Godel did the following. 
Let PA be formalized Peano Arithmetic, and 
Prov( ) the standard provability predicate of 
PA. Then there is a sentence q, such that: 

PA I- cp ...,. ,Prov (I q, l), 

where I q, 7 is the Godel number of cp. Then q, 
says of itself via its Godel number that it is 
unprovable. The construction of qi is only a 
special case of a general 'fixed point theorem' 
or ·self-reference theorem'. which can be 
proved for every formal system containing 
arithmetic. PA i, able to produce such a 
self-referential statement, but unable to 
decide it. What is the reason for the self­
referentiality of such formal systems'! It is the 
possibility of 'arithmetizatinn', that is the 
possibility of translating syntactical descrip­
tion, into formulas of the system itself. It 
is not clear whether the human mind has 
analogui:, of such internal coding facilities. 
llerc we may add that tht: old saying of 
Socrates: 'I know that I know nothing' is also 
undccidabli: in PA. if wt: translate it as Prov 
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(f\lx ,Prov (x)l). Conjecture II once more 
yields the thesis that every formal system 
containing arithmetic has an ego ( or is an 
ego). 

Ad 3. By a fixed point construction akin to 
Godel's fixed-point theorem we can con­
struct Turing machines (Turing programs) 
which always yield themselves as outputs. 
By Conjecture II, every such machine has 
an ego. 

The egos of sentences, theories, and 
machines seem to belong to a hyperworld of 
entities, together with all mathematical en­
tities. lfthere are such egos, then these would 
have to be extramundane egos perhaps in 
contradistinction to the personal egos con­
sidered above. 
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Ehrenfels, Christian von 

Christian von Ehrcnfds was born in Rodaun 
(near Vienna) in U!59 and died in Lichtenau, 
Lower Austria. in I 932. He was a noted 
Austrian philosopher and writer who made 
contributions to almost every branch of 
philosophy. After completing his studies in 
Vienna and Graz with Franz Brentano and 
Alexius Meinong as his teachers. Ehrenfels 
first became Pril'atdozent in Vienna, then in 
1896 extraordinary professor and in 1900 
ordinary professor of philosophy at the 
German Universitv in Prague, where he 
retired in 1929. E0hrenfels's work may be 
divided into four genera: 
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1. philosophical works, mostly written 
before 1900; 

2. more than fifty essays on eugenics and 
related subjects in which he derives 
proposals for reforms in sexual ethics 
both from a Darwinistic standpoint and 
from his own philosophy of values -
most of these were written between 
1902 and 1912; 

3. a number of plays and choral dramas, in 
many of which he demonstrates his 
reformatory ideas; 

4. writings on the life and work of Richard 
Wagner. 

His philosophical work deals with three 
main topics: psychology, values, and 
metaphysics. The first consists mainly of 
his habilitation thesis, Ober Fiihlen und 
Wollen: Eine psychologische Studie (1887) 
and his famous essay of 1890 "Uber 'Gestalt­
qualitaten "', the starting-point of Gestalt 
theory. 

According to Ehrenfels, Gestalt qualities 
are characterized by two criteria: 

1. Obersummativitiit (the whole is more 
than the sum of its parts). Compared 
with a mere sum, a Gestalt is defined by 
a certain order, relation, or configur­
ation of its elements. 

2. Transponierbarkeit (transposability). 
Ehrenfels borrowed this latter notion 
from music, which provided him with 
the original model for his conception of 
Gestalt structure. A melody may be 
played in different keys, i.e. it may be 
transposed by changing each note 
but retaining the relations between the 
notes. The melody then remains the 
same, i.e. it has the same Gestalt quality 
as before. 

With his pioneering work, Ehrenfels re­
volutionized 19th-century psychology, which 
was mainly a psychology of elements and 
associations. The concept of Gestalt, system­
atically developed by Max Wertheimer 
(188~1943), Wolfgang Kohler (1887-1967), 
and Kurt Koffka (1886-1941), led to im­
portant philosophical discussions and exerted 
a great influence on various disciplines. 
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As for the philosophy of values, Ehrenfels's 
major contribution was his System der 
Werttheorie (1897--8). Like other disciples of 
Franz Brentano, Ehrenfels intended to de­
velop a common basis for all kinds of values 
(ethical, aesthetical, and social values as well 
as those of economics) with the use of 
principles taken from the economist Carl 
Menger (1840-1921), above all from 
Menger's theory of marginal utility, and 
from Brentanian psychology. According to 
Ehrenfels, values are to be described as mere 
functions of desires. The historical back­
ground to and the reasons for this change 
towards a theory of values based on eco­
nomical principles (which themselves were 
formerly assessed on the basis of ethics) are 
worth thorough examination. 

As to metaphysics, Ehrenfels set out his 
standpoint in two treatises: in his essay 
Metaphysische Ausfuhrungen im Ansch/11sse 
an Emil d11 Bois-Reymond ( 1886) and in his 
Kosmogonie (1916). The former is concerned 
with the philosophical riddles of materialism 
set out by Emil du Bois-Reymond ( 1818--%) in 
his famous lecture Die sieben Weltratsel. 
Ehrenfels answers from a spiritualistic view­
point by ascribing reality only to what is 
psychical and denying it to the so-called 
material and spatial world. He develops this 
view in detail in his Kosmogonie and sets out an 
extensive dualistic cosmogony based on two 
world principles which he calls God and Chaos. 
This dualism provides the philosophical foun­
dation of a new religion, which Ehrenfels put 
forward in his Die Religion der Z11k11nft (1929). 
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Eleatics 

'The Eleatics' is the name given to a group of 
three Greek philosophers of the 5th century 
BC who advanced arguments denying the 
reality of motion and change, and hence 
denying the reality of the world as we per­
ceive it. The name derives from the Greek 
town of Elea in southern Italy, the home of 
Parmenides (born c. 515 BC), who was the 
first and most important of the Eleatics (he is 
the subject of a separate article). In the first 
sustained, self-consciously rigorous a priori 
argument in Western philosophy, Parmenides 
began from the premiss that "what is not 
cannot be grasped or spoken of' (Diels and 
Kranz 1960, Fragment B2), and attempted to 
conclude that the only reality is a single, 
perfect and unchanging individual, lacking 
spatial or temporal differentiation and acces­
sible only to thought; the ideas of plurality, 
motion, change, generation, and destruction 
are illusory. 

Like Parmenides, Melissus of Samos (dates 
unknown: probably born c. 490/80 ec) offered 
a purportedly rigorous a priori deduction to 
show that what exists is one single, eternal, 
and unchanging thing. His system differed 
from that of Parmenides in a number of 
important respects. Parmenides had attrib­
uted spatial extension to his one real entity. 
but no temporal duration, apparently taking 
the whole of time as comprising a single 
durationless instant. Melissus insists on a 
strict parallelism between space and time, 
and gives hi, entity temporal as well as spatial 
extension. Parmcnides had identified the 
perfection of what exists with symmetry and 
the possession of limits: "it is complete on all 
,ides like the bulk of a well-rounded sphere, 
equally halanced from the centre in all dir­
ections". Melissus, by contrast. produced 
arguments to show that what exists must hal'e 
an infinite spatial extension with no centre 
and no limits. 

Melissu, is generally regarded as a 
markedly inferior thinker to Parmenides. 
This view (which derives from Aristotle's 
severe judgement in Phvs. 1.2-3) has recentlv 
been challenged by G. · Reale and J. Barne;, 
who argue that Melissus was bold and inno­
vative. The truth probably lies in a com-
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bination of both views: Melissus certainly 
appears to have been guilty of the elementary 
fallacies which Aristotle points out; but he 
also produced some powerful and influential 
arguments, such as his argument for the 
existence of only one real thing (Fragment 
B6), and also his argument against the possib­
ility of motion (B7): motion would require an 
empty space for the mover to move into, and 
(by another influential argument), genuinely 
empty space, or void, is nothing and so 
cannot exist - so there can be no motion. 

Zeno of Elea (born c. 490 ec; not to be 
confused with the 4th-century Stoic philo­
sopher, Zeno of Citium) did not develop a 
metaphysical system; instead he produced a 
number of polemical arguments: 

to defend lhe arguments of Panncnidcs against 
those who tr\' 10 make fun of him ... by sho\\ing 
that their hyi,othc!!.i~ of the existence of a plurality 
is still more ridiculous than the hypothesis of the 
existence of the one (Plato. Pamienides. 128c--d). 

He wrote a treatise containing forty argu­
ments. each designed to show that if there is a 
plurality of things. they possess contradictory 
properties: they are both at rest and in 
motion. both limited and unlimited in 
number. both infinitely large and having no 
size at all. and so forth. Zeno also constructed 
four famous paradoxes of motion which are 
reported b\' Aristotle ( P/1\'S. \'1.1 and 9). Of 
these the ·most famous is the argument -
sometimes calkd · Achilks and the tortoise· -
which appears to show that a fast runner can 
never overtake a slow one:- who starts e\'en a 
little way ,1head of him. Suppose that Achilles 
starts from .·I and the tortoise from B. In 
order to overtake thc rortoise. Achilles must 
first run from .·I to 8; but by the time he 
reaches B thc tortoise has moved on a little 
way. to C; so now Achilles must run to C; but 
by the time he has done that. the tortoise has 
gone a further distance. to D. This process 
goes on ud i11J1nimm. so that no matter how 
many stages of it Achilles goes through. the 
tortoise remains a small distance ahead. The 
'Stadium· paradox is similar: to traverse any 
distance at all one has first to traverse half 
the total dista~ce. then half of the remainder. 
then half of the new remainder. and so on ud 
infinitum: no matter how many of these 
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distances are traversed, there is always a 
further one remaining. Both of these para­
doxes rely on the idea that an infinite series of 
tasks cannot be completed. The 'Arrow' 
paradox and some of the arguments against 
plurality mentioned above also exploit in 
various ways the ideas of infinity and infinite 
divisibility. Thus, for example, Zeno argues 
(fallaciously) that the members of a plurality 
must be infinitely large because they must 
have an infinite number of parts. 

Zeno was not a constructive metaphysician: 
his arguments all have the negative, though 
ambitious, aim of demonstrating the inco­
herence of the ideas of plurality and motion. 
These arguments vary greatly in quality. 
Some are trite, or. like the argument for 
infinite size outlined above, rely on fallacies 
that (now. at any rate) seem obvious; but 
others, such as the 'Achilles', 'Stadium', and 
· Arrow' paradoxes, are undeniably profound. 

The Eleatics were severely criticized by 
Aristotle, who thought it absurd to maintain 
a metaphysics which was so obviously at odds 
with our experience. In Physics I. 2-3 and 7-9 
he diagnoses their basic error as a failure to 
see that there is more than one ontological 
category: the Eleatics falsely treat all sen­
tences of the form 'X exists' as having to be 
made true by the same type of thing. In 
Aristotle's view, an account of how change is 
possible requires the recognition of different 
ways in which things can be said to be and not 
to be -potentially and actually, and as matter 
and as form. In Physics VI.2 and 9 and VIII.8 
he attempts to refute Zeno's paradoxes of 
motion. In reply to the 'Achilles· and the 
'Stadium·. Aristotle agrees with Zeno that an 
infinite number of tasks cannot be com­
pleted, but claims that in traversing a given 
distance we do not actually perform an infi­
nite number of tasks, as the divisions of the 
distance into an infinite number of sub­
distances exist only potentially. 

The influence of the Eleatics on later 
philosophy was enormous. The arguments of 
Melissus and Zeno had a formative influence 
on subsequent Greek cosmology, and espe­
cially on Greek atomism: Zeno's paradoxes 
have inspired two millenia of work on the 
infinite. Plato owes an incalculable debt to 
Parmenides. for Parmenides·s revolutionary 
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conception of reality as something perfect, 
eternal, changeless, and accessible only to 
thought, was the immediate ancestor of 
Plato's theory of Forms (it was also, despite 
Aristotle's antipathy towards Eleatic 
doctrines, the ancestor of his Unmoved 
Mover). 
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Element 
In the 5th century ec, the word 'element' 
(cn:01;r.Eiov), primarily as a result of its usage 
by Greek mathematicians, became current in 
the sense of 'presupposition' or 'logical 
arrangement of concepts'. This led in the 
following centuries to its application as a 
technical term in various disciplines. Thus the 
linguist understood by elements the smallest 
parts of speech, the logician our most general 
notions or the constituents of a proof, while 
the mathematician came to understand by 
elements statements bearing to those which 
follow the relation of a principle as well as the 
components of a complex figure. 

According to Aristotle, these different 
meanings of 'element' share the idea of 
something that is primary and forms part of a 
larger whole. Generally speaking, he under­
stands by elements components of complex 
entities that cannot be divided further into 
parts of another kind (Met. J(JJ4a25-30/. A, 
internal explanatory factors he distinguishes 
them from principles (rr(Y.11<£/, that is, ex-
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ternal causes (Met. 1070b22). In his logical 
writings Aristotle uses the terrn 'elements' in 
the sense of principles of proof as well as 
topics, that is, the readily believable starting­
points of a discussion (Met. 1014a35 and Top. 
120b13). As a physicist he understands by 
elements chemically simple materials, to wit, 
earth, water, air, and fire, that function as 
the constituents of complex, material bodies 
(De Gen. et Cor. 11,3). Apart from these he 
admits a fifth element, ether, as the im­
mutable material of celestial bodies. 

Each of the first four elements is charac­
terized by two of the most elementary, con­
trary properties. Thus earth is dry and cold, 
water cold and wet, air wet and hot, and fire 
hot and dry. Thanks to these qualitative af­
finities they are transmutable. Accordingly 
elements can function as the ingredients of a 
mixture. By a mixture Aristotle understands 
the unification of reacting, changed materials. 
This process results in a new substance 
characterized by qualities different from 
those of its elementary components. Yet, 
though suffering an internal change, these 
components apparently have the capacity, 
actualized by external influences, to form 
such a new substance. Thus, in Aristotle's 
words, though elements do not actually 
endure in a mixture, they do last potentially, 
that is, as far as that capacity is concerned (De 
Gen. et Cor. 1,10). 

This theory turned out to be capable of 
more than one interpretation and was widely 
discussed in the Middle Ages. Thomas 
Aquinas set the tone with his view that 
elements lose !heir forms in compounds bu! 
retain their essential properties (S11m. Theo/. 
I, qu. 76, a.4 ad 4). Yet, this theory did no! 
explain how the mixing of clements could 
result in a homogeneous compound. As long 
as one kept thinking about elements in terms 
of properties and qualitative change. that 
question could not be answered. 

In the cour.;e of the I 6th century. Aristotle's 
doctrine of the elements rnn up against a 
growing opposition. especially from the 
alchemists, that ultimately led to less ortho­
dox speculations on the nature of elements. 
Thus Paracelsus (147J-1541) opposed to the 
Aristotelian clements the three principles 
salt, mercury, and sulphur, representing the 
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fixed, fluid, and volatile constituents of all 
bodies and kept together by the archeus, a 
vital principle. These he understood as 
immutable substances that continue to exist 
in compounds. Changes would not flow from 
qualitative alterations of the elements but 
from modifications of their spatial composi­
tion. Robert Boyle (1626-91), however, 
considered Paracelsus's principles as well as 
Aristotle's raw materials rather as com­
pounds than as real elements. 1n his view, an 
element not only has to be the absolutely 
simple product of analysis but the same 
simple material, for example, sulphur, ob­
tained from different compounds, must also 
present the same characteristics. Yet despite 
this emphasis on the empirical properties of 
elements, Boyle considered the products of 
analysis as absolutely elementary. Thus, like 
his precursors. he too mixed up an empirical 
notion of elements with the idea of elements 
as metaphysical constituents. 

Only Antoine-Laurent Lavoisier (1743-94) 
defined elements as substances that we actu­
ally have not been able to analyse. Thus he 
not only relativized the traditional notion of 
element but also gave it a firm empirical 
foundation. Elements were no longer con­
ceived as imperceptible. absolutely homo­
geneous substances but as perceptible mater­
ials considered as unanalysable only until 
experience would show otherwise. John 
Dalton (1766-18-14) identified these relative 
elements with atoms understood as particles 
that differ only in size and weight and devel­
oped a method to determine atomic weights. 

In the INolls. J. Lothar l\,le~·er (1830-95) 
and D. I. Mendekyeff ( l!l'4--1907) independ­
ently discovered that the elements arranged 
in order of increasing atomic weight showed a 
certain periodicity and set up a periodic 
svstem of elements. This discovery pointed to 
; strong relationship between the elements 
and suggested that they are not simple but 
composed from common constituents. These 
were still conceived along the lines of prim­
ordial. immutable pieces of matter. The 
20th-century atomic theory breaks with this 
remnant of the past. Atoms are composed of 
protons and neutrons forming a nucleus 
encircled by one or more electrons. These 
components are not of a fixed nature but can 
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lose their individuality on merging with larger 
structures. Accordingly elements are no 
longer conceived as absolute, immutable 
building blocks but as relative, transmutable 
particles. 
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Emergence 

The doctrine that there are 'emergent prop­
erties' is sometimes expressed by saying that 
'the whole is more than the sum of its parts'. 
It aims to deny a reductionist claim - that the 
whole can be reduced to (or is nothing but) 
the sum of its parts. Both formulations are 
intolerably vague. What properties of the 
parts is one to consider? What does 'sum' 
mean? And what does 'reduction' involve? 

The emergentist thesis and its reductiortist 
antithesis can be formulated at many levels of 
organization. In the social sciences. methodo­
logical holism and methodological individu­
alism disagree as to whether social facts can 
be reduced to facts about individual people. 
In biology. the dispute might take the form of 
asking whether a property of an organism 
reduces to the properties of its parts (e.g., its 
genes). And as a general problem about the 
unity of science. one might ask whether the 
properties of all objects above the level of 
elementary particles are reducible to the 
properties of such basic physical entities. 

Two extreme theses may be identified and 
set to one side. The first asserts that the whole 
and its properties may be reduced to the parts 
and their non-relarional properties. This 
thesis. which might be called radical aromism. 
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is usually not very plausible. A nation's 
economy cannot be understood in terms of 
the non-relational properties of the individu­
als in it. The same holds for an organism 
and its constituent cells. The whole has the 
properties it does only in virtue of its parts 
being related to each other as they are. 

The second extreme position may be called 
radical ho/ism. It maintains that the proper­
ties of a whole are not fixed by the non­
relational and relational properties of its 
parts. Cartesian dualism in the philosophy of 
mind and vitalism in the philosophy of bio­
logy ( as in the work of Henri Bergson and 
Hans Driesch) may be viewed as examples. 
Both hold that two objects may have exactly 
the same physical constituents, and have 
those parts stand in precisely the same rela­
tions to each other, and yet the two objects 
may differ psychologically or biologically. 
The first may be in possession of a Cartesian 
ego or be infused with an elan vital, while the 
second is not. The progress of science tells 
against radical holisms of this sort. 

To reject radical holism is to embrace a 
thesis of supervenience. Two wholes cannot 
differ unless the parts of one differ from the 
parts of the other, where this difference may 
involve relational (organizational) properties 
as well as non-relational ones. 

With the rejection of these radical theses, 
there remains a detailed question to invest­
igate, one whose answer may vary from 
problem to problem. What level of com­
plexity is required of the parts and their 
interactions, if the whole that they comprise 
is to have a given property? It is a rather 
simple matter for the organisms in a popu­
lation to have a given average weight. No 
complex interaction is needed here. Matters 
change when we ask how the cells in an 
organism must be related for the organism to 
metabolize, res pirate, or perceive. Here we 
see that the word ·sum· -when it is asserted or 
denied that the whole is the sum of its parts -
may require different interpretations in dif­
ferent problems. 

Those who have emphasized the great 
complexity of the interactions among parts 
needed to secure the property of the whole 
are often called ·cmergentists'. Thinkers like 
G. H. Lewes (1817-78), C. Lloyd Morgan 
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(1852-1936), and Samuel Alexander (1859-
1938) claimed that the properties of the 
whole are 'unpredictable' from knowledge of 
the parts. Once 'prediction' is clarified and 
the properties of the parts (relational or non­
relational?) are circumscribed, there is room 
for an emergentism that does not lapse into 
radical ho I ism. 

Conversely, those who have granted the 
complexity of interactions, but who have 
emphasized that this poses no impediment in 
principle to microexplanation, are often 
called 'anti-emergentists' (or 'reductionists'). 
Here we find such thinkers as John Stuan 
Mill (180(>...73), Karl Popper, and J. J. C. 
Smart. 

Emergentism and its denial, though 
formulated as ontological theses, are often 
thought to have methodological impon. If 
enormously ~omplex interactions among 
parts are required for a whole to have a given 
property, then it may perhaps not be a useful 
research strategy to try to understand the 
holistic property by reductionist methods. 
This is perhaps why no one proposes to 
investigate the properties of interest in the 
human sciences in terms of the physics of 
elementary particles. 

Once radical atomism and radical holism 
are discarded, emergentism remains a vague 
thesis, the vagueness being due to the term 
'complexity'. This does not mean that the 
dispute between emergentism and its denial 
cannot be made precise in particular scientific 
contexts. It is in those specific contexts, not at 
the level of general metaphysics, that the 
controversy is a real one, impinging both on 
strategics of investigation and on the inter­
pretation of scientilic results. 
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Emotion, Affect 

A first ontological definition of 'affect' or 
·emotion' is yielded by the history of these 
words. The term nocito;, used by Aristotle 
(De An. l, I; Rhel. II) is rendered in Latin by 
affectio, affectus, and passio (Augustine, De 
Civ. Dei IX, 4). The term 'emotion' goes back 
to the fact that the nafh} according to Aris­
totle are processes (x1vtjoE1c;; De An. 403a26), 
in Latin motiones. Emotions, therefore, fall 
under the category of passions. They are 
movements of the power of desiring, which 
the human being experiences prior to making 
a decision. 

Dermitions. Emotions must be ordered 
within the broader class that also includes 
feelings and sensations. Four sub-dasses can 
be distinguished on the basis of linguistic 
criteria: 

I. Perceptions. which are characterized by 
the fact that we can construe the ·feel­
ing' in question either as taking a direct 
object or as taking a that-dause, 
without introducing a difference of 
meaning. 

2. Sensations in the narrower sense. e.g. 
pains. which differ from perceptions in 
having no object. Instead of ·!feel pain" 
we can say ·Jam in pain". With ·feeling· 
in the sense of ·perception· (e.g. of the 
hardness or the temperature of an 
object) this substitution is not possible. 
Pain is not the ohject of sensation but 
the sensation itself. 

3. Feelings in the narrower sense. which 
are expressed through the reflexive­
ad\'erhial construction ('I feel .. .'). 
This construction lea\'es open the 
possihility that the speaker is deceived 
concerning his condition. Someone can 
feel alone without being so. while it is 
impossible to feel pains without having 
them. With feelings in the narrower 
sense I myself am the object of my 
feelings: I feel alone. Pain, on the other 
hand. does not necessarily determine 
my entire state. 

-1. In contrast to sensations and feelings in 
the narrower sense. emotions have an 
object: I rejoice over something; I am 
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angry with someone. A pain which I feel 
over something is an emotion. Feelings 
in the narrower sense have a cause, of 
which I need not be conscious, but no 
object. 

Structural Elements or Emotions. 
I. Relation 10 an object. An emotion rests 

on one's taking for true a statement of fact 
and an evaluation statement. For instance, 
one who fears assumes that a certain event, 
which he takes as evil, will occur. Emotions 
relating to persons (e.g. anger or pity, as 
opposed to joy or hope) dispose one to an 
attitude towards the person to whom they are 
directed. 

2. Sensation a11d feeling components. 
Emotions are tied to accompanying bodily 
phenomena, e.g. the excretion of certain 
substances or a change in blood pressure. 
These are sensed and in many cases the 
corresponding sensations may be localized. 
Beyond this, emotions contain a feeling­
component, which affects one's entire state. 
Emotions determine not only how we feel, 
but also how we perceive another human 
being. They have an influence on our judge 
ment concerning other human beings. 

3. Causes and disposicions. It may be that 
the question why one fears something deter­
mines more exactly the object of an emotion. 
(John fears the examination, because the 
examiner is ill-tempered.) However, another 
kind of answer is possible, which involves 
reference to experiences or conditions which 
dispose one to fear. One who experiences an 
emotion is necessarily conscious of the object 
of the emotion ( one who feels pity knows for 
whom he has pity and concerning what he has 
this pity). Concerning the cause of the 
emotion, however. he may be unconscious. 
Emotions presuppose dispositions. which for 
their part have causes. The distinction be­
tween object and cause makes it clear that the 
fact that emotions imply judgements ought 
not to lead us to a rationalistic misunder­
standing. for our judgements of facts and 
values can be influenced by our dispositions. 
Someone who is very sensitive will reckon 
even a justified criticism of him as a dis­
paragement. Three classes of such causes can 
be distinguished: 
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a. physiological causes. Someone tends, 
e.g. to anger, because his blood-pressure 
is too high; 

b. individual life-history. What emotions a 
human being feels depends upon his up­
bringing. his experiences and his habits 
of life; 

c. social relationships. Social position and 
environment have an influence on one's 
feeling of self-worth and experience of 
life; the cultural environment shapes 
one's capacity to feel. 

The Distinction or Kinds or Emotion. The 
following criteria are required to identify a 
type of emotion. 

1. Certain bodily symptoms and/or a cer­
tain external behaviour. 

2. The supposed state of affairs, e.g. that 
B has lost his position (p). 

3. The evaluation of the supposed state of 
affairs. (A evaluates p as an evil.) 

4. A must have a certain attitude and 
social relationships. (p could also 
trigger gloating.) Whether p evokes 
gloating or pity depends upon whether 
A is of good will towards B or whether 
there obtains between the two a re­
lationship of competition or the like. 
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Empiricism 

As a philosophical doctrine, empiricism ha, 
two general components: 

I. all knowledge is ba,ed upon or derived 
from experience and observation 
(hence, no innate idea,), and 
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2. axioms, maxims, or general principles are 
rejected as not useful for knowledge. 

Various examples of these two components 
can be found in the history of philosophy. 
The first component is more prevalent than 
the second; identifying empiricist elements in 
a philosopher's writing is often the same as 
tracing the use made of experience. 

Appeals to experience have been made 
from Aristotle's time to the present. The 
principle of 'nothing in the intellect which is 
not first in the senses' was often cited by 17th­
century followers of Aristotle. It is often 
associated with John Locke's name. The 
medical term 'empiric' is related to 'empiri­
cism' in its sharing of the stress on experience 
and observation, rather than on theory or 
past authority. Sometimes 'empiric' was used 
in a pejorative sense, medical practice devoid 
of any theory. Leibniz refers to the 'empirical 
physicians' who practise 'without any theory' 
(Monadology §28). Leibniz remarks that all 
of us "are empiricists in three-fourths of 
our actions", giving the example of our 
expectation "that there will be day-light to­
morrow ... because it has always happened 
so up to the present time". He contrasts such 
empiricist expectations with the reason sup­
plied by astronomers which explains such 
regularities. David Hume had argued that 
reason cannot penetrate to the secret springs 
and principles of nature (see especially his 
Enquiry concerning Human Understanding), 
and in hi, Treatise of Human Nature he gave 
an extended analysis showing that experience 
and observation can never discover causal 
necessities, only correlations. In showing the 
impotence of reason lo solve standard philo­
sophical questions about cause, identity, or 
freedom, Hume prepared the way for his 
programme, in Book II of the Treatise, of 
establishing the science of man (psychology 
and the social S<.:icnccs) through experience 
and observation. I lis claim for general agree­
ment among mankind of what actions are 
praiseworthy and blameworthy was based 
upon a kind of survey lcchni4ue. thus extend­
ing the method of experience and obser­
vation into these an:as. In that way, he found 
support for the 18th-century notion of a 
mural :-.cn!-lc a!'lo part of human nature, 
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Locke is an even better example for illus­
trating the two main components of empiri­
cism. He was suspicious of hypotheses in 
science and medicine. reflecting the Royal 
Society's announced programme of examin­
ing things themselves, of collecting 'facts' 
about phenomena, and building natural 
histories. In medicine, Locke shared the 
beliefofThomas Sydenham (1624-89) in the 
need for tracing the etiology of diseases. 
describing and recording the symptoms and 
their development. Locke also rejected 
axioms, maxims, and logical principles as a 
source for knowledge. That rejection went 
with a spirited attack against formal logic 
as a method of discovery. Since Locke was 
trained as a medical doctor. the repeated 
appearance in his Essay concerning Human 
Understanding of the phrase. ·experience and 
observation·. probably reflects his medical 
background and the empiric physicians. 

Locke"s programme of deriving all ideas 
from sensation and reflection (the !\\in 
fountains of experience) also illustrates the 
·empiricist" methodology. but it is important 
IO note the inclusion of reflection as one of 
Ihe sources. a source often ignored by 
commentators. E. B. de Condillac ( 1715--80). 
whose Essai s11r /'origine des c01rnaissances 
humaines (17.iti) was identified on its title 
page as a supplement to Locke·s Essay. also 
included reflection as a source of knowledge. 
bur ir played a minor role and he tended ro 
stress the sensor)· origin only. Locke was thus 
linked with ·sensationalism· throughout 18th­
century France. The influential French 
reacher and hisrori.m of philosophy. Victor 
Cousin (17'12-ISt,7). placed Locke with the 
school of ·sensualists·. whose members were 
said lo claim that all knowledge and ideas 
were deri\'cd frnm sensation. The mind -
which for Locke included reflection and such 
mental operations as comparing. abstracting. 
reasoning. and concluding-was thus reduced 
on this interpretation ro a passive. sensory 
blank tablet. 

Kanr·s interpretation of experience and the 
various actions of the mind identified by him 
combine experience-based and perceiver­
originated components. His famous opening 
remark in the introduction to the first 
Critique could be seen as an echo of Locke"s 
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combination of experience and an active 
mind: 

we have ao knowledge antecedent to experience, 
and with experience all our knowledge begins. But 
though all our knowledge begins with experience, 
it does not follow that it all arises out of experience. 
For it may well be that even our empirical know­
ledge is made up of what we receive through 
impressions and of what our own faculty of know­
ledge ... supplies from itself (pp. 41-2, trans. 
Kemp Smith). 

George Berkeley also is usually classified 
with the empiricists; many departments of 
philosophy offer courses on the 'British 
empiricists'. Locke, Berkeley, and Hume, in 
contrast with the 'Continental rationalists', 
who are supposed to derive knowledge from 
the faculty of reason alone, eschewing any 
information derived from experience and 
observation. What is seen as empiricism in 
Berkeley's philosophy is his insistence that all 
we can know, all we have access to, are the 
phenomena that we observe and experience. 
Berkeley's rejection of the philosopher's 
insensible substance illustrates the empiricist 
elimination of non-experienceable entities 
and events. Berkeley paved the way for the 
later development of operationalism in the 
philosophy of science (e.g. by P. W. Bridg­
man). namely the attempt to identify the 
meanings of scientific words with the opera­
tions scientists employed in measuring and 
resting. Berkeley's work on motion. De moru. 
argued against taking Newton's use of words 
such as ·space', 'time'. and 'motion' as refer­
ring to ontological items (absolute space and 
time). and the words "force' or ·gravity' as 
naming natural properties inherent in matter. 
Karl Popper reads Berkeley as anticipating 
Ernst Mach and the subsequent logical 
positivism that emerged around the Vienna 
Circle. 

Hume agreed with Berkeley in the rejec­
tion of metaphysical presuppositions such as 
substance. saying repeatedly in his Treatise 
that --an that is ever present to us are our own 
perceptions.,. This claim can lead to a form of 
idealism. where all that exists is mind and the 
contents of experience. To make such a bold 
claim is ro be dogmatic; Hume was only 
saying all we can discover is expcrience­
based. Hume's own convictions were that 
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there is an external world with real causal 
connections. biological bodies with intact 
nervous systems. and moral persons. The 
limitation of knowledge to experience carries 
with it some form of scepticism. a con­
sequence many in the 18th century feared. 
Similar dissatisfaction was voiced about 20th­
century logical positivism and its rejection of 
metaphysics. 

Logical positivism (sometimes called 
'logical empiricism') has been a very inHuen­
tial movement in the 20th century. The 
Vienna Circle. a group that promulgated this 
programme. included such figures as Moritz 
Schlick. Otto Neurath. Herbert Feig!. and 
Hans Hahn. This movement traced its roots 
through Mach to the ·British empiricists·. 
especially Hume. Logical positivism has been 
associated with the verifiability theory of 
meaning. the claim that the meaning of any 
statement consists in the experience which 
makes that statement true (see A. J. Ayer 
1940). Their programme also included find­
ing a way to accept the non-experiential 
(analytic) truths of mathematics. geometry. 
and logic. In fact. their main programme was 
to defend empiricism by logical analysis. The 
groundwork for the recognition of two kinds 
of propositions ( analytic and a posteriori) was 
laid by Hume with his distinction of truths of 
reason and matters of fact. 

Another 20th-century version of empiri­
cism. this time having its origins in the United 
States. was William James's ·radical empiri­
cism·. In his hands. empiricism becomes an 
ontology as well as a methodology. He begins 
with experience. but an experience which is 
prior to any distinction bdween self and 
object. a ·pure undifferentiated experience 
out of which distinctions of subject and object 
emerge. James liked to say "everything is 
composed of experience··. or "experience 
and reality come to the same thing" (1947). 
On an individual level, radical empiricism 
lends it,elf to genetic p,ychology, showing 
how the growth of awareness constitutes 
reality, and stressing the active role we play in 
forming our world. We might say that James 
put a metaphysic hack into empiricism. but 
he did so by postulating what phenomeno• 
logists later described a, a pre-reflective 
experience. a concept of experience radically 
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different from those of Locke. Berkeley, or 
Hume. James's brand of empiricism has also 
been called ·neutral monism·. indicating his 
rejection of the standard two-substance dual­
ism (mind and matter) which characterized 
philosophy up to the time of Locke and Hume. 
Benrand Russell also attempted to construct a 
neutral monism in his Analysis of Mind (1921). 

From a methodology of basing knowledge 
on experience and observation, to an organ­
ized programme showing by logical analysis 
that "propositions of existential import have 
an exclusively empirical reference" (J. R. 
Weinberg. p. I). to an ontology that turned 
experience itself into reality, empiricism has 
been highly influential and has taken many 
forms. Hardly ever is it found in a ·pure' 
form, as the only method or principle of a 
philosopher's analysis. It is best to think of 
empiricism as a principle employed in varying 
degrees, often combining or even clashing 
with other deeply held beliefs and pre­
suppositions. It is dangerous to allow the use 
of the term ·empiricist'. when applied to 
particular philosophers. to serve as an inter­
pretation of all that they said or claimed. It is 
very difficult to find anyone who has been an 
empiricist in all aspects of his doctrines. No 
one of the so-called British empiricists used 
that term against themselves or others. With 
all three philosophers. there are many im­
ponant doctrines integral to their philosophy 
which do not fit th.: label. Once labelled 
·empiricist'. the tendency has been to use that 
a, an interpretative and critical tool when 
explicating the doctrines of those philosophers. 
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Encyclopaedists 

'fhe French Encyclopaedists comprise a 
group of philosophers (including Montes­
quieu (1689--1755), Voltaire (1694-1778), 
Etienne Bonnot de Condillac (1715--S0), 
Jean-Jacques Rousseau ( 1712-78)) centred 
around Denis Diderot's ( 1713--84) great 
undertaking of the Encyclopedie (1751-72). 
Its core consists of Diderot, Jean le Rond 
d'Alembert (1717-83), Claude-Adrien 
Helvetius (1715--71), and P.-H. T. d'Holbach 
(!723--89). Though their philosophies differ, 
prominence may be given to Holbach's ideas, 
since his System of Nawre (1770), the •bible 
of materialism·, is the most comprehensive 
statement of philosophy in the spirit of the 
Encyclopedie. 

According to Holbach, the universe con­
sists of an infinitely diversified multitude of 
material bodies which constantly move and 
change. Matter can neither begin nor cease to 
exist; rather. it is the foundation of all coming 
to be and passing away. The latter take place 
according to invariable laws and in particular 
in such a way that the total amount of matter 
and movement remains forever the same. 
Nature is the great totality beyond which 
nothing can exist. Hence man is through and 
through a natural being. He originates in an 
almost imperceptible point that possesses no 
human qualities at all. and grows by the 
absorption of matter so that he finally be­
comes a thinking and acting being. '.\tan·s 
intelligence is his special type of organiza­
tion. and even his m<>rality is nothing other 
than his physical existence considered under 
a special point uf view. 

In nature things attract ur repel each other 
according to the needs of their self­
prcservation. In moral life. correspondingly, 
self-love determines whether we love or hate 
a person. Our intellect allows us to contribute 
to our self-preservation in a conscious way. 
Man is therefore his own centre; he moreover 
tends to explain all natural occurrences re­
sembling his own activities as activities of a 
(higher) type of intelligence: he posits God 
as cause of nature. Yet just as man's soul is 
the principle uf the body's life and sensory 
powers - so that to separate body and soul 
would be to distinguish the brain from itself-
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so the principle of the universe is this very 
universe itself. The soul does not dwell out­
side the system of natural laws. Hence the 
will is not a spontaneous and free cause, but 
rather a consequence of many causes influen­
cing man. This deterministic view is in fact 
presupposed by education, legislation, 
morality, and even by religion. Freedom is an 
illusion, and so is immortality. A virtuous 
man can do without them. He will do what is 
good for the benefit of his fellow-men, not 
because of any last judgement. The atheist is 
a moral person in a more serious sense than is 
the believer, for he is interested without 
reservation in his fellow-men, to whom he is 
linked by the same human nature they all 
share. 

The other encyclopaedists deviate to a 
greater or lesser degree from these Hol­
bachian views. D' Alembert is the most scep­
tic member of the group, and in fact also the 
only one to concede that God could possibly 
exist. All our ideas, including the math­
ematical ones, derive, as he sees it. from 
simple ideas given in sensation. Our natural 
feeling incites us to reach beyond our sen­
sations and so we conclude to the existence 
of an independent world causing such sen­
sations. Yet neither the existence of this 
world nor the essence of the matter of which 
it consists can be cognized with certainty. 
And in any case, matter (which we must 
conceive as inactive) could not be the origin 
of a spontaneous mind. Also the origin of 
movement in matter, and moreover the prin­
ciples of morality. seem to be the work of a 
higher intelligent being. However, since 
moral life consists in good conduct towards 
our fellow-men, and since we are born for 
society, we are constructed in such a way as to 
know and to apply the moral principles 
without previous recourse to the idea of God. 

Diderot is closest to Holbach. He. too, 
insists that the material universe exhausts the 
totality of what is. Everything is part of the 
universal chain of being and becoming, and 
man's specific abilities. too, must result from 
the general nature of the molecules that make 
up the universe. Matter cannot be merely 
passive. but must be endowed with (kinetic 
and potential) energy. and even with sensibil­
ity. i.e. with the possibility of having sensa-
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tions. The coagulation of matter into organic 
units activates this sensibility. and this eternal 
process leads to the development of ever­
changing species of animals. 

Helvetius is more radically materialistic 
than is Holbach. The soul is the organism's 
physical principle of life. It is mechanically 
affected by objects (the intrinsic nature of 
which, as of matter and space in general, 
remains unknowable). The imprints of ob­
jects on the soul yield sensation, and it is from 
sensation that all ideas of objects derive: to 
judge, i.e. to compare ideas. is to sense. Ideas 
are left over from sensation and these make 
up the mind; the mind's processes are as 
mechanical as are those of nature in general. 
Self-love being the only innate sentiment, all 
morality is to be reduced to it as governed by 
the principle of pleasure. As matter is a 
collective name for the properties common to 
all bodies, so virtue is a name for the exercise 
of the self-love of all persons. 
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Energeia/Dynamis 
Energeia, for Aristotle, is equivalent tu 
actuality, /luvll'.µt; to potentiality. Mure pre­
cisely, Aristotle distinguishes. in Met. V 12, 
between two uses of buv<rr6v: 

I. As a predicate, in the sense of ·potent'. 
This concept depends on that of power, 
which is defined as the '"principle of 
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change in another, or in so far as that 
thing is other" (1020al-2). 

2. As a statement-operator. A statement 
is 'possible' which is such that neither 
it nor its opposite is necessarily false 
(1019b28-33). 

How these two concepts relate to each other 
and how the treatment of modal concepts in 
De Int. 12f. can be integrated with this 
distinction is a difficult problem of inter­
pretation. The modal expressions of De Int. 
12f. are to be understood as statement­
operators (cf. 2lb26-32). In the end, how­
ever. the statement-operator itself is traced 
back to the concept of potency ( cf. Wolf 
1979, p. 127). De Int. 12f. recognizes a 
broader concept of possibility, according to 
which the necessary too is possible; and a 
narrower one, according to which only that is 
possible which can also not be. 

The Kinetic and the Ontological Concept 
of Dynamis. Met. IX I distinguishes between 
the (active) potency to do something and the 
(passive) potency to suffer something. Later. 
IX 2 distinguishes between irrational and 
rational potencies. The passive potency cor­
responds to the dispositional predicates of 
the contemporary discussion, the active to 
the predicates of power. Rational potencies­
for example, art and applied science - can 
give rise to contraries. Thus, on the basis of 
his art. the doctor can produce health or 
sickness, because the concept of sickness is 
also given with that of health. Irrational 
potencies. on the other hand, are determined 
in every case to one effect. 

The use of 'potency' is not limited to the 
potency to produce or lo suffer change, 
although this is, for Aristotle, the most 
proper meaning (Met. IX I. 1045b3h). For 
predicates of all categories can belong to their 
substrate according either lo possibility or lo 
actuality (M,•t. V 7). 

l'irst Entelec:hy, Kinesis and Energeia. The 
ontological concept, ot possibility and actu­
ality do not admit of definition. They can only 
be illustrated by examples and must illumin­
ate each other. ··Actuality, then. is the 
existence of a thing not in the way which we 
express by 'potentiality'" ( Met. 1U48a30-32). 
Some examples arc: the awake with res~ct 
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10 the sleeping, the seeing to the one with his 
eyes closed, and the finished figure to the 
unworked block of wood. The first term 
stands to the second in each case in the 
relationship of being-according-to-actuality 
to being-according-to-possibility. This re­
lationship is one of analogy. It can concern 
the relationship of movement to power or 
that of essence to material. So, a two-fold 
concept of tvtpyE1C:1: results: 

1. as a form ofan essence ( entelechy; actus 
primus), or 

2. as operation (actus secundus). 

Thus the form, as first entelechy. makes this 
D1atter to be lion: his life of eating, reprodu­
cing. growing. hunting, etc .. constitute his 
proper operation or ·second actuality·. 

The form can accordingly be understood as 
the potency with respect to the operation 
properto the being in question ( Met. IX 6. De 
An. II I). 

Actuality is ontologically prior to potenti­
ality in a two-fold sense (Met. IX 8). 

I. First. it is. as ·second act". the goal of 
potency. Aristotle distinguishes be­
tween operation (xi,'TJOL;) in the nar­
rower sense and acrnality (ivtpyna) in 
the narrower sense. The operation ( for 
example. the acti\·ity of building) is 
oriented towards a goal different from 
that (i.e. the completed house). whose 
realization is at the same time its 
temporal end. The actuality ( for 
example. seeing) produces nothing 
different from itself: it has nothing 
other th,in itself as goal and is in each 
moment .:omplete (.\let. 1048bl8ff.; 
l05lla2Jff.). It is in a more authentic 
sense the goal of a potency than is the 
operation. 

' The second sense in which actuality is 
prior to potency relates to a connection 
between the two concepts of the pos­
sible at Met. V 12. Every potency is 
indifferent with respect to its actuality; 
what is possible can both be and not 
be. Thal which can not-he is transitory. 
If there is something which is non­
transitory and necessary. that being 
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cannot be possible, at least in the sense 
that it can either have or not have its 
actuality; its being, therefore, can only 
be in the mode of actuality. Without 
such a necessary nature, there would be 
nothing. 

Under the influence of the Christian doc­
trine of creation, these considerations lead in 
Scholasticism to the concept of God as actus 
purus. Thomas Aquinas distinguishes, along 
with form, also essentia and esse, between 
which there obtains a relationship of potency 
and actuality (Sum. Theo/. 1.3, 4). Being 
(esse) is the actualitas omnium actuum and 
the perfectio omnium perfectionum (De Pot. 
7, 2 ad 9). Even in created immaterial 
spiritual substances there is found a composi­
tion of actuality and potency. Only one thing 
can be subsistent being (esse subsistens) 
(Sum. Contra Gent. II 52f.). 

See also: Potential Actus 
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FRIEDO RICKEN 

Ensase 

Ens a se (being in itsel0 refers to a being that 
is self-sufficient. Because it is self-sufficient. 
it is absolutely independent of every other 
being and hence has no relation to any other 
being. although other things are related to it, 
according to the medieval view of relations. 
( On the medieval view. it is not true that for 
every relation there is a converse relation. 
Creatures are related to God, but not vice 
versa.) Since it depends on nothing for its 
existence. ens a se exists in se (in itsel0. In 
c-ontrast. ens ab alio is a being that depends 
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upon another being for its existence. Since it 
is an empirical fact that at least one being is 
ens ab alio, there must be at least one being 
that is ens a se; for if there were no ens a se, 
then there would be an infinite series of enria 
ab aliis that would lack an explanatory basis 
and there cannot be such a thing, according to 
the medieval view. That is to say, since each 
member of the series would depend for its 
explanation upon some prior member of the 
series which would itselfrequire explanation, 
none of the members of the series would have 
an explanatory value at all unless there were a 
first member that did not need any explana­
tion but served as an explanation for the 
second member and the foundation for the 
explanation of every other member. For 
example. if the stability of the earth required 
an explanation, it would not be legitimate to 
argue that the earth rests upon the back of 
an elephant that stands on the back of a 
tortoise that stands on the back of a tortoise 
ad infinirum. All medieval thinkers identified 
ens a se with the Judaeo-Christian God. 

The sense in which ens a se is absolutely 
independent can be understood in contrast 
with the sense in which creatures are abso­
lutely dependent on God for their existence. 
Where ·x depends on y' means ·x is at least 
partially caused by y·. x is absolutely de­
pendent on y just in case x depends on y; y 
does not depend on x; and x depends on 
nothing other than y. This explication entails 
that an absolutely dependent being does not 
depend upon itself in any way; in other 
words. neither its existence nor any of its 
properties come from itself. The relation of 
absolute dependence then is irreflexive and 
asymmetrical. It is also intransitive. The 
proof goes by way of reductiu ad abst1rdt1m. 
Suppose that absolute dependence is not 
intransitive. Then. where R means absolute 
dependence. there must be some assignment 
of values for x, y. and z. such that the 
formula, 'If xRy and yRz. then not xRz', 
comes out false; that is, an assignment of 
value, that makes the anrccedent true and the 
consequent false. But every aS\ignment of 
values that makes the consequent false makes 
the antecedent false also and hence the entire 
formula true, for to make the consequent 
false. x must be absolutely dependent on z. 
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And if xis absolutely dependent on z, thenx 
is dependent on nothing else, in particular, 
not on y. Hence, xRy is false and the entire 
formula is true. (If y should be identical with 
z, then although xRy will be true, the other 
conjunct of the antecedent, yRz, will be 
false.) Thus, absolute dependence is not 
not intransitive; consequently, it is intran­
sitive. 

Ens a se and ens ab alio are philosophical 
concepts that developed from the idea of a 
God who is a Creator. God, who is self­
sufficient in a strict sense, creates ex nihilo 
(from nothing) and depends upon nothing for 
his creative activity, not even upon a pre­
existing matter or chaos. Since creatures in 
being created are absolutely dependent on 
God for their existence and hence for all of 
their properties, they owe everything to God. 
This is the ontological basis upon which 
medieval thinkers argued that God is owed 
absolute obedience. 

The idea of ens a se raises various problems 
for those who want to affirm various com­
mon-sense views such as human freedom. 
For if humans, being creatures, receive both 
their existence and properties from God, 
none of their actions can be their own in any 
sense sufficiently strong to ground human 
freedom. Medieval philosophers tried vari­
ous ways to reconcile the absolute depend­
ence of creatures with freedom. 

Spinoza took the scholastic and medie,·al 
idea of ens a se and drew revolutionary 
consequences from it. Defining substance as 
ens a se. he inferred that there can be only one 
substance. because it is self-sufficient, and 
hence that everything depends on that thing. 
This leads further to his denial of freedom of 
action to anything but the one substance. En., 
ab alio, in his technical language. is a 'mode', 
an affection of substance. either mind or 
matter in general or individual objects and 
event~ ln particular. 
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A. P. MARTINICH 

Ens Rationis 
I: Medieval Theories 
"Being is twofold. of reason namely and of 
nature" (Thomas Aquinas, 1225--74, In IV 
Met. 4, 574). A being of reason (e.g. genus, 
species, negation. the future) has no exist­
ence except in human thought. Its tr11/y 
having existence there is what is stressed by 
the notion of an ens rationis. These products 
of reason are. q11a such products. beings. 
since they are knowable. for "whatever is 
understood must actually be .. (/n IX Met. 10, 
1894 ). So for Aquinas entia rationis are 
ll'irklic/1. rather than forming a class of non­
actual objects in the manner of Gottlob Frege 
and his school; they exercise acts of being. 
acllls essendi. albeit in the mind alone. 

The whole being of an e/15 ration is consists 
in its being understood. as ·object' of know­
ledge. Whether through cognition or through 
\'Olition. the mind makes exist ideally what of 
itself cannot exist. Such a being. like the 
merely possible. has a formal but no efficient 
cause. The foundation of entia rationis in 
either reality or libido is not the essential 
division of them for A4uinas. however: this is 
rather between negations and relations (De 
Pot. 9. 7: D,· \·a. ~I. le). A negation. non­
being. hccl1mcs ;m t'IL\. rationis from being 
necessarily con,idcrcd as if it were a being (ad 
m0t/11111 ,·ntis. d. In IX Met .. !!!!9). 

Among what is positive. by contrast. 
nothing actual seems incapable of real exist­
ence in the sense defined. whether as sub­
stance or accident. except for certain rela­
rions. in so far as they may be ad aliquid. i.e. 
of or rather towards something. without 
being really in that thing. An example might 
be knowledge: when I know something I truly 
have a relation 10 (ad) it. but not so as to 
affect it in its own being. These are re/ationes 
rarionis (seu logicae/ sew11d11111 esse (Gredt 
1937.p. 154). 

ENS RATIONIS I: MEDIEVAL THEORIES 

Under negation is included unity, as deny­
ing division to being, and contradictions such 
as square circles. Dreams and fictions are 
assimilated to this class; although they are 
real as states of the soul and as matter for 
psychology or aesthetic enjoyment, they are 
in themselves the opposite (negation) of what 
is real. and yet they are not thereby nothing. 
The future too, as future, is, like dreams qua 
dreams, actual in thought alone; it is not 
(yet). 

These are the entia rationis sine f1mda­
mento in re. Those c11m f11ndamento in re fall 
into two main groups, having either an imme­
diate and proximate or, second, a mediate 
and remote foundation in reality (Aquinas, 
In I Sent. 2, 1, 3 sol). Examples are the 
entities conceived by Aristotle, Avicenna, 
and Aquinas as forming the objects of the 
science of logic. Where the proximate 
foundation of the entity is itself in the 
intellect (in mente so/a) the foundation in 
reality is called remote. 

Examples of entities which are founded in 
reality but not themselves real are the acts of 
reason, triply grouped by Aristotle as con­
cepts. judgements, and syllogisms (De An. 
III). These. it is argued, must be relations. 
They are immediately and 'proximately' 
founded in reality as similitudes of it in the 
ways distinctive of each of these three types 
of act. Among concepts examples are those 
of man or stone (Aquinas, In I Sent. 19. 5, 1 
sol) but also of truth (ibid. 2, 1.3 sol) or time. 

To say concepts and the other mental acts 
are relations is to make them the weakest 
form of accident. A relation is not aliquid, is 
not a something. For John of St. Thomas such 
entities are 'formal signs'; their being is 
exhausted by their signifying relation, hence 
no previous 'objective· knowledge of them in 
themselves is required to know what they 
signify (Ars logica II, q. 21-3). Thus, for 
example. a concept is a relation of the intel­
lect or person to something real. real in the 
mind even in the case of error. It is in this 
sense a •first intention·. 

The second group of entia rationis cum 
fundame1110 in re. or of concepts of logic only 
remotely founded in reality, are the second 
intentions of the mind: intentions of (the 
first) intentions; they are concepts of con-
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cepts, and therefore also relations of such 
relations, i.e. the mind relates itself to its 
previous (first) relation to what it conceives. 
It does not consider itself doing this, as in 
psychology, but considers the thing or form 
understood as understood and not as the 
thing itself is. Thus, for example, the intellect 
devises (adinvenit) the intention or concept 
of genus, which it applies, say, to animality 
since it understands animals in many dif­
ferent species, yet it is not thereby false to the 
reality, which still remotely founds the given 
concept. 

In accordance with this, the existence of 
entia rationis is accounted for by the doctrine 
of the four transcendental or first concepts, 
viz. being, unity, truth, goodness. Unity, we 
saw, adds negation (of division) to being, as 
~,hat which is consequent upon every being" 
(Aquinas, Sum. Theo/. I, 11, !). The general 
point is that the three transcendentals besides 
being must either be identical with being 
or else be distinguished from it only by 
adding something which being itself does not 
already include, i.e. something of reason only 
(negation, relation of reason). For if they 
included more, they would not be primary 
concepts, like being, but secondary and 
derivative. This then can only be a case of 
what results through the adding of something 
secundum rationem tantum, i.e. according to 
some relation of reason not importing real 
being, just as negation does not import it. 
This relation must, however, be to something 
referred by its nature to being universally, 
such as the human intellect or will. Being as 
related (by our thought) to intellect is truth; 
being as related (by our thought) to will is 
goodness (Aquinas, De Pot. 9, 7 ad 6). Thus 
the true and the good, as adding only a 
relation (of reason) to being, are not really 
separate from it. There is, by this doctrine, no 
autonomous realm of value, and neither is 
there any realm of epistemic formalities 
unrelated to the real. Beings as they are 
related to the intellect or will - as objects of 
thought or desire - become, precisely like 
these 'intentions', being, of reason. 

It follows that in this tradition logic deals 
with second intentions, or thought, of 
thought, as acts of the understanding (cf. 
Aristotle, De Int. I), not, primarily with 

words or sermo (cf. Kretzmann 1968). "The 
subject matter of logic ... is intentions under­
stood secondarily, which are applied to in­
tentions primarily understood" (Avicenna, 
Philosophia prima I, 2, f.70vA; cf. Veatch 
1970). 
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STEPHEN TifEION 

Ens Rationis 
II: From the Medievals to Brentano 

An ens ratio11is or being of reason exists 
merely as an object of thought. E11tia rationis 
include: 

1. Fictions, things whose existence is ruled 
out as improbable or impossible. 
Mythical beings, arbitrarily charac­
terized objects, and even theoretical 
constructs fall in this class. Fictions 
arc said to be without a foundation in 
reality. 

A foundation in reality is ascribed to entia 
rationis in the next two generally negative 
classes. 

2. Privatives, such as blindness and lack ol 
ventilation. 

3. Negatives, negatively conceived objects 
such as non-liquids - or better, non­
liquidity, for in this class, as with the 
privatives, what is absent in reality is 
something inherent rather than some­
thing substantial. Any ens ratio11is is a 
fiction in the general sense of a mental 
construct. It enables our knowledge to 
circumvent its natural orientation to 
being and to have an object where none 
is provided hy nature. By its role in a 
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true propos1t1on, it enters into our 
knowledge as a real object does. That 
much is conceded, when one says that it 
has ens rationis, or is an ens rationis. 

4. Entia rationis also include relations of 
reason. As opposed to real relations, a 
relation of reason has a subject or tenn 
that is not real. or not really distinct 
from the other member: or the relation 
is not founded in anything real in its 
subject. Among relations of reason are 
the predicables. the roles in which a 
nature can be related to other natures or 
to individuals - viz .. as genus. species, 
differentia. property. or accident. As for 
the status of individuals. unless these 
are conceived metaphysically and identi­
fied as substances. we have to do here 
with just another relation of reason. 
namely the role in which something is 
related to a species or to a predicated 
property. Relations of reason are associ­
ated with each of the three operations of 
the understanding. The preceding re­
lations are associated v.ith prejudge­
mental apprehension of an object by 
means of a concept (simple apprehen­
sion). Examples of relations of reason for 
the other operations of the understand­
ing are propositions (for judgement) and 
ground or consequent (for inference). 

The fomuil co11c,·p1 in simple apprehension 
is abstracted from our experiellC\! and is the 
means for apprehemling something. But the 
objecti,·e cv11cep1 is what one has in mind or 
intends with regard lo the thine that is 
apprehended: ii i;. the intended nat~re of the 
thing. As intended in the , ery apprehension 
of the thing rather than through some super­
vening rctl.:ction. ii is called a first intention. 
As the nature ""'mmon to many of the 
individuals one apprehends. it is the direct 
unil'ersa/. It can be presented as an object 
obliquely. namely when one reflects upon 
one's intending: it then appears as the tenn of 
the intending. i.e .. the sort of thing one has in 
mind. And then we can apprehend it in its 
relations lo other natures and 10 individuals. 
These relations are called seco11d inte111io1rs: 
of what we intend with regard to thing., of a 
c.:rtain class, we now intend the relations of 

universality that it has to those things or to 
their more or less specific natures. These 
second intentions are always relations of 
reason, and therefore e11tia rationis. 

Relations of reason are sometimes said to 
include extrinsic denominations. That expres­
sion is taken in a narrow sense. as meaning 
just a determination that consists in some 
experience's being directed at a thing. Thus, 
if someone sees a thing, then the extrinsic 
denomination is being seen: and if someone 
loves it. then the extrinsic denomination is 
being loved: and so on. Yet being loved is 
probably not a relation of reason, even apart 
from its qualifications as a real relation; for it 
is not a second intention. Thus, one needn't 
conceive of Sam in obliquo to think of him as 
loved by Betty. On the other hand. if one 
thinks confusedly of 'the beloved of Betty', 
then the occasion is undeniably right for a 
second-intention diagnosis, but then the 
second intention is being identical with Sam, 
not being loved by Betty. 

Not all of the cited cases of extrinsic 
denomination fail as e11tia rationis; signs are 
cited by Joachim Jungius. and these are quite 
satisfactory. Anyway, if one already suspects 
that ·10 constitute' is the preferred replace­
ment for 'to be', when ens ration is is being 
predicated then many suitable cases come to 
mind. Such-and-such a thing constitutes a 
sign of autumn. Planet a and Planet b consti­
tute one and the same planet. Bears consti­
tute a class by themselves. This constitutes 
the entire shipment. That bridge constitutes a 
public menace. And so on. More clearly than 
'is' (which can always be used) the copula 
'constitutes• suggests a thin version of being 
in which objective significance appears as the 
analogue and competitor of reality, or per­
haps as the pale cast of thought over it. 
Always more or less dimly reflected in this 
overlay of mind-relative being is some sort of 
qualified observer who takes some intellec­
tual or emotional position with regard to the 
thing under consideration. He infers that 
autumn is approaching. for example. So in 
these cases. eris rationis does indeed coincide 
with an extrinsic denomination of the thing. 

A more rudimentary idea is evoked by the 
Brentanian use of • ens rationis'. This is the 
idea of an object-type that is conventionally 
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added to 'what there is'. but which can be 
discarded as soon as one really understands 
thought and language. That sounds like 
entity-reducing, but in fact the Brentanians 
(including Franz Brentano himself, even in 
his last philosophical period) prefer to re­
direct us to a reduced entity, one that cannot 
seriously be taken as an adjunct to what there 
is. As they proceed, no more is heard about 
entia rationis; yet what they arrive at is an ens 
rationis in the sense of the preceding para­
graph. Consider existence, for example. 
According to Brentano and Anton Marty, to 
represent the existence of a thing a, one 
represents a as the object of a justified 
judgement. The existence of a is the thing's 
admitting of such a judgement, its meriting 
acknowledgement. Thus, the state of affairs 
called ·the existence of a' has been reduced to 
an extrinsic denomination. After the tum of 
the century, Brentano shifts the emphasis 
on epistemic merit from the object to the 
judgement, where it becomes the notion 
of Evidenz, insightfulness. According to 
Brentano's final view, then, the thought of a 
thing's existence is the thought that it would 
be judgementally accepted or acknowledged 
by one who judged with evidence. 

In general, then, there is a characterist­
ically Brentanian approach to existence, 
modality, negation, and value which treats 
these as extrinsic denominations of a thing 
relative to someone who accords the thing an 
intellectual or emotional acceptance, an 
acceptance that is justified (or even insight­
ful, if the acceptance is intellectual, i.e., 
judgemental). And surely this is an ·ens 
ralionis· approach. The ens rationis approach 
is not the approach of the opponents, Alexi us 
Meinong and his colleagues, who disdain the 
appeal to reflective acts that they deem 
unverifiable. Now, as far as the opponents 
are mistaken in thinking that they apprehend 
some state of affairs such as the existence of 
a, that just means that a\ existence is not 
something ·pre-given· and appreh.,nsible 
without reflection, which is the way th" 
opponents int.,rpr"t it. But it is at 1.,a,t 
confusing, when th" lirentanians giv" the 
name "ens rutionil' to thi.: cxi!»tcncc of a, 
interpreted Meinong's way, without abo 
giving this name to the existence of a inter-
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preted in the Brentanian way, which is the ens 
rationis way. 

Where the imagined existential judgement 
is a generally intended one like "There are 
honest men', rather than a definitely in­
tended one like 'There is a newspaper on the 
table', the Brentanian approach to existence 
has a rival or an obligatory partner in another 
ens rationis approach. According to this 
approach, the fact of there being honest men 
is a fact about the objective concept of an 
honest man, namely that something fits it. 
Now say that the rationate relation of fitting is 
transferred from the domain of objective 
concepts to that of statement-functions; then 
one has the existence of honest men consist­
ing in the fact that something fits the remark, 
·That man is honest'. But in this case, the 
relation of fitting is just the converse of being 
true of, and one is reminded of how often ens 
rationis seems to be a matter of being qua 
truth. 
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JAMES E. IIEANUE 

Entia Successiva 

Augustine ( Co11jenio11s IV, 10-11) suggested 
in passing that the universe is composed ol 
successively existing parts: "This is the wavol 
thing, ... by passing away and succeeding 
one another, they constitute the universe ol 
which they are all parts". That is, he suggest­
ed that the universe i~ an ens succrssfrum. 
This suggestion raises two questions: 

( J) Are there other mtiu mccessiva (here­
maher, <'-'a) than the universe'! 
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(2) Whatever things may be called esa, do 
'they' really exist, or is apparent refer­
ence to 'them' merely a device for 
describing the relations that 'their' 
successively existing parts bear to one 
another? 

(Aristotle had in effect suggested that periods 
of time are esa and that finite - but not 
infinite - periods of time are ·real' esa. See 
Phys. 206a. We shall consider these two 
questions only in relation to material things.) 

These questions have become important in 
20th-century metaphysics, owing to philo­
sophical reflection on the incompatibility of 
the following two individually plausible 
theses: 

I. Material things sometimes change their 
parts with the passage of time. 

2. The parts of a material object are 
essential to its identity (mereologica/ 
essentia/ism). 

Mereological essentials are aware that we 
talk as if the same oak were composed of 
different particles at different times. but they 
insist that this is a mere manner of speaking. 
They hold (following Bishop Joseph Butler. 
1692-1752) that •identical' has two senses: 
that one may say of aggregates of particles 
that are •identical in the loose and popular 
sense· that they are nevertheless not 'identical 
in the strict and philosophical sense·. 

Roderick M. Chisholm (1976) has em­
ployed the: tl!rm ·t•ris sucn·ssfrun1· in the 
course of an attempt to make this idea 
precise:. He: answc:rs our h\'ll questions. in 
reverse ordc:r. as fnllll\\S: 

(2) Owing to the truth of mereological 
csscntialism. there are really no esa; 
L'Ja arc mere tktions whose existence 
we feign as a de,·ice for describing the 
mutual relations of 'their' successively 
existing parts. 

(I) In whatever sense fictions ·are', there 
are many esa besides the universe. For 
example. there really are enduring 
tables. but - owing to the demands of 
mereological essentialism - their exist­
ence is typically very brief: we feign 
the existence of esa: 'long-lived' tables 
whose (largest) successively existing 
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parts are the 'brief tables ( and which 
have at any instant the momentary 
properties of whichever of their 'brief 
table-parts' exists at that instant). 

Chisholm's theory of esa consists mainly of an 
attempt to show how to translate sentences 
apparently about tables that change their 
parts with the passage of time (sentences we 
should normally say expressed truths) into 
sentences that refer only to tables (typically, 
'brief tables) that do not change their parts 
with the passage of time. 

Chisholm's theory of esa presupposes: 

1. that material things are three-dimen­
sional objects that endure - however 
briefly - through time, and 

2. mereological essentialism. 

If, however, as many philosophers believe, 
tables are four-dimensional, extended in time 
as well as in space, one may consistently hold 
both a 'four-dimensional' version of mereo­
logical essentialism (that the four-dimen­
sional parts of a four-dimensional object 
belong to it essentially) and the thesis that a 
four-dimensional object has different three­
dimensional parts at different times. As to 
mereological essentialism, there would seem 
to be no non-circular arguments for its truth. 
Moreover, anyone who accepts this principle 
must accept at least one of the following four 
unattractive theses: 

a. there are, in the strict and philosophical 
sense, no persons: 

b. persons last only for very brief intervals; 
c. persons have no proper parts; 
d. persons always have the same parts. 
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Epicurus 

Epicurus (341-271 ec) became interested in 
philosophy at the age of 14 and successively 
studied with philosophers from various 
schools of thought. It appears that for some 
time at least he was particularly impressed 
both with Nausiphanes (born c. 360 ec), an 
adherent of the school of Democritus, in 
which questions concerning perception and 
reality were discussed, and with Pyrrho 
(c. 360--c. 270 ec), the founder of scepticism, 
who is reported to have claimed that impres­
sions (cpo:vro:o(cn) and judgements (M;o:1) 
alike are neither true nor false. The farmer's 
teaching may have alerted Epicurus to the 
problem raised by Democritus (c. 460-
c. 370 ec) over the question of how to re­
concile the claims of reason with the evidence 
provided by the senses. Acquaintance with 
the latter, who was a man of great reputation, 
is likely to have contributed to the insight 
shared by most philosophers in Hellenis­
tic times that philosophy ought to concern 
itself with matters of human well-being 
(ruocnµov(o:). This view, which had been 
characteristically associated with Socrates' 
demand that the philosopher consider him­
self to be a doctor of the soul, became the 
cornerstone of Epicurus's conception of what 
philosophy is all about. In fact he professed 
that philosophy is not worth anything unless 
it succeeds in freeing one's mind from fear 
and liberating it from all kinds of vain ideas 
that tend to make man's life miserable. Thus 
much of what he explicitly said, as well as 
much of what he presupposed, must be 
judged in the light of this desired therapeutic 
effect ({iEpo:;rr(o: Tlj; 1jJU)'.ij;). 

Although he did not think highly of logic 
and science. Epicurus tried hard to establish a 
scientific method (i.e. the principles of veri­
fication and falsification), designed to provide 
firm ground for the statements concerning 
the true nature of the world and thus help him 
to realize hi, ideal of therapeutic philosophy. 
Considering that men ,eem to worry nol only 
about death and the afterlife but al,o about 
the gods of popular religion, mhtaking 
natural phenomena for ewnt, cau,ed by 
divine powers interfering in mundane matters, 
Epicurus emphasized the notion of blind 
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causality and advocated a purely materialist 
ontology devoid of any metaphysical residue 
and hidden meaning. To that effect he rescued 
atomism from the attacks levied by Aristotle 
against Democritus. Moreover, he attempted 
to outline a system of ethics based solely upon 
an empiricist approach toward knowledge, 
claiming, in fact, that we already possess an 
unerring perception of what is good and what 
is bad. 

Epicurus divided philosophy into three 
parts: ethics, physics, and the axiomatic part 
(xo:vov1x6v). In the axiomatic part he in­
sists that what matters most is that one 
remain with the content of perception. In 
fast Epicurus claimed that all impressions 
(cpo:vro:o(cn) are true and that error and 
falsity enter in only when the cognizing 
subject adds something (rrpoobo;o:~6µrvov) 
to what is given by the senses themselves. 
This theory is not an easy one to understand 
and attracted much controversy. For it looks 
as though Epicurus, when arguing that "all 
sensation (o:l:mhjo1c;) is irrational (cx;\.oyoc;)" 
(Us.fr. 36) and unable to "err" (Us.fr. 247), 
must be actually thinking of facts of experi­
ence that are incorrigible. However, from the 
point he makes to the effect that sensation as 
such does not add or subtract anything ( Us. 
fr. 36) - a point referred to by Hegel in his 
critique of sensual certainty in the Phenom­
enology - it is clear that what the claim "all 
perceptions are true" (Us.fr. 247) amounts 
to, is that perception (or sensation, for that 
matter) represents things correctly in that it 
conveys just what it is like out there. 

Epicurus held that whatever it is that we 
experience stems from an imprint imposed by 
some external thing by means of an image 
(Ei:bw;\.ov) thrown off by the object. llis point 
here is somewhat unclear. In any case, he 
insists that as long as we slay with what the 
!',t'nscs report we arc not open to error. The 
possibility of error arises when we add some­
thing to what is given or connect the content 
of perception with something not given by the 
senses. At this point it looks as if Epicurus 
were thinking (along the lines of Rene 
Descartes, Meditations Ill §§ 5-o) that truth 
and falsity proper occur when we attempt to 
refer the content of perception to some item 
m the world. Thus Epicurus may have 
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thought of statements such as "This is 
Socrates' or rather ·Toe white (thing there) is 
Socrates' which Aristotle had used as cases of 
incidental perception liable to truth or falsity. 
However, Epicurus may also have been 
thinking of value judgements and the like, 
which may be both mistaken and groundless 
in that what they report as being such and 
such is not ( or even cannot ever be) the 
content of perception. Once a judgement has 
been confirmed ( buµ0<pnlp7]01i;) on the basis 
of sense experience, it is to be considered 
evident; once it has been disconfirmed 
(cxvnµo:pnlptJmi;) it is to be considered false. 

Ethics. Epicurus claimed that pleasure 
(~bov,j) is the highest good. This seemed so 
obvious to him that he did not really think he 
had to provide proof. However, the Epicur­
eans occasionally pointed out that the percep­
tion of pleasure as something good becomes 
evident once we turn to new-born children 
and animals and recognize that. their nature 
being yet uncorrupted. they pursue what 
gives them pleasure and shrink from what­
ever gives them pain (Us. fr. 398). This point 
connects ethics with the empiricist account of 
knowledge. in that animals and new-born 
children alike do not add anything to what is 
given in perception or provided by the senses. 
What makes things difficult. howewr. is that 
the Epicureans. although they conc.:ived 
sensations as something irrational (w.0·10;) 
in the sense of being non-propositional in 
character. did not hesitate to describe the 
perception of good and bad as something 
judgemental ( U.,. fr . . WS). 

As for the notion of pkasure. it is interest­
ing to sec that Epicurus held that it consisted 
simply in absence of pain. He thereby differs 
from the Cyrcnaic School of Aristippus 
(<". -135 - .-. .l5h nc) and other theorists of 
pleasure. and uses the word "hedone· (~oov,j) 
in a rather idiosyncratic way. This may be 
explained by reference to the fact that Epi­
curus himself suffered from pain for most of 
his life. It is hard to see. however. how such a 
conception of pleasure could be reconciled 
with ordinary intuitions. Even giwn an altern­
ative conception. however, Epicurus would 
have still been liable to the charge of having 
moved from the assertion that every living 
being strives after pleasure, to the assertion 
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that there is one pleasure after which every 
living being strives. 

Among other doctrines put forward by 
Epicurus is the claim that death is nothing to 
us ( Us. fr. 139 and fr. 124). In view of the 
scanty evidence, it is perhaps difficult to see 
what this claim comes down to. If Epicurus 
merely wanted to say that being dead we 
cannot experience anything and for that 
reason do not have to worry about what may 
come next, he may have been successful in 
dispelling superstitious fears on the part of 
those who kept worrying about the afterlife. 
In pointing out that all evil is "in sensation' 
( Us. fr. 124), he may have intended to 
convince his students that death is not the sort 
of thing that can be experienced as evil in the 
first place. This may well be consistent with 
what he has to say concerning the actual 
perception of good and evil. But it does not 
look like a successful attempt to alleviate the 
fear of dying. 

Physics. Proceeding from the assumptions 

I. that nothing comes out of nothing, 
2. that nothing turns into nothing. and 
3. that there is a level of constancy in the 

universe, 

Epicurus argued to the effect that the world 
of experience can be accounted for only on 
the basis of an atomist ontology. As far as 
ancient philosophy is concerned. such a claim 
would seem to run counter to the sensualist 
attitude and thus was in need of a good deal of 
explaining. Epicurus had to develop a rather 
strict methodology. one that would permit 
him to cast judgement upon things not access­
ible to sense experience. Thus in addition to 
the above-mentioned principle to the effect 
that statements addressing themselves to 
some observable event, in order to be recog­
nized as being true of the world. had to be 
confirmed directly (Emµo:pTiip']mi;). Epi­
curus advocated a second principle that 
would furnish indirect evidence. This he 
called the principle of ·Iack of contrary evi­
dence' (ot•>< CXVtlflnpTiiptJm<;). Apparently it 
was meant to establish that a given hypothesis 
is consistent with the phenomena. Thus the 
existence of the void ( Q) has been inferred 
from the fact that there is motion ( P) and that 
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motion presupposes the existence of the void. 
In Epicurus's view non-Q would be falsified 
by the phenomena (Us.fr. 40). However, it is 
obvious that the method of indirect confirma­
tion cannot be considered a satisfactory pro­
cedure since there are cases where a proposi­
tion non-Q is not falsified by the phenomena 
or where alternative hypotheses are all 
equally consistent with the phenomena but 
exclude each other. From later accounts of 
Epicureanism it can be shown that critics did 
not fail to notice those points and sought 
appropriate amendments. 

As concerns the details of Epicurus's phys­
ical theory there are at least three areas in 
which deviations from the atomism of Demo­
critus and Leucippus (fl. c. 450 ec) become 
apparent. 

First, Epicurus held that atoms are not 
theoretically indivisible and hence are to be 
distinguished from 'smallest parts' which are 
absolutely indivisible. This notion was in 
conflict with the mathematical doctrine of his 
own day but seemed to have been required by 
Epicurus at least for this reason: that it is in 
virtue of having parts of some kind that things 
can get in touch with one another. Thus if the 
world was to be one made up from com­
pounds of atoms, it is clear that the atoms 
themselves, being the ultimate constituents 
of the compounds, must be considered as 
having parts. 

Second. Epicurus held that the atoms, 
apart from possessing shape and size, also 
have weight and thus naturally fall down­
wards. movements in other directions being 
imagined to result from collisions between 
atoms. But if all atoms are, by their own 
weight. engaged in a downward movement, 
how could such collisions come about in the 
first place? 

Third, Epicurus says that this happens 
because some one of the atoms, apparently 
for no reason whatsoever. deviated from its 
course and thercbv swerved into another, 
causing it to chang~ its direction. This doc­
trine has been held to be unintelligible by 
many critics and met with harsh criticism 
even in antiquity. Yet it is likely to have 
served an important role within Epicurean 
thought. On the one hand it hears witness to 
the characteristic assumption that the uni-
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verse as a whole is, in the last analysis, the 
product of blind chance (TilXYJ). On the other 
hand, the notion of swerve as a break in the 
chain of events permitted the Epicureans to 
entertain the idea that personal efforts on 
behalf of our own well-being are possible. 
Since freedom of will had been considered a 
fact (cf. Lucretius, De rerum natura II, 
216 sqq.) and must be presupposed if philo­
sophy is to lead anywhere at all, there has to 
be some kind of break in the chain of events. 
It is in virtue of this assumption that human 
beings may be considered as agents, that is, as 
causes of their actions. What remains 
unclear, though, is whether Epicurus thought 
that each free action requires swerve of its 
own. 
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Eriugena. Sec: John Scottus Eriu­
gena 

Essentialism 

An esse11tiali.11 holds that some ohjects have 
some properties c.n1•111ially. where an object.< 
has a property /' essentially if and only if it is 
not possible that x exist and lack P. More 
exactly. the essentialist holds that some or all 
objects have 11on-trivi<II essential properties, 
where a property is non-trivially essential to 
an ohject if it is essential to that object. and 
not essential to everything. Here the notion 
of possibility in question is that of broadlv 
logical possibility and necessity: the sense i~ 
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which it is possible, let's say, that Descartes 
should have swum the Atlantic but not pos­
sible that he should have drawn a round 
square. (There is also, of course, a perfectly 
good sense in which it is not possible that 
Descartes should have swum the Atlantic; 
17th-century intellectuals, as opposed to 
great white sharks, simply lacked the physical 
equipment for such a feat.) Alternatively put, 
a property Pis essential to x if x has Pin every 
possible world in which x exists; P is acci­
dental to x if x has it, but does not have it in 
every world in which it exists. The properties 
being self-identical and being unmarried if a 
bachelor will be essential to everything; the 
property of being prime, on the other hand. 
will be essential to (say) the number7 but not 
to the number 8. The property of being a 
person will (arguably) be essential to all 
persons; the property of wearing shoes "ill 
not be essential to anything that has it. A 
statement to the effect that some object(s) 
has (have) some property essentially-human 
beings are essemially persons. for example. or 
9 is essemially composite - is a statement of 
modality de re. An interesting special case of 
modality de re is presented by statements of 
modalitv de dicto. These are statements that 
predicate a modality - necessary truth. or 
possibility, or impossibility - of some other 
statement: 9 is composilt' is necessary and 
some human beingJ tlre pri111e n11111bers is 
impossible would he ex.imples. ( These are 
statements of modality d,· rt' in that they 
predicate the essential possession of truth or 
the essential pos,ession of falsehood of some 
object or ohjccts: the tirst predicates neces­
sarv truth llf <J L" compo:,.ite: the second 
prc.dicatcs impo~sihility of some human be­
ings tlrt' primt' 11umht·rs. l 

Some philosophers ha,e heen notably cool 
toward~ csscntialism. hut for rt!asons that 
seem ohscurc or unsatisfactory upon analysis. 
Thus W. V. 0. Quine offers arguments for 
the conclusion that essentialism is false or 
confused: these arguments. however. depend 
upon explaining or ddining modality de re in 
terms of modality de dicto in a way the 
essentialist would reject out of hand. Some 
philosophers apparently believe that empiri­
cism requires the rejection of essentialism. 
but again. it is not at all easy to see why. 

ESSENTIALISM 

Individual Essences. Individual essences 
(hereafter 'essences') offer a special case of 
essential properties. Such essences are ordin­
arily thought of as follows: an essence E of an 
object x is a property essential to it and 
essentially unique to it, in the sense that it is 
not possible that there be something distinct 
fromx that has E. In terms of possible worlds, 
Eis an essence ofan objectx ifand only if Eis 
essential to x and such that in no possible 
world does there exist an object distinct from 
x that has E. Essences may have been recog­
nized as far back as Aristotle, but were 
certainly recognized by Boethius, who says: 

For were it permitted to fabricate a name. I would 
call that certain quality, singular and incommu• 
nicable to any other subsistent. by its fabricated 
name, so that the form or what is proposed would 
become clearer. For let the incommunicable prop­
erty or Plato be called 'Platonity'. For we can call 
this quality 'Platonity' by a fabricated word, in th< 
way in which we call th~ q~ality or man 'humanity· 
Thcre£ore. this Platomty 1s one man's alone. an, 
this not just anyone's, but Plato's. For 'Plato 
points out a one and definite substance, and 
propeny. that cannot come together in another. 
(librwn Je i111erpre1a1io11e edi1io secunda. PL 64. 
-16~d-16-lc) 

Essences were also, of course, recognized 
by John Duns Scotus, who referred to them 
as ··haecceities··. 'thisnesses'. There is such a 
thing. thought Scotus, as the property of 
being this very object - where one is pointing 
to a human being or animal or other object. 
After a considerable period of eclipse, es­
sences are once again playing an important 
role in contemporary philosophy - ironically 
enough, partly through the efforts of the 
Logical Positivists, who hardly thought of 
th_emselves as friends of essences. The posit-
1v1sts emphasized_ and insisted upon the 
importance of logic and formal methods for 
philosophy; this led to renewed interest in 
modal logic and its semantics. and from here 
it was but a short step to essences. 

If we think objects do indeed have es­
sences, it will be plausible to suppose that an 
object will have several distinct essences. 
Thus among the essences of the number 9 will 
be being the successor of 8, being the sixth root 
o( -l~.O-lo-?21. and being the definite integral 
oj .r ,Lt from ll _10 3. (These are plausibly 
thought to be different properties: for any 
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pair of them, a person might be acquainted 
with or have a grasp of the first member of the 
pair without being acquainted with or having 
a grasp of the second.) Indeed, for any 
distinct properties unique to an object, there 
will be distinct essences of that object. To see 
why. begin by naming the actual world ·a'. 
Next, note that objects have world-indexed 
properties, properties of the form having Pin 
W, where P is a property and W a possible 
world, and where an object x has a property P 
in a world W if it is necessary that if W had 
been actual, then x would have had P. (Thus, 
for example. the property of being snub­
nosed in W. for some possible world W, is the 
property a person has if necessarily, if W had 
been actual. then he would have been snub­
nosed.) Of course W can be the actual world: 
Socrates has the property of being snub­
nosed in ot. Now of course ot is a possible 
world and therefore a (maximal) state of 
affairs or proposition. Given that true state­
ments of the form P entails Q are necessarily 
true. it follows that the property being snub­
nosed in " is essential to Socrates; while he 
could have failed to be snub-nosed, he could 
not have failed to be snub-nosed in ot. Where 
Pis a property, call ·having P in ot' the a­
transform of P. And now note that the ot· 
transform of a property that is unique to an 
object will be an essence of that object: it will 
be essential to it (by virtue of being a world­
indexed property). and also essentially 
unique to it. as a little reflection will reveal. 
O{-transforms of distinct properties will them­
selves be distinct; so any given object will 
have at least as many distinct essences as 
there are properties in fact unique to it. 

An interesting question is whether there 
are q11aliratil'e individual essences in addition 
to haecceities. Contrast two sort, of proper­
ties. First, consider q11iddi1u1i1•e properties, 
such a, Boethius"s Platonity (i.e., the prop­
erty of bdng Plato) or the property being 
wiser than Pla/0. or being 2 feet to the leji of 
Socrates, or being older than Sam: these 
properties involve ,ome imlividual (such a, 
Socrates or Plato or Sam) in a way that is 
reasonably clear but hanl to characterize in a 
non-trivial manner. Contra,t the,c proper­
ties with qualitative prnpertie,. such a, rcd­
nC!,!!t, or wi!!tdom. or unpurn.:tuality. or hei11,: 
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more than 5 feet tall - properties that do not 
involve a reference to some specific indi­
vidual. The question is whether objects have 
qualitative essences as well as haecceities, 
where a qualitative essence would be a 
property constructed out of qualitative 
properties. 

This question is connected with the question 
of existemialism. The existentialist (in the 
present sense) holds that existence precedes 
essence (or at any rate is not preceded by it); 
haecceities such as being Socrates, singular 
propositions such as Socrates is wise, and 
states of affairs that involve Socrates, such as 
Socrates being short are then ontologically 
dependem upon the individuals they involve: 
that is, they could not have existed if those 
individuals had not existed. In terms of 
possible worlds: any world in which an haec­
ceity of Socrates exists is a world in which 
Socrates exists; and the same goes for singu­
lar propositions and states of affairs that 
involve him. The basic intuition here is that 
there simply could not have been such a thing 
as the property of being this very thing (where 
we are referring to some specific object such 
as a person) if the thing in question had not 
existed. This intuition, of course, is specific to 
the sorts of properties in question - i.e., 
quidditative properties; qualitative proper­
ties ( redness and wisdom, for example) could 
have existed (so one reasonably thinks) even 
if their extensions had been different and 
even if they had not been exemplified at all. If 
exi,tentialism is correct, then possible worlds 
arc not necessary beings: if Socrates had not 
existed, neither would any of the uncount­
ably many possible worlds in which he exists. 
But if individuals have 4uali1a1ive essences. 
then cxi,tcntiali~m i~ much lc~!-i ~ignilkanl. 
For then objects would have haecceilics, 
which would be ontologically dependent 
upon them. all right. hut they would also have 
4uali1a1ive individual essence, which would 
not be thus dependent upon them. And 
hence while some of the worlds in which 
Socrates exists - the ones that involve h1> 
hae~ce11ies - would be ontolugically depend­
ent upon him. there would he other possible 
worlds logically e4uivalent lo th~m that 
would 1101 he thus dependent upon him: those 
that involve hi~ qualilativc C!-.~cnci:~. 
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In addition to their own intrinsic attractive­
ness, essences are useful in several areas of 
philosophy. In philosophy of religion, they 
are useful for giving exact statement to the 
Free Will Defence and to the Ontological 
Argument. They are also useful in the philo­
sophy of language: it is plausible to think, for 
example, that proper names express essences. 
They can help us understand negative exist­
ential statements; they can also help us 
understand predication. Essences also figure 
into the semantics of quantified modal logic. 
In the usual Kripke-style semantics, there is a 
great set U that ( from the point of view of the 
intended applied semantics) contains all the 
objects that exist in any possible world. But 
this way of looking at the matter suggests that 
in addition to all the things that exist. there 
are some more things- the golden mountain. 
perhaps - that do not exist ( in fact) but could 
ha,·e existed: these are possibilia. But possi­
bi/ia are creatures of darkness: the supposi­
tion that in addition to all the things that exist 
there are some merely possible objects is 
dubious in the extreme. (There could have 
been thing, distinct from each of the things 
that doe, in fact exist: it scarcely follows that 
there are some things that do not exist but 
could have.) If we think of L" as a set of 
essences (instead of concrete objects) then 
the above s11gg,·s1io falsi imputed to the usual 
semantics of modal logic disappears. 
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\I \ IN PLANTINGA 

Euclid or Megara 
The philosopher Euclid (not to be confused 
with the mathematician of the same name) 
was. according to rc,cent estimates. born in 
Megara in -BS ec and died there in 365 ec. 
After studying Parmenides's philosophical 
theories. he became a student of Socrates 
(Plato, Phaedo .'ilJ b--c). After his master's 
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death, he returned to Megara, where he 
founded a school - known as the Megaric -
that became famous for the ability of its 
members in dialectic. 

Euclid was the first philosopher to attempt 
a synthesis of Socratic ethics and Eleatic 
ontology. He held that there was just one 
Good and that it was to be identified with 
unity. conceived as bearing the character the 
Eleatics attributed to being, that is the 
character of absolute and motionless coin­
cidence with itself. At the same time, he 
denied the reality of that which is opposed 
to the Good. 

There are two fundamental interpretations 
of Euclid's philosophy. According to the 
first, (A), he reduced the whole of reality to 
the One-Good: thus the supreme ethical­
ontological dignity of the Good was trans­
lated into a radical ontological monism within 
which there was no room whatsoever for 
'alterity' or 'diversity'. According to the 
other interpretation, (B), Euclid conceived 
the one Good to be the being of every 
essence. so that all the essences were im­
mutable and each one independent from all 
the rest (as if for each one the others were 
pure non-being): this has been called Megaric 
'logical atomism' and is the position held by 
the 'friends of ideas' of whom Plato speaks in 
the Sophist (246 b ff.). 

Interpretation (B) seems to explain more 
effectively the doctrine, maintained by some 
members of the Megaric School, of the ex­
clusive legitimacy of identical judgements, 
but (A) agrees more convincingly with what 
we know about the Megaric polemic against 
multiplicity and becoming. 

Methodologically speaking, Euclid held 
that one should attack not one's opponents' 
premisses, but rather their conclusions. 
Am~ng_st_ the Megaric arguments against 
mul11phc1ty ( and agamst the validity of the 
empirical experience in its favour) the •sorites' 
( from soros. i.e. pile) and the argument of the 
'bald person· were especially well known. 
The essence of these arguments is, it seems. 
the following: if multiplicity existed, it would 
be characterized by the quantitatives ·more' 
and ·tess'. whic~ are manifestly (both empir­
ically and logically) indeterminable and 
hence lacking in substance. 
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Other arguments formulated by Euclid 
(and by members of his school) are of the 
type known today as antinomies or paradoxes. 
The most famous of these is that of the 'liar'. 
to which Cicero (106-43 BC) refers (Academica 
IV, 29, 96): ••if you say that you are lying, 
either you are telling the truth, in which case 
you are lying, or else you are lying, in which 
case you are telling the truth". The antinomy 
of the 'liar' is included among what F. P. 
Ramsey called the semantic antinomies. It 
can be avoided, according to Rudolf Carnap 
and W. V. 0. Quine, if one distinguishes 
different levels of language, in conformity 
with Alfred Tarski's theory. So the assertion 
·1 lie' makes sense only if it is understood 
as an assertion that refers to the object­
language, and in this case it can be true or 
false. Another way of avoiding the paradox. 
due to Saul Kripke. involves distinguishing 
the semantic levels of the predicate 'true'. 
According to this view. the liar paradox 
cannot get a truth value at any semantic level. 
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ALBl:.RTO JORI 

Events 

An event is anything that happens. an occur­
rence; something that occurs in a certain 
place during a particular interval of time. 

It appears that. while the concept of 
change has a philosophical history as long as 
that of Western philosophy itself. and while 
the concept of an event ,eem, to be inex­
tricably bound up with that of change. the 
concept of an event it,elt ,eem, not Jo have 
been the focus of ,u,1ained philosophical 
treatment until fairly recent time,. Thu,, 
while some ancient Greek philosophers 
wondered about the processes hy which 
things change, they did not give much 
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thought, if any. to the very idea of a process 
itself. And Aristotle, though he wondered 
about what made actions (presumably a 
species of event) intentional and certainly 
thought at great length about the idea of 
change and the various species of change, 
could find no room for events in his ontology, 
since they are neither substances nor proper­
ties of substances. 

In modern times, due in part to a re­
emergence of interest in the concept of 
change and in part to the growing use of the 
concept of an event in scientific writing and in 
theorizing about science, the idea of an event 
begins to take on a philosophical life of its 
own. J.M. E. McTaggart, A. N. Whitehead, 
and C. D. Broad (1887-1971) seem to have 
begun the modern discussion of events. And, 
perhaps, the most recent interest in the 
nature of events was sparked by U. T. Place 
and J. J. C. Smart, who formulated versions 
of the Mind-Body Identity Thesis explicitly 
in terms of events, by Donald Davidson, 
through his work on the semantics of action 
sentences, and by the thought that getting 
clear on the nature of events would facilitate 
discussion of other philosophical issues (e.g .. 
causation). 

Current philosophical discussion of events 
has centred around two fundamental 
questions: 

(I) Are there such things as events? 
(2) If so, what is the nature of these 

entities'! 

Although it might seem that the first of these 
question, should he settled before worrying 
about the second. philosophers have rightly 
tied the two together, since whether or not 
there arc event, depend, al least in part on 
what event, would he like if tlu:re were any. 

Many philosophers simply assume thal 
there arc events; others argue explicitly lor 
the truth of that assumption. Such arguments 
have been principally concerned with finding 
semantic theories for certain ordinary claims 
that apparently have lo do with the fact that 
,omc agent ha, done something or that 
,omclhing ha, changed; and this semantic 
tocu, is correcl. A metaphysically appro­
priate reason for lhinking that there are 
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ent1hes belonging to some kind or other 
consists of (I) a deductive argument, whose 
premiss is a commonsensical claim (e.g., 
·Vesuvius erupted') and whose conclusion is 
that there are entities belonging to the kind in 
question, and (2) an inductive argument. an 
inference to the best explanation of the fact 
that the commonsensical premiss means what 
it does, where what it means is at least in part 
revealed by the logical relations it bears to 
other claims. And that best explanation, if 
the deductive argument is valid. will show 
that the premiss entails that there are entities 
belonging to the kind in question. It is in this 
way that Davidson. for example, argues that 
there are events. by arguing that an accept­
able semantic theory for claims invol,ing 
adverbial modifiers (e.g .. ·Jones killed Smith 
in the kitchen with a gun') and for singular 
causal claims (e.g .. ·the short circuit caused 
the fire') shows that they implicitly existen­
tially quantify over killings and short circuits 
and fires (which are events). Opponents of 
Davidson·, argument (e.g .. Romane Clark. 
Terence Horgan) have argued that a better 
semantic theorv will show Da,·idson's con­
clusions to be ~nwarranted. 

Though this is a controversial matter. 
many philosophers presume that the events 
whose existence is proved by such arguments 
are particular occurrences. That is. events are 
non-repeatable happenings: and they have 
spatial location. It is typical of philosophers 
who think this way to associate in some way 
(however inexplicitly) the concept of an 
e,·ent with the concept of c/ia11ge; an e,·ent is 
a change in some ol>ject or other. Thus. the 
time at which an ~n:·nt occurs can be associ• 
ated with the time at which the object. which 
is the subject of that ewnt. changes from the 
having of one 1,, the having of another. 
contrary property. If the idea of an event is 
1he idea of an object's changing. then. since 
noobjecl can have both a property and one of 
ils contraries at the same time. there can be 
no instantaneous ev.:nts. and every event 
occurs at some interval of time. (A time 
d11ri11g which an event occurs is any period of 
lime that includes every instant of time al 
which it is occurring. and it occurs at the 
shortest such int.:rval.) Events get their 
spatial locations by virtu.: of bdng changes in 
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things that themselves have spatial locations. 
Thus. an event that is a change in an object, x, 
from being F to being G. is located wherever 
x is at the time it changes from being F to 
being G. Since, if xis located at place pit is 
also located in any place that includes p, 
events have no unique spatial locations. But, 
just as it is appropriate to say that the spatial 
location of a changing thing is the smallest 
region of space that encloses it, it is appro­
priate to say that the spatial location of an 
event is the location of the smallest object a 
change in which is that event. It also seems 
clear that events do not have their spatial 
locations by dint of occupying them; if they 
did, just the way physical objects apparently 
do, then distinct events could not occur in the 
same place simultaneously (just as distinct 
physical objects cannot occupy the same 
place at the same time). But it does seem that 
more than one event can occur at the same 
time and place. However, some philosophers 
(e.g .. W. V. 0. Quine) accept the idea that 
events are just as concrete as physical objects 
are, and go on to propose that events and 
physical objects are not to be thought of as 
belonging to distinct metaphysical kinds. 

It seems evident that some events are events 
of which another event is composed (e.g. the 
sinking of a ship seems composed of the sink­
ings of its parts). in much the way that at least 
some physical objects are composed of parts. 
However, 11 also seems evident that not every 
group of events are events of which another is 
composed: the~e just is no event composed of 
the first eruption of Vesuvius and Nixon's 
resigning in 1974. What is not evident is what 
the principles, if any. are that determine 
when events compose more complex events. 

Some views of events are compatible with 
there being subjectless events, events that 
are not the changes in anything whatsoever. 
Perhaps Whitehead's is such a view of events. 
Whether such a view is a possible one is an 
unsettled issue. What seems clear. however, 
is that if there were subjectless events. they 
could not be changes; for it seems absurd to 
suppose that there could be a change that was 
not a change m or of anything whatsoever. 
And it is no1 clear what to make of a concept 
of events that was detached from that of 
change. 
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Any serious theory about the nature of 
entities belonging to some metaphysically 
interesting kind must address the issue of 
what properties, if any, such entities have 
essentially. In the case of events, the issue is 
made more pressing. for example, by the fact 
that certain current theories (e.g .• David 
Lewis's) concerning event·causation require 
that reasoned judgements be made with 
regard to whether certain events would occur 
under certain. counterfactual circumstances. 
To deal with such issues, the essential features 
of events must be determined. In the recent 
literature on events, attention has been given 
to three proposals. The first is that it is 
essential to each event that it be a change in 
the entity it is in fact a change in. The second 
is that it is essential to each event that it occur 
at the time at which it in fact occurs. And the 
third is that it is essential that each event be a 
change with respect to the same properties it 
is in fact a change with respect to. Though the 
first two have received some attention. the 
issue attracting by far the most has been the 
third. This has been due to the prominence 
given to debates on that issue between 
Jaegwon Kim and Donald Davidson. 

Once the question of the existence of 
events is settled (either by argument or 
assumption) in the affirmative, philosophers 
then turn to the construction of theories 
about events. Usually. the construction 
centres on the articulation of a ·criterion of 
identitv' for events. a principle giving con­
dition; necessarv and sufficient for an event e 
and an event e' io be one and the same event. 
Such a principle. it appears. is sought be­
cause. when it ~atisfies certain constraints, it 
is a vehicle for articulating a view about what 
it is to be an event and how events arc related 
to object> belonging to other kinds. Current 
in the literature are several general type, of 
theory about events. all of which have their 
supporters and their opponents. 

Roderick M. Chisholm\ theory is motiv• 
ated by the fac1 that it seems to be the case 
that some of what we say implies that events 
can literally recur (e.g., 'there was an earth­
quake in Los Angeles yesterday. and the 
same thing happened today'/. Given that 
idea and the apparently similar phenomenon 
that two people can have the same desire ( or 
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that one person may believe what another 
person fears), Chisholm proposes that events, 
along with propositions, be understood as a 
species of states of affairs, abstract entities 
that can serve as the objects of the 'proposi• 
tional attitudes'. Events, thus construed as 
abstract, literally have no spatial or temporal 
location; however. Chisholm attempts to 
show how we can nevertheless understand 
claims that apparently attribute such features 
to events. And events can be said to be 
identical if and only if they are objects of all 
the same propositional attitudes. (Events, 
construed as particular occurrences, cannot 
recur. For such an event to recur is for there 
to be distinct times at which that event 
occurs. ~ut no ~uch event occurs at or during 
any period of time that does not include all 
the times at which it is occurring. Thus, for 
such an event to recur it must occur at a time 
that does not include a time, namely the time 
of its alleged recurrence, during which it is 
occurring.) 

Quine holds that physical objects, like 
events, have temporal parts. and that events 
may be identified with the temporal parts of 
physical objects, and are thus concrete par• 
ticulars. Events and physical objects would 
thus share the same condition of identity: 
sameness of spatio-temporal location. 
(Whitehead at one time expressed the view 
that events are the most fundamental par. 
ticulars and that they arc more basic than 
physical objects in that the latter are con. 
struction, out of events. Variations on this 
idea seem to be found in more contcmpor,irv 
writers, such as Quine. Such a view, ho,;. 
ever, it would appear, could not be correct. if 
it were the case that the very idea of an event 
is the idea of a change in some physical 
object.) 

Myles Brand, unlike Chisholm hut like 
Quine and others, is impressed hy the par• 
ticularity of events, hy the fact that events arc 
much like physical objects in literally having 
spatial and temporal features; hut he dis• 
agrees with Quine. in that he is convin,-ed 
thal. unlike physical objects, more than one 
event can occupy the same spatio•temporul 
location. Thus, Brand thinks that the criterion 
ol identity for events should resemble (but 
not replicate) the usual criterion of identity 
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for physical objects; events are identical if 
and· only if they necessarily have the same 
spatio-temporal location. So, events e and e' 
might be distinct even though they in fact 
occur at the same time and place, for it might 
be the case that they have different such 
locations or that one occurs and the other 
does not. 

Kim is interested in events in so far as such 
things figure as the objects of empirical 
explanations. Since what is typically ex­
plained is an object's having of a property at a 
certain time, Kim takes an event to be the 
exemplification of a property (or relation) by 
an object (or objects) at a time; and evente is 
the same as an event e' if and only if e and e' 
are the exemplifications of the same property 
by the same object(s) at the same time. 

Davidson has been interested in finding a 
·co-ordinate system' in which to 'locate· 
events. in the way that spatio-temporal co­
ordinates specify the locations of physical 
objects; Davidson has proposed that the 
network of causes and effects provides such a 
framework and that c:venls. being essentially 
the things 1hat cause and are caused. are 
identical just in case: they occupy the same 
place in that framework. that is. just in case 
they have the same causes and effects. More 
recently. however. Davidson seems to ha,·e 
abandoned this position in favour of Quine·s. 

Another view (La\\Tence Lombard's) has 
it that events ought to be thought of. primar­
ily and fundamentally. as the (non-relational. 
non-Cambridge) changes that physical ob­
jects undergo when they change. Such 
cham~es arc Cl.lnstrut!d as ·movt!ments· by 
obje;ts from the having of one to the having 
of another property through densely popu­
lated qualify spaces. where each quality space 
is a class of contrary properties the mere 
having of any member of which by an object 
does not imply change. EYents can then be 
divided into atomic events and events com­
posed of atomic events. where an event 
is atomic just in case (roughly) it is a con­
tinuous change in a single partless thing with 
respect to certain (atomic) quality spaces. 
Non-atomic events arc identical just in case 
they are composed of the same atomic events; 
and atomic events are identical just in case 
they are simultaneous movements by the 
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same atomic object through the same portion 
of the same atomic quality space. 
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Existence 
I: History 

LA WREN CE BRIAN LOMBARD 

Questions about existence are so funda­
mental as to seem coeval with philosophy 
itself. Yet the Greeks, who initiated the 
tradition of ontological thought, never used 
·existence'. a word with Latin roots and no 
exact Greek lranslation; their preoccupation 
was instead with what is ordinarily translated 
into English as 'being'. Of course 'being', 
according to Aristotle, is said in many ways. 
and whether or not there is some coincidence 
of one or more of these with 'existence' is 
something that cannot be decided by lin­
guistic facts alone. 

Ancient Philosophy: the Question of Being. 
It is Parmenides who first brings the question 
of being into the centre of philosophical 
inquiry. His predecessors, in their search for 
that which abides through change. assume 
that 'to be· means to be permanent. yet fail to 
deny that what comes to be and passes away 
also is. In accepting the equation of being and 
permanence, however. along with the premiss 
that only what is is thinkable. Parmenides 
reaches the conclusion that coming to be and 
passing away cannot be thought. The radical 
result of Parmenides's argument - and the 
puzzle he bequeaths to his successors - is the 
denial of the phenomena of nature altogether. 

Plato confronts the Parmenidean problem 
most directly in two works in particular: he 
has Parmenides explore the consequences of 
his own hypothesis that ·Being is one' (Parm. 
13na ff.) and the Eleatic Stranger in the 
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Sophist (24ld--e. 257b-259c) commit ·parri­
cide' against Parmenides by replacing the 
supposedly unintelligible notion of 'that 
which is not simply' by 'that which is other', 
thus making it possible to admit the being of 
falsehood. image, and appearance, along with 
difference of kinds. In contrast with the pre­
Socratics. however, Plato extracts the theor­
etical problem from a specifically human 
phenomenon: the experience which arouses 
our wonder about non-being, as the Phaedo 
demonstrates. is death. For us, accordingly, 
the paradigm of what it is to be is to be alive. 
To be alive. however, is to be changing, 
whereas to be, granting the premiss exposed 
by Parmenides, is to be beyond all change. 
This paradox is manifest in the 'theology' of 
the Republic, where Socrates lays down 
norms for the representation of the highest 
beings as immutable and the cause only of 
good: the poets' images of living gods, he im­
plies. are to be replaced by statue-like 'ideas'. 

In the Metaphysics, Aristotle too offers a 
theology, although it seems to stand in ten­
sion with his stated aim of pursuing a compre­
hensive account of being as such. In order to 
thwan the threat that the equivocity of 'being· 
poses to the unity of that account, Aristotle 
searches for a primary meaning of "being' 
from which all other senses can be derived. 
'Substance', however, proposed as that unify­
ing semantic core, proves to be equivocal as 
well. It is form as actuality which receives the 
strongest defence; but in so far as that core 
sense of ·substance· can be fully satisfied only 
by a panicular kind of thing, God, only the 
highest being can be said in the precise sense 
to be. Further. if this living being, whose life 
is defined as the pure actuality of ·thought 
thinking itself. were the paradigm of what it 
is to be alive. everything else would have to 
be said. strictly speaking, to be dead, or not at 
all. Thus, either 'being· has a comprehensive 
sense that holds of everything. but only by 
suffering a loss of discriminatory power. or it 
functions as a term of distinction, but by 
dispersing into a variety of particular senses 
only one of which holds strictly. 'Being', 
Aristotle admits, is a perplexity nut only of 
old and now but always. 

Medieval Philosophy: Exi,tence and 
Essence. That 'existence' alMJ exhibit, such a 
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tension between a single comprehensive 
meaning and a plurality of precise ones is 
suggested by its contrastive relation to 
essence. Not every conceivable essence is 
realized in an existent entity: 'existence' 
univocally means instantiated essence. As 
Thomas Aquinas maintains, 'existence' (es.ie) 
stands to essence as actuality to potentiality 
(Sum. Theo/. I, q.3. art.4). Yet the ontolo­
gical argument for the existence of God, con­
structed by Anselm of Canterbury, among 
others. renders 'existence' equivocal, for as 
one of a set of properties constitutive of 
God's essence, 'existence' must mean neces­
sarily rather than simply instantiated essence. 
Aquinas's discussion of the existence of God 
leads by a different path to the same dif­
ficulty: since such a being exists but admits of 
no potentiality, there is no basis for the 
contrastive relation between essence and 
existence which otherwise fixes the distinct 
meanings of those terms. Hence 'existence' in 
this case must have a unique sense. 

~odern ~hilosophy: Existence and Reality, 
Logic of Existence, Ex1stenlialism. Rene Des­
cartes. in the Meditations, helps initiate 
modern philosophy by casting the issue ol 
existence in what is primarily an epistemo­
logical light. The internalization of essence in 
the form of ideas as mental contents leads to 
systematic doubt about their instantiation in 
the external world. This implies that to exist 
is to be mind-independent. But either that 
leads to paradoxical consequences for the 
existence of himself as a thinking being, 
which Descartes holds to be beyond doubt, or 
·existence· must be construed once again as 
an eqmvocal term. 

Two very different issue, ahout existence 
have been of interest in more recent philo­
sophy. One of these. concerning the logical 
status of 'existence·, has its roots in Leibniz's 
claim (Noul'eaux fa.mis lV.1.3) that, when 
something is said to possess real existence, 
·exi,tenec' itself is a predicate. It is Kant's 
rejection of that view which serves as the 
basis for his criticism of the ontological 
argument: it is fundamentally Hawed because 
it falsely assume, that existence is one of the 
properties constituting th<! essence of God 
(CPU Boll>-30). With the emergence of 
modern logi~ the opportunity arises to exploit 
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the function of the existential quantifier in 
order to provide an analysis of what it means 
·to exist'. Gottlob Frege concludes that 'exist­
ence' is falsely understood as a property of 
individuals and should rather be construed 
as a second-order 'property of properties'. 
Accordingly, that an individual or kind of 
thing exists means that its concept is 
instantiated. 

Under the title of existentialism, philo­
sophers beginning with S0ren Kierkegaard 
(1813--55) have focused on the distinctive 
character of human existence. In his famous 
formula, '"Existence precedes essence". Jean­
Paul Sartre exploits the traditional distinction 
to assert that no human being simply instanti­
ates a predetermined individual essence but 
instead takes responsibility for what he turns 
out to be. As a claim about being human. 
however. Sartre's denial of the priority of 
individual essence is coupled with a positing 
of specifically human essence. which he identi­
fies. in Being and No1hing11ess. as the negating 
act of freedom. In Being and Time. Martin 
Heidegger differentiates humans as the only 
beings who. in their active involvements in 
the world. already operate "ith a guiding 
understanding of being. and who alone are 
concerned with their own bein2. hence "ith 
its limits. death. By reserving ·existence· to 
designate this specific mode of being that 
belongs to human,. Heidegger yokes the 
issue of existence to his wider aim of recover­
ing the ancient question of being. 
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ROBERT BERMAN 

Existence 
II: Existence and Non-Existence 
While the topic of existence ought to be a 
central concern of philosophy. the funda­
mental notion of ontology. the notion in fact 
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remains remarkably underinvestigated be­
cause of certain ancient prejudices, such as 
referential assumptions embedded deep in 
mainstream philosophy. Most important 
among these is the ontological assumption, 
according to which whatever is a (logical) 
subject, whatever is genuinely talked about, 
exists. (The assumption appears in various 
different guises, e.g. as narrowed to what is 
truly talked about, and also in derived forms, 
e.g. as restricted to quantifiable talk, a form 
sloganized as 'to exist is to admit of construal 
as a value of a bound variable' and the like.) 
Accordingly, then, discourse that is appar­
ently about what does not exist must be 
reduced, in one way or another, to proper 
(logical) form, namely that conforming to the 
above assumption. 

The mainstream result is a grand (but 
misguided) reduction programme for many 
types of problematic language, especially 
that about fictions, i.e. fictional items gener­
ally. and that about universals, abstractions, 
and theoretical items. The so-called 'riddle of 
existence' (or 'Plato's beard') derives from 
the same assumption. The puzzle is: how is it 
possible to make true statements, such as 
·Pegasus does not exist', about the non­
existent. since the statement yields both that 
the subject (Pegasus in the example) exists, 
by the assumption, and that it does not, 
because that statement is true? The received 
resolution involves both an analysis. or re­
moval of 'Pegasus' from the class of genuine 
names and logical subjects, and circumscrip­
tion of the 'predicate' 'exists' (and of course 
its associated negation) under the dogma that 
existence is not a predicate. 

Under the alternative object-theory ap­
proach, still a minor philosophical stream but 
one systematizing much traditional philo­
sophical and everyday practice. all this ana­
lytic and reductive activity is avoided. For 
example. 'Pegasus does not exist' is admitted 
to be what it appears to be, a grammatically 
satisfactory subje<.1-predicate statement, with­
out existential commitment; it is a statement 
about (or signifying) a non-existent object, 
Pegasus. and ascribing to it the property of 
non-existence. So existence, too. is a predic­
ate. indeed a rather distinguished one. of 
which it would be reasonable to expect 
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some suitable philosophical characterization. 
Neither it nor non-existence is especially 
puzzling. or beyond characterization and 
therefore discussion; nor is it without criteria 
because it is not a feature of everything nor is 
it distributed everywhere. 

As one of the most important notions in all 
philosophy. it would be reasonable to expect 
a range of competing characterizations of 
existence and criteria for it. That such an 
expectation is far from fulfilled can be attrib­
uted to the pervasive mainstream proposi­
tion that everything exists, a corollary of the 
ontological assumption. Hence, as there is no 
contrast, there is no serious need for any 
characterization. Under the referential main­
stream, philosophical problems concerning 
existence become primarily !hose of how to 
deal with apparent infringement of the evi­
dent answer to the ontological question 
·What exists?'; namely, every thing. The 
issues are transformed inlo accounting for 
those 'things· we regularly talk and Ihink 
about which do not exist: ficlions, which 
en1er into much conversation and reflection, 
although they do not in fact exist; universals 
and olher abstractions. which appear inevit­
able in scientific theorizing, even though they 
appear never to exist; and past and future 
objects. which do not now exist. Thus con­
venlional discussions of exislence. which are 
quickly broken down under a few headings: 
fictions. universals, purely pasl and future 
objects (e.g. Prior. "Existence", in P. 
Edwards, ed .. Encyclopedia of Philosophy). 

As regards universals, and similarly for 
other (logical) abslraclions, there is an end­
less and sterile debale belween Ihree ,1ock 
posi1ions. all of which have many varianls: 
realism (where some universals. c .g. lhuse 
required by science. enjoy irreducible cxisl­
ence eilher on I heir own or within or Ihruugh 
other exislenlsJ. cunceplualism or 1dcali,m 
(reduction Io cunccp1, or ideas). and num­
inalism ( reducliun lo ,ymbub. wilh nu exi,1-
ence u1herwisc). Hui Ihe ,1ock merry-gu­
round revolve, upon ,hared relcrcnlial a,­
sumplion,. crilically lhe onlological assump­
lion applied lo universals. Ihal unreduced 
Ialk abuul Ihem require, I heir exi,1cnce. 
Wilh lhese assumpliun, removed lhe way i, 
clear for unfellered lheurizing wilh and ahoul 
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universals and existentially unconstrained 
investigation of their features. Investigation 
of what they are like, their characterization, 
can now come first; consideration of whether 
any exist later. Once this approach is taken 
there is an easy route to the conclusion tha; 
none of them exists, because they one and all 
lack the right features to do so. That does nol 
exclude some of them, for instance those that 
figure prominently in science, from importan1 
theoretical and explanatory roles. 

The assumption-undermining object-theory 
alternahve does not carry any commitmen1 to 
traditional doctrines concerning essence, 
long entangled (in priority and other dis­
putes) with questions of existence. For char­
acterization is a wider, less loaded no1ion 
than essence. Characterizations may be 
fuzzy. not tied to necessary and sufficiem 
condilions but to looser specifications; they 
themselves are further non-existenl ilems. 
Nor do lhey 'precede' exislence, Jhough 
elements of them are needed in order lo 
ascertain whether something exists or not 

As regards fic1ions, none bu1 the memally 
deranged and philosophers entrapped in 
hopeless theories wish lo ascribe exislence lo 
them - for good reasons, the righl fealures 
and relations do not oblain. (Real-life figures 
who occur in fiction or ficlional biography are 
a separable issue from pure ficlions.) So Jhe 
main orthodox issue. forced again by referen­
lial assumplion,. is: how lo analyse (awav) 
discourse concerning ficlions, given 1ha1 ·ii 
unduub1edly occurs"! In response 10 1his 
demand, lhc orlhodox philosophical li1era1-
urc ,upplic, a range of competing inad­
cquale lhcorics. The lheory of ficlions of 
Jeremy Henlham ( 17-IK-1832) and Bcnrand 
Russell\ lhcory ol <le,niplion, arc among 
the f1r~t and mrn,t famou~ of these climinati\'c 
cxcrci,c,. Thc,e day, lhe Iheorics arc mo,llv 
panly formalized. equipped wi1h dcscriplio~ 
or ab~trac.:tion opcraton, anU tc,:hnical rc­
duclivc s.·hcmc,. applying lhc,c for analv,in~ 
,1a1cmcn1s purponcdly aboul whal doc~ not 
cxi,1 in10 ,1a1cmcn1, purporlcdlv abou1 wha1 
doc, cxi,1. Bui for lho,c whi, have seen 
lhruugh the presupposed rdcrcnlial assump­
tions lhis lilcrulurc loo is mcrclv a sideshow 
like lhe markc1, in cumpcling rdigions 0; 

quack medicines. The problem, concerning 
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fictions, such as they are. are primarily prob­
lems in explaining what different fictional 
objects are like, what logics they conform to. 
and so forth; they are not problems concern­
ing existence. 

With past and future items. traditional 
referential difficulties with time and change 
have been exacerbated by (special) relativity 
theory, which appears to render the present, 
and therewith present existence. relative to a 
chosen inertial frame. For those who assume 
that existence is an absolute ( a declining 
group even among hardline referentialists. as 
ontological relativity climbs in fashionability). 
or at least an invariant. this increases pres­
sures to insist that all temporal items always 
exist. However. from outside the referential 
mind-set. what can be seen to happen is this: 
there is a new insistence on a shift from 
existence - after all, existence ordinarily is 
existence now. present existence - to a de­
rivative notion of sometime-existence. But 
sometime-existents such as Heeel and a uni­
fied Europe (assuming it co~es to pass). 
though they have existed or "';11 exist. do not 
exist. i.e. exist now in the standard terrestrial 
time-frame. Escaping from the referential as­
sumption-set also enables a straightforward 
dissolution of other hoary philosophical 
puzzles concerning time and change and 
existence; for example. as to how something 
can come into existence or pass out of 
existence. and so as to how something can 
change (as e.g. what it was ceases to exist). 
Thus, for instanct.•, coming: into existence is 
not accurately represented in the puuling 
form of something cnming from nothing at all 
(whence the coo\"entional wisdom. ex nilrilo 
11ilril ]ii), hut as a transition of something 
from something else which does not exist; the 
transiting item acquires the property of exist­
ence rather as the freshly ruhberized surface 
acquires the property of resistance. 

Although defining existence is a controver­
sial affair. the notion is not entirely uncon­
trolled; there are fairly uncontroversial 
hounds. It is generally taken that such mater­
ial things as sticks and stones. which can hurt. 
do exist. but that mere names. as distinct 
from sounds and marks on surfaces. do not: 
nor do impossible objects or the characters of 
pure fiction or imagination or speculation. 
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But in between are extensive controversial 
areas. As policy in arriving at an account of 
existence we could do worse than to heed 
Ockham's razor, not to multiply what exists 
beyond necessity. which translates into: 
begin with those items which obviously exist, 
not-controversially, such as medium-size 
material objects, and close under enlarge­
ments produced by unavoidable extensions 
thereof, such as compounding or summation 
and dissection or analysis. But exclude un­
necessary items. such as illusions, imaginary 
items, dream characters. and unnecessary 
operations. such as abstraction. idealization. 
fictional variation, and so forth. The route to 
an appropriately minimalist definition of 
existence is now evident. An item exists if it 
stands in suitable physical relations to the 
paradigm existents. (Such a definition is 
refined and synthesized with other accounts 
of existence in Routley 1980. Chapter 9.) 
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RICHARD SVL VAN 

Experience 

Experience has long been important for 
philosophers under a variety of terms: 
'phenomena· for Plato and Aristotle; 
'presentations· for the Stoics; 'phantasms' 
for the scholastics: •ideas' for John Locke, 
under the influence of Rene Descartes, and 
for George Berkeley. under the influence of 
Locke: 'impressions' for David Hume: and 
'intuitions· or ·representations' for Kant; 
among many others. In the early decades of 
contemporary analytic philosophy it took 
centre stage in the form of such issues as 
veriticationism. phenomenalism. and the 
theory of sense-data or (in the usage I shall 
prefer) sensa. It is the last of these that 
addresses the main question to be posed 
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here. that of the ontological nature of ex­
perience. of its ontological analysis or 
status. 

Let us think of events as entities ontologic­
ally derivative from more basic properties, 
relations. and particulars. by conceiving of 
them as either supervenient upon or identical 
with ordered (11+ 1 )-tuples constituted by an 
11-ary property or relation and a sequence of 
particulars of length 11. Events are hence 
conceived to include also states and pro­
cesses. And we may now think of an event as 
n-adic or as being of degree n if its corre­
sponding structure is an (11+ I )-tuple. 

Thinking of particular sensory experiences 
( experiencings) that particular subjects 
undergo at specific times as events in this 
broad sense. what is the degree of such 
events? Do they vary in degree or are they all 
fundamentally of the same degree? Here the 
main division has divided (a) those who think 
of experience as monadic. on the model of a 
cheerleader"s kick (or. better. on that of a 
reflex kick. one due to the doctor's mallet. 
experience being largely involuntary); from 
(b) those who think of experience as dyadic. 
on the model of a football kick. or polyadic, 
on the model of a juggler's juggling. 

Reflection aimed al choosing between the 
two sides of this main divide has yielded 
questions like the following for the dyadist 
(polyadist) analysis: 

I. If sensa are ontologically private. as 
they seem to be. it being essential to 
headaches. for instance. that they 
belong to their actual victims. and if this 
is a peculiarity of sensa not shared by 
one·s possessions or belongings gener­
ally. what explains so remarkable a 
peculiarity"' 

2. Do sensa have surfaces'! Backsides? 
3. Are sensa fully determinate'! Does a 

polka-dot sensum have a specific 
number of dots'! Can it be 3. 758 times 
longer than ii is wide'! 

4. Arc ~Cn!-,a. c .g .. vi\ual ~en\a, ever ident­
ical with surfaces'' 

5. Can sensa ever appear other than they 
really are'! Or is it their essential func­
tion exactly to close permanently the 
appearance-reality gap'! 
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Years of such probing questions have left 
little life in sensa. Adverbialist theories-one 
sort of monadist analysis of experience- now 
hold the field. (For early statements. see C. J. 
Ducasse, "Moore's refutation of idealism" 
in P. A. Schilpp. ed., The Philosophy oi 
G, E. Moore; and R. M. Chisholm, Perceiv­
ing,) But one main question looms large for 
any such monadist analysis: What is the status 
in experience of the properties that do seem 
somehow present in it? What is the status in 
visual experience, for instance, of the colour 
properties that seem somehow present in it? 
When one hallucinates a snowball, whiteness 
and roundness seem somehow present in or 
relevant to one's experience. In what way are 
they thus present or relevant? Certainly one's 
sensing or imaging are not white or round. 
nor does one's person have the whiteness or 
roundness of a snowball. How then are 
whiteness and roundness present when one 
hallucinates a snowball'? For the theory of 
sensa the answer is simple. It is one's sensum 
(sensory image) that is then white and round· 
it is indeed such an image that is mo,; 
fundamentally and literally white and round. 
With the demise of sensa. sensory properties 
are bereft of any proper owner in our experi­
ence. But any acceptable analysis of experi­
ence is required to find them a place. What 
place then have they on a monadist view? 

Compare being a map of an island with 
hills, brooks, and trees. or being a picture of 
such an island, or being a description of such 
an island, with being a dream or a hallu­
cination, or any visual experience of such an 
island. A description of such an island may. 
of course. consist of no hills. brooks, or trees, 
but only of certain sounds or shapes on paper. 
Accordingly. to say that one has a visual 
experience (a sight) ot a red triangular patch 
may be conceived of as a way of classifying 
one'!-. experience a!-. hcing of a certain sort. 
the of-a-red-triangular-patch sort. And just 
as a description of an island with certain 
features (in a story) docs not rel(uire that 
there ever be a real island with those features, 
so a visual experience of a patch with certain 
features need nut rel(uire th" cxisl.,nce of anv 
real patch with those features. · 

An objection to monadism has been 
pressed by latter-day fnends of s"nsa, the 
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so-called ·many-properties problem·. Very 
briefly. the problem is how to think of the 
experience of someone with a visual experi­
ence of a red circle to the left of a blue 
square. This is urged as an objection to that 
form of monadism known as the adverbial 
theory. which replaces ·s senses a red 
sensum' with ·s senses redly'. This objection 
may underestimate the versatility of the 
adverbial theory. which does not strap itself 
with a restriction to simple predicates and 
seems able to distinguish between experience 
of a red circle to the left of a blue square 
and experience of a blue circle to the left 
of a red square by use of the predicates 
senses-red-circle-to-the-left-of-a-blue-square 
and senses-blue-circle-to-the-left-of-a-red­
square. Ye1 the objection does have the merit 
of forcing the following question: does not 
1he adverbial technique lend itself to abuse by 
allowing too easy a reduction of all ontolo­
ltical commitment to some Realitv. or Abso­
iute, or Natura. or the like"! Without regard 
10 the degree of complexity of any claim p 
that one might affirm. it would be possible to 
reduce ii to a claim that Reali!) realizes (or is 
real) p-ly. One would indeed be tempted to 
go a step further by interpreting any claim 
that such-and-such as the claim thal it such­
and-such's on the model of ·It rains. Here the 
technique is to ·,erhalizc·. as \\hen one 
verbalizes rain by replacing ·Rain falls" hy ·1t 
rains·. And it is not oh\"iou~ ju!'lt \\here or how 
to draw the line hct\\cen use and abuse of 
such ad\'erbalizatillO or ,·crhalizat1on. 

For tho~c who alread} ha\c: :,,omc use for 
propo~itions or ro~!loilik ~t;1t..:s of affairs. 
tht:re is in any ca~c .m allc:rn~Ui\t~ conception 
of cxpcri"'·ncc. l1nc that regards experience as 
a sort of proposi1i,,nal attitude \\ith a variety 
of m,,des: ,·isual. aud11,1ry. and"' on. Thus S 
migh1 haw a visual experience of (there 
being) something white and round before 
him. or in an ahernati,e description he might 
visually experience as if there were some­
lhing white and round before him. 

For any given mode of sensing there 
appear to be certain special properties proper 
10 thal mode of sensing in that any other 
properties sensed by that mode of sensing 
would bc scnsed somchow by sensing the 
ones proper to ii. Accordingly. we can con-
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ceive of purely vision-phenomenal proposi­
tions (for example) as those constituted by no 
properties or relations except those proper 
to vision. Vision-phenomenal propositions 
would then typically specify the colours and 
shapes of the facing surfaces of things before 
one at the time, as well as the visually basic 
relations among them. 

This propositional conception of sensory 
experience provides answers for two ques­
tions raised earlier for the monadist. If there 
are no sensa to have the properties that seem 
somehow present in visual experience. such 
as colour and shape. what place can we then 
find for such properties? For the proposi­
tional view such properties have a place as 
constituents of the phenomenal propositions 
visually experienced, as when one has a visual 
experience of (there being) something white 
and round before one. 

As for the difference between the red circle 
to the left of a blue square and the blue circle 
to the left of a red square, since the proposi­
tion that there is a red circle to the left of a 
blue square before one is distinct from the 
proposition that there is a blue circle to the 
left of a red square before one, it follows that 
visual experience of the one proposition may 
be distinguished from visual experience of 
the other. 

When a subject has a visual experience of 
there being something white and round 
before him. must the propositional relation in 
question supervene on monadic, intrinsic 
properties of the subject and of the phenom­
enal proposition? If so. then the adverbial 
monadist theory would seem fundamentally 
right. For the monadic, intrinsic property of 
the phenomenal proposition would surely be 
a necessary property of it. so that uhimately 
S's experiencing as if there were something 
white and round before him would derive 
necessarily from his having some monadic, 
intrinsic property. What monadic intrinsic 
property"! Whatever such property underlies 
on his side the supervenient relation of visual 
experiencing that he bears to the phenomenal 
proposition involved. 

But if one insists that the propositional 
relation of sensory experiencing must super­
\·ene in the way suggested on monadic. in­
trinsic properties of subjects. then one would 
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seem to be committed to a similar view about 
propositional relations generally, including 
propositional attitudes. At a minimum one 
would need to argue for some mark of visual 
experience that distinguishes it as a neces­
sarily supervenient relation from other prop­
ositional relations such as propositional 
attitudes. 

Whether a propositional relation of visual 
experience turns out to be be fundamental or 
supervenient, a propositional view of sensory 
experience may be illuminating in any case. 
For even if (if!) at a fundamental level there is 
no experience and there are no propositions, 
there is still interest enough in questions 
about the nature and intentionality of experi­
ence, if only as questions about a Phenom­
enal World or Common Sense or Manifest 
Image which may seem either reducible and 
derivative or just plain false. After all, rejec­
tion is worth no more than the understanding 
that gives it content. 
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ERNEST SOSA 

Explanation 
The contemporary study of scientific explana­
tion begin, with the seminal work of C. G. 
Hempel and P. Oppenheim (1948). While 
earlier writers (for example, Karl Popper) 
had recognized the importance of explana­
tion as a mode of scientific activity, most 
logical empiricist, concentrated on explicat­
ing the predictive power of scientific hypo­
theses and theories and on understanding the 
confirmation relation. Hempel and Oppen­
heim set them,clvc, a douhlc goal: first, to 
present an informal analysis of the conditions 
that a scientific explanation must meet; 
second, to translate these conditions into a 
formal account of the explanatory power of 
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theories. While their formal explication 
foundered on certain technical difficulties, 
their informal analysis dominated the discus­
sion of scientific explanation for roughly a 
quarter of a century. 

Hempel and Oppenheim proposed that 
explanations are arguments in which a de­
scription of the event to be explained (the 
explanand11m) is derived from premisses (the 
explanans) among which is a general law of 
nature. They acknowledged that there are 
cases of probabilistic and statistical explana­
tion in which the explaining argument is 
inductive in character and that, in some 
instances, the conclusions of explanatory 
arguments (the explananda) are generaliza­
tions about natural regularities rather than 
singular sentences describing particular facts 
and events. However, they concentrated 
their attention on the apparently most tract­
able examples, those of deductive explana­
tion of singular sentences. 

The ded11c1ive-no1110/ogica/ model was ex­
tended in Hempel's subsequent work, par­
ticularly in Hempel ( 1965), where an account 
of deductive explanation of statistical gener­
alizations and an i11d11ctive-s1atistica/ model of 
the explanation of individual events was 
added. Just as singular explananda are some­
times explained by deriving them from 
premisses that contain a law, so too, Hempel 
proposed, we can sometimes frame explan­
atory arguments that arc inductive and that 
show that the event described in the explan­
andum had high probability of occurring. 
Thus, in one of the famous paradigms, we 
might explain the recovery of a person suffer­
ing from a bacterial infection by using the 
premiss that the patient was treated with an 
antibiotic together with the statistical law that 
99 per cent of infected people recover when 
treated with that antibiotic, concluding that 
with high prohahility (99 per cent) the patient 
recovered. 

Hempel's models of explanation share the 
common feature that explanation involves 
showing that the event (fact, regularitv) 
descrihcd in the explanandum was to be 
expected as a consequence of underlying 
laws of nature. But. as Hempel made plain 
in his treatment of the topic. prohabilistic 
explanation involves complications not found 
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in the deductive case. Adding further premis­
ses to a valid deductive argument does not 
affect the cogency of the reasoning. For 
inductively strong arguments. however. add­
ing more information can subvert the reason­
ing: if we learn that the patient of the last 
paragraph is infected with a strain of bacteria 
that is resistant to the antibiotic. then the 
probability of recovery plummets. Hempel 
attempted to circumvent this difficulty by 
adding a further requirement. the require­
ment of maximal specificity. 

For all the clarity and care with which it has 
been articulated. the Hempelian approach to 
explanation faces apparently insuperable dif­
ficulties. The concept of a law of nature has 
proved remarkably recalcitr.mt to explication. 
Moreover. there seem to be many instances 
in which derivation from a set of premisses 
involving a law is non-explanatory. One class 
of examples consists of the asymmetries of 
explanation. a paradigm of which is Sylvain 
Bromberger"s case of the flag-pole: we can 
apparently explain the length of a shadow 
cast by a flag-pole by deri,ing the shadow 
length from the elevation of the sun. the flag­
pole height and the laws of propagation of 
light; equally we can derive the flag-pole 
height from the shadow length. the elevation 
and the propagation la\\s. but the latter 
derivation is non-explanatory. What ac-counts 
for the diffcr-,nce"! 

Perhaps th-, chid source of problems for 
Hempel"s modd was th" area of statistical 
explanation. an ar-,a that g-,nerated the first 
main rival. \V-,sley Salmon ( l '1711) proposed 
that -,xplanation e<>nsists in th" as.sc,mbly of 
sr,1tisticdlly rt"!t·1·,uu ;,,_1;,,matio11. \\'hen we 
explain an c,ent ,,,-- stat". we adduce back­
ground conditions that raise the probability 
chat the C\"cnt or stah! occurred: thus we 
explain rcco\'ery by noting that a person has 
been treated with an antibiotic if the prob­
ability of rec,l\'ery gi,-,n the treatment is 
greater than the prior probability ofrecovery. 
So simple a proposal will not quite work. 
as Salmon appreciated. for we must beware 
of epiphenomena! correlations. The baro­
meter", falling raises the probability that a 
storm is in the ofting. but does not explain the 
coming storm. Here. the barometer indicates 
an underlying .:ondition that is not only 

EXPLANATION 

statistically but also explanatorily relevant. 
The programme for the statistical relevance 
approach to explanation was to formulate 
probabilistic conditions. articulating the 
central intuition while avoiding problems 
posed by mere correlations. 

Continued attempts to carry out this pro­
gramme met with little success, and, in the 
past decade, Salmon and other writers (Paul 
Humphreys, Nancy Cartwright, and Peter 
Railton) have made explicit use of causal 
concepts in providing analyses of scientific 
explanation. According to this influential 
approach. scientific explanation consists in 
identifying the underlying mechanisms that 
produce events, states. and general regular­
ities. Consideration of the asymmetries of 
explanation provides a clear motivation for 
the approach. A natural response to the 
puzzle of Bromberger's flagpole is to declare 
that t'1e flag-pole is a causal factor in the 
production of the shadow but not conversely. 
Similarly. the insights of the statistical-rel­
evance account can be taken over by noting 
that background causal factors are frequently 
statistically relevant. 

From the standpoint of logical empiricism, 
a simple invocation of causation would be 
taboo. David Hume's celebrated discussion 
of causation casts a long shadow over 20th­
century philosophy of science. and part of 
the attractiveness of Hempel's covering-law 
approach to explanation is that it not only 
avoids explicit reference to causal notions but 
also provides a way of seeing judgements of 
causal dependence as derivative from judge­
ments of explanatory dependence. Those 
who incline to the view that explanation 
involves the tracing of causes ( or the identi­
fication of mechanisms) must either respond 
to Hume·s worries about causation or else 
argue that such worries are unfounded. In an 
important book (198--1). Wesley Salmon 
pursues the first strategy. offering a detailed 
theory of causation. 

One long-standing difficulty. shared by 
Hempel"s original account and the later 
causal approaches. is faced when one tries to 
analyse theoretical explanation in science. 
Scientific theories sometimes seem to deepen 
our understanding of regularities in nature: 
thus. to cite two classic examples, Newtonian 
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mechanics explains Galileo's law of free fall 
and Kepler's laws of planetary motion, and 
the kinetic theory of gases explains the laws 
of phenomenological thermodynamics. But, 
quite evidently. we cannot suppose that 
deriving a law from premisses that include 
at least one law of nature is sufficient for 
explanation, for that would permit the de­
rivation of any law from the conjunction of 
that law with other laws. Hempel recognized 
the difficulty and explicitly set aside the 
project of analysing theoretical explanation. 
Equally. it seems that causal approaches to 
explanation must introduce new conditions 
for coping with the explanation of general 
laws. 

One minority approach to explanation, 
begun by Michael Friedman in an important 
essay (1974). starts by taking the problem of 
theoretical explanation as central. On Fried­
man's account. scientific explanation is 
global rather than local: generalizations are 
embedded in theoretical systems whose func­
tion is to unify the phenomena. Working out 
the conception of explanation as unification 
is not easy. but this approach does hold the 
promise of addressing a recalcitrant problem 
while preserving the empiricist ideal of avoid­
ing references to causation. 

A second minority tradition. found in the 
writings of Peter Achinstein and Bas van 
Fraassen. takes up another neglected aspect 
of Hempel"s programme. It was evident, 
almost from the beginning. that full-dress 
deductive arguments are rarely forthcoming 
on the occasions when people make requests 
for explanation. Thus. for Hempel and for his 
successors. the ideal explanatory answers 
were seen as adjusted in practice to the needs 
of the audience. The task of understanding 
the adjustment falls to the pragmatics of 
explanation. But, once a pragmatics of ex­
planation has been articulated, it is possible 
to suggest that it solves all the problem, of 
the theory of explanation: the theory of the 
pragmatic, of explanation is portrayed a, a 
pragmatic theory of explanation (sec, for 
example, van Fraasscn 1980. Chapter 5 ). The 
difficulty for any such theory i, to place 
condition, on adequate explanation that will 
avoid the trivial result that anything can 
explain anything. 
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Contemporary theories of explanation 
thus fall into three main categories: causal 
approaches, unification approaches, and 
pragmatic approaches. Each approach faces 
different difficulties, each has its own partial 
successes, each has affinities with Hempel's 
pioneering work. Whether any of them can 
be developed to become completely satis­
factory still remains uncertain. 
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PHIi.iP KITCHER 

Extensionalism 

Ex1emio11alism is an approach to philosophy 
of logic that emphasizes external, typically 
causal and publicly observable features of 
existent objects in semantic theory, establish­
ing property identity conditions on the basis 
of sci membership relations. 

The term 'extensionalism' derives from the 
Fregean objcctual semantics of quanlifica­
tional logic espoused by Bertrand Russell. 
Rudolf Carnap. and W. V. 0. Quine. The 
extension of a predicate is the set or aggn:g­
ate of object, that have the property repre­
sented by the predicate. The proposition 'All 
!',Wans arc white' i!', true just in case there are 
no existent objects in the extension of the 
predicate ·,wan' that arc not also in the 
extension of the predicate 'white'. Extension­
alist logic excludes reference to non-existent 
objects, and conflates the ontological with 
the ,emanltc domain. The philosophical 
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implications of extensionalism are explicit in 
Russell's theory of definite descriptions and 
Quine's 'Hight from intension' (1960, 191-
232). 

For Russell, 'The present King of France is 
bald' implies. among other things. that there 
exists a present king of France. The sentence 
is false by virtue of the fact that no (existent) 
present king of France belongs to the exten­
sion of the predicate 'present King of France'. 
The power and simplicity of Russell's theory 
of definite descriptions for the limited range 
of cases to which it applies has historically 
played a central role in the rise of extension­
alist analytic philosophy. 

Ouine's criterion of ontological commit­
ment. and his dispute with intensional logic 
and intentional psychology and semantics. 
places him squarely in the extensionalist 
tradition inaugurated by Gottlob Frege·s 
predicate semantics and Russell's theory of 
descriptions. According to Quine·s exten­
sional criterion. a theorv is onticallv com­
mitted to whatever.entiti..:s must be supposed 
to exist in order for its existentially quantified 
theses to be true. Quine distinguishes exten­
sional from intensional linguistic contexts on 
the basis of the failure of intensional contexts 
to support intersubstitution of codesignative 
terms sali-a ,·eritate. and their faihlre to 
permit quantifying-in. By these tests. Quine 
identifies propositional attitude. quotation, 
and modal contexts as intensional. and 
recommends eliminating them from logic and 
philosophy as ·creatures of darkness'. To cite 
just one of his famous examples: it docs not 
follow bv uniform substitution of the exten­
sionallv · code,i~natiw terms ·9· and 'the 
numb..:r of m:1j,;r planets' in the modal con­
text 'Neccssarilv. 9 > 5'. that therefore 
'Necessarily. th,;- number of major planets 
> 5'. Thi, moves Quine to banish (especially 
quantified) m,1dal logic from the legitimate 
domain of formal logic. 

The non-extensio~al nature of proposi­
tional attitudes links extensionalist semantics 
and philosophy of logic and language with 
materialist-physicalist. anti-intentionalist 
philosophy of mind. Extensionalists some­
times derogate semantics in favour of an 
inscriptional theory of pure syntax and mech­
anical algorithms for symbol manipulation. 
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The position is most trenchantly voiced by 
Russell in his "Introduction" to Wittgenstein's 
Tractatus Logico-Phi/osophicus, when he 
remarks that "a perfect notation would be a 
substitute for thought". In light of these 
challenges. it is important to recall that 
Frege. though a precursor of later extension­
alism in Russell and Quine, regards intension 
as prior to extension. maintaining that the 
extension of a term is determined by its 
meaning or sense. 
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DALE JACQUETTE 

F 
Fact 

Facts have been described as the sort of 
things that are expressed by sentences 
(Bertrand Russell) or that are the case 
(Ludwig Wittgenstein). Neither description 
was intended as a definition, but only as an 
indication of the sort of objects in question. 
Wittgenstein's is perhaps preferable. in as 
much as it avoids recourse to language. 
Russell did not mean that every sentence 
expresses a fact. but only that true ones do. 
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One sometimes encounters the wider notion 
of a state of affairs. Facts are existent states of 
affairs. but there are also thought to be non­
existent ones that are expressed by false 
sentences. On some accounts, even contra­
dictory sentences express states of affairs, 
which are of course necessarily non-existent. 
Russell denied that there are such things as 
non-existent states of affairs. for much the 
same reasons as he urged against Alexius 
Meinong's non-existent objects. 

The tendency to think of facts in relation to 
sentences has generated much discussion of 
such questions as whether there are negative 
facts as well as positive ones, general as well 
as particular. etc. There are well-known 
trade-offs here. To take just one example. it 
has been maintained that there is no need to 
posit the negative fact that the earth is not 
flat. given the positive fact that it is round and 
the relation of incompatibility that holds 
between its being round and its being flat. 
But, as Russell pointed out, we avoid positing 
negative facts in this way only at the cost of 
positing non-existent states of affairs, since at 
least one of the two terms of the relation of 
incompatibility must be non-existent. 

Facts were rarely put forward as entities in 
their own right until the 19th century. There 
is a reason for this. As long as the substance­
attribute metaphysics held sway there was 
neither need nor room for facts. For the 
world was regarded as divisible without 
residue into substances: as a totality of things, 
not facts. Attributes were seen as inhering in 
substances. Now if the whiteness of this page 
is something that inheres in it. the fact that it 
is white is superfluous. Any theoretical work 
it might be supposed to do is already done by 
the page itself. This applies in particular to the 
task of defining truth. For everything neces­
sary for assessing the truth of the sentence 
'the page is white· is present in the page. This 
is why the earliest versions of the correspond­
ence theory were in terms of things. not facts. 

What changed all this was the new appreci­
ation of relation, in the 19th century. Re­
lations had been made to lit the ,ubstance­
attribute scheme only by rather Procrustean 
measures. A relation was viewed a, an attrib­
ute whose presence in a substance depended 
more on the vicissitude, of ,omc other sub-
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stance, as when something becomes smaller 
than something else not because of any 
change in its own size but because the other 
thing has grown. This led Thomas Aquinas to 
distinguish two aspects of a relation: its 
existence in a subject. or inesse, which it 
shares with every other attribute; and its 
reference to another thing, or ad aliquid, 
which is the peculiar mark of a relation. Such 
relations would today be called relational 
properties. The modern conception of a 
relation as holding between two or more 
things was regarded as incoherent. Leibniz, 
for example. said that such a relation would 
be an attribute with one foot in one substance 
and one in another, an impossibility. Once 
such relations are admitted, the world can no 
longer be divided without residue into sub­
stances. In addition to the cup and the saucer, 
a complete description of it must include the 
fact that the cup is on the saucer. 

The doctrine that relations presuppose 
facts can be found in John Stuart Mill ( 1806-
73) and Charles S. Peirce, both of whom 
employed the scholastic notion of the founda­
tion of a relation in this connection. Since 
relations were traditionally regarded as 
having a lower degree of reality than other 
attributes, it was held that every relation had 
some non-relational entity as its foundation. 
Leibniz. who was a late representative of this 
tradition, conceived of the foundation as a 
non-relational property or a pair of such 
properties, one in each term. that serves as 
a sufficient condition for the truth of a rela­
tional proposition. In this way, Leibniz 
sought to reduce relation, to non-relational 
attributes, a project that faces formidable. ii 
not insuperable, diflicultie,. For, as Russell 
argued, if we make A·, being larger than B 
consist in the possession of one size by A and 
another by 8, we need to add that A'ssi,c is 
larger than B's and have thus only postponed 
the original problem. Mill and Peirce avoided 
this problem by taking as the foundation of a 
relation a fact involving the terms. Mill 
regarded this as a nominalistic reduction of 
relations to relational fact,. Peirce. who 
described himself a, a scholastic realist, held 
that relations, as warranted abstractions from 
,uch facts, 4ualify as existents in their own 
right. 
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Conversely. we can ask whether a fact is 
anything over and above the relations and 
terms that are presumed to be its constitu­
ents. This question was answered by another 
19th-century philosopher. F. H. Bradley, the 
philosopher in question. is often presented as 
an opponent of relations. but he had no 
quarrel with relational facts. On the contrary, 
he relied constantly on the fact that every­
thing is related to everything else. What he 
objected to was the reduction of such facts to 
their constituents. This was the point of his 
famous regress argument. A relation and an 
appropriate number of terms do not add up to 
a fact. as shown by the consideration that the 
set consisting of the cup. the saucer. and the 
relation of being on. which is the same as the 
set consisting of the saucer. the cup. and the 
same relation, does not distinguish the fact 
that the cup is on the saucer from the fact that 
the saucer is on the cup. The constituents 
must be related in the proper way. But the 
attempt to insure this by adding funher 
relations between the relation and its terms 
only leads to a vicious regress. 

Russell agreed with Bradley that facts are 
not reducible to relations and terms. He even 
employed a wrsion of Bradley's regress 
argument in this connection. though without 
acknowledging it as such. But he still insisted 
that facts are composite entities and that 
relations are their <'Onstituents. For Bradlev. 
the relation and its terms were an abstracti~n 
from the fact rather than its building blocks. 
an abstraction. moreover. that inevitablv 
invol,·es a c·enain amount of falsification". 
Thus the: issue between Russell and Bradley 
was one of ontological priority. with one 
holding that th<' fact is prior and the other 
that its constituents ar~. 

This may seem to be a distinction without a 
difference:. But in part at least it is a dispute 
about the number of analyses a fact admits. 
On an atomistic view like Russell's each fact 
has a unique analysis into its constituents, 
while on a more holistic view like Bradley's 
there may be several equally valid analyses. 
since on this view the fact is prior and its 
constituents are abstractions from it. The 
definitive version of this form of holism is that 
of Gottlob Frege. In his early work it was 
applied to states of affairs. which he called 
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'judgeable contents' (beurtheilbare /nha/te), 
while later it was transferred to propositions 
or 'thoughts' (Gedanken). 
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KENNETII R. OLSON 

Family Resemblances 
The doctrine of family resemblances con­
cerns the basis for our application of general 
terms to panicular objects. It is opposed to 
semantic essentialism, the doctrine that a 
general term is properly applied to objects 
only if all and only those objects share a 
common propeny. Semantic essentialism 
goes back to the dawn of recorded Western 
philosophy: the early dialogues of Plato. 
There Socrates repeatedly asks what X (usu­
ally a moral term) means, and he seems to 
expect answers in the form of necessary and 
sufficient conditions. 

William Whewell ( 1794-1866), John Stuan 
Mill ( 1806-73). Arthur Schopenhauer ( 178S-
1860), William James (1842-1910), and 
Os~ald Spengl_er ( 1880-1936 ). among others, 
demed semantic essentialism in various con­
texts, but the most general and famous attack 
comes from Ludwig Wittgenstein. In his 
Philosophical lllvestigations Wittgenstein 
writes: 

Instead of JJ:Ointing out something common to all 
... · I ~m saymg that these phenomena have no one 
thmg m common on account of which we use the 
same w~rd for all .. - but they are related to one 
another m many different ways. 

Wittgenstein asks us 'to look and see, whether 
there is anything common to all games: 

The result or this ~x~mi~~tion is: we see a compli­
cated_ network or s1mll_anues overlapping and criss­
crossmg .... • can thm_k ?r no better expression 
to chamcte~1ze thc:sc s~milarities than •family re­
semblances ~ for the. vanous resemblances between 
membei:s or a family: build. features, colour of 
eyes. ~a1t. temperament. etc. etc. overlap and criss­
cmss m lhc same way (Oxlord. 1953. pp. 31_2). 
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Thus. four games may be known to have 
properties ABCD. BCDE, DEFG. and 
FGHI. We properly call them all 'games·. 
even though the first and the last apparently 
have no common properties. Family re­
semblance does not deny that there might 
be common properties: it denies there must 
be. Future analysis might reveal a hidden 
common and unique property. but the mere 
fact that we use the term without knowing 
the hidden property shows that such a prop­
erty is not necessary for the term to be usable. 
and thereby is not part of the term's 
meaning. 

Wittgenstein ·s claims are both empirical 
and normative. The empirical claim is that. as 
a matter of fact. the use of (at least some) 
general terms does not depend on finding 
one common and unique property among all 
the exemplars. but instead on noticing over­
lapping resemblances. The normative claim 
is that this is not a defect in language: if our 
words have a role then they have meaning; 
there should be no a priori ( and in particular. 
essentialist) restraint on meaning. This is part 
of the general theme in the Philosophical 
Jm·estigations that the locus of the meaning of 
a term is in the practice where the term is used. 

That theme is in contrast with the meta­
physics of the early Wittgenstein's and 
Bertrand Russell's logical atomism. accord­
ine to which the analvsis of propositions 
w;uld reveal the ontological structure of the 
world. including necessarily existing objects. 
As semantic essentialism was one element of 
logical atomism. Wittgenstein\ immediate 
goal for family resemblances in the Philo­
sophical /m•e,tigatio11.1" was to challenge the 
logical atomists' conceptions of language 
and the metaphysical implications of philo­
sophical analysis. 

After Wittgenstein. family resemblance 
has been used in field, ranging from aesthetics 
and Jaw to biology and artificial inlelligence. 
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STEVl:.N GERRARO 

Fichte, Johann Gottlieb 

Johann Gottlieb Fichte was born in 
Rammenau/Lausitz in 1762 and died in 
Berlin in 1814. He studied theology at Jena 
and Leipzig where he heard the disciples of 
Christian August Crusius and followed con• 
temporary discussions about freedom and 
determinism. Fichte became properly en­
gaged in philosophy in 1750 when he came to 
know the works of Kant and was received 
into the Kantian circle at Konigsberg. In 1794 
Fichte was called to Jena as successor to Karl 
Leonhard Reinhold (1757-1833). Being 
banned from Jena in I 79K-99 because of the 
'dispute about atheism·, he moved to Berlin. 
eventually becoming dean and rector of 
Berlin University, which had been founded in 
ISIO. An ardent representative of German 
unity. Fichte exerted an influence also 
beyond the philosophical sphere and be• 
came. together with Schelling. Novalis, and 
Schlegel. one of the outstanding figures of 
German romanticism. 

Decisive writings for his philosophical svs­
tem are 011 th<' Co11cept of the T/reor,,-of 
Scie11ce ( I 71J4). f,m11clatio11 of tire T/reor,· of 
Scienc<' ( l71J4). and the First and Serond 
l111roc/11ctio11 ( 1797). The later versions of 
his doctrine. published posthumouslv. tend 
more and more to an ic.JcaliMic thcol~1gy. 

The best access to Fkhtc's /Joctri11e of 
Sci!'nce is to he lnund in the eonllict hc1wee~ 
Reinhold's version of Kantian philosophj 
and the !'lagaciou!-. attac.:k!-1 made agaim,I ii by 
Gottlob Ernst Schulze ( l71>1-1833) in hi, 
Al'lresiclemm ( 1792). Reinhold's attempl to 
deduce the new philosophy as strict s.·icn,.., 
from a single principle was carried on and 
sharpened hy Fichte. The constituent Lrit• 
11wth· run!'\ a'-. follows: 

(Fl) Philosophy may have only one first 
princrplc. Call this p. 

( 1-"2) The evidence for the principle p 
should consisl in its heing verified b) 
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the very fact that one thinks p (in 
analogy to the truth of ·You are now 
reading this'). 

(F3) Deductions from p do not consist in 
logical inferences but in a progressive 
differentiation ( analogous to the 
transition from genus to species); 
here the differences are introduced 
by thinking itself, stimulated by 
oppositions and contradictions. 

As the title of his main work suggests. 
Fichte was in possession of certain rudi­
mentary intuitions about problems in the 
philosophy of science. but these so exceeded 
his logical knowledge and technical tools that 
the development of German philosophy was 
marked ever after by a sort of hostility to 
science. Thus. for example. Fichte consid­
ered the problem of how to define the 
completeness of a system and sought the 
solution in structures which we consider 
today as cyclical groups of finite order: the 
·deductions' of a complete system should lead 
from principle p in a finite number of steps 
(the theorems) back to p itself (On the 
Concept §-i). Then. howe\'er. Fichte en­
tangles himself in the problem of the cir­
cularity of this foundation. 

It does not occur to Fichte to compare his 
system with axiomatic one, like that of Euc­
lidean geometry. He considers the possibility 
of systems with se\'eral independent axioms. 
but bdie\'cd himself to ha\'e refuted this 
possibility. and thu, 1,1 ha, c pnwed indirectly 
the truth of I Fl). Fi.:h1e·s rctle.:tions seem to 
llow from the ~cmantic intuition that neces~ 
sary truths haw to impl~ each other mutu­
ally. The disprnp,>rtion between his intu­
itions and his cun~eptual means. however. 
ga\'C rise tu the! oliscurity and confusion of his 
Voftrint' o/ Scit'nce. despite: its occasional 
spots of brilliance. 

For Fichte the object ,,f philosophy is the 
foundation of experience. Philosophy has to 
pro\'idc an explanation of why the world 
seems to he in space and in time and why it 
seems to be embedded in causal relations. 
Because the foundation of something has to 
be outside that which is founded. philosophy 
itself has to lie outside experience. Philo­
sophy comes in this way to be identiticd with 
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metaphysics. as a search for a meta-empirical 
principle. Because of assumption (Fl). Fichte 
holds that only two meta-empirical principles 
of explanation and therefore only two sys­
tems are imaginable: realism, which searches 
for a foundation in the Ding an sich. and 
idealism, which seeks to explain experience 
by the structure of the self. 

According to (F2) realism has to be re­
jected, because it maintains that experience 
is such-and-such because the world is such­
and-such and because experience is like the 
world. But this it does without itself having 
any evident access to the world. Idealism on 
the contrary can find an access to the self by 
reflecting on itself and performing what 
Fichte calls an action of freedom (Tathand­
lung). 

The evidence of Fichte's principle ··Toe 
self poses the self in the self' is understood 
according to (F2). What you do in thinking of 
this principle verifies what you have thought: 
if you think that you think, then yourself is in 
your thought and this thought is in your self. 
This principle and the inferences which 
follow from it are often formulated analog· 
ously either to the identity-principle (/ am J 

in analogy to A = A), or to the principles of 
contradiction and of sufficient reason. The 
importance of such analogies should not. 
however. be overestimated. In the light of 
(F3). the Kantian categories are ·deduced' 
and the difference between theoretical and 
practical philosophy is established. But much 
more important is Fichte's assimilation of the 
intentionality of thinking to a form of causal­
ity (Semmg). in such a way that the absolute 
self gradually takes over the role of an 
epistemic God: the self creates itself by 
thinking and thereby creates also the frame­
work of the empirical and moral world. 

Fichte ·s work recalls that of Kant. Some of 
his results. however. bring to mind also 
current conceptions in philosophy of science 
of the sort that we find. for example, in the 
work of Paul Feyerabend - where the 
theories are held (like Fichte's self) to pro­
duce the facts. Perhaps Fichte would have 
preferred another interpretation of his doc­
trine. according to which his ·Theory of 
Science· should express the impetus of will 
that ,urns at actton. If the self poses a not-self. 
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preferred another interpretation of his doc­
trine, according to which his 'Theory of 
Science' should express the impetus of will 
that aims at action. If the self poses a not-self, 
then only in order to give itself an opposition 
and a destiny, like Don Quixote perceiving 
giants in windmills to cope with his vocation 
as knight. 
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CARLOS A. DUFOUR 

Fiction 

Among the various ·things' of dubious onto­
logical standing that nevertheless appear to 
be objects of thought, referents of names and 
descriptions. and possessors of properties, 
fictions- Sherlock Holmes, Pegasus, unicorns 
- are in some ways especially troubling. 
Properties, propositions, and numbers may 
be merelv different kinds of entities from the 
concrete ·particulars usually considered para­
digm existents. But fictions like Sherlock 
Holmes appear to be concrete particulars 
themselves and to possess most of the ordinary 
sorts of properties actual ones do: Holmes 
is a man, a detective. lives in Baker Street, 
etc. So the difference between him and actual 
particulars would seem to be one of onto­
logical status. According to Alexius Meinong. 
fictions are things that do not exist, or even 
'subsist', but which neverthdess somehow are. 

Fictions have much in common with non­
actual objects of propositional altitudes not 
deriving from work, of fiction - non-actual 
objects of belief. of desire, etc. such as 
Vulcan, and the daughter a childless couple 
wishes for but never get,. But the wished-for 
daughter arguably possesses only intensional 
properties - the property of being such that 
the couple hopes she will be a detective, 
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for example, not that of being a detective. 
('Holmes is a detective· seems true but 'D is 
a detective' - where D is the wished-for 
daughter - does not.) 

Bertrand Russell was notoriously un­
sympathetic to non-actual particulars, and 
the received opinion among analytic philo­
sophers has long been that quantification 
over them is illegitimate. But it has become 
increasingly evident how difficult it is to do 
justice to the semantics of fiction, and to 
account for the fact that fictional statements 
seem often lo express truths, while forbidding 
such quantification (Howell 1979, Routley 
1980). There has recently been a revival of 
realist theories, theories holding that there 
(really) are such things as fictions, whether or 
not they are said to 'exist'. 

Realists (about fictions) often claim in­
tuition and common sense to be on their 
side, and some take ordinary fictional state­
ments like 'Holmes is a detective' at face 
value (T. Parsons 1980). But 'There is no 
such person as Holmes' and 'There are no 
unicorns' also appear to express common­
sense truths. Perhaps these involve a special 
restricted quantifier, distinct from the one 
whose range comprises everything (Parsons 
1980). Meinongians can say that the former 
quantifier ranges over only existing things. 
But 'Macbeth exists' appears to express a 
truth when, e.g .. Macbeth contrasts with the 
dagger that may be only a figment of his 
imagination. 'Holmes exists' would seem to 
be true when it is understood in the spirit in 
which ·Holmes is a detective' is true; within 
the fiction I lulmes is an existing detective. 

Taking statement, like 'Holmes is a de­
tective' at face value, as (truly) anrihuting the 
property of being a detective tu the referent 
of 'Holmes'. is awkward. It makes most 
fictions ittcomph•te. (Holmes neither has nor 
fails tu have a mole on his hack, if the stories 
do not say.) Ami it makes some fictions 
ittcunsistetll (a fictional elf who squares the 
circle). Some ,imply declare fictions exempt 
from the laws of the excluded middle and 
nun-contradiction. Others avoid these con­
sequences hy taking such statements to be 
preceded implicitly hy something like 'It is 
true-in-lhe-liction that'. where truth-in-the­
liction is not construed as a species of truth. 
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So Holmes is such that it is true-in-the-fiction 
that he is a detective, but he is not (literally) 
a detective. On some accounts fictions are 
constituted by properties like that of being a 
detective, while not possessing them in the 
ordinary manner, e.g. they are taken to be 
collections of such properties (Wolterstorff 
1980). Properties exist necessarily and 
eternally, however, whereas fictions would 
seem to come into existence only if and when 
the author creates the relevant work of 
fiction. Also, there would seem to be distinct 
fictions each consisting of the same properties 
- the many different soldiers in an army, for 
instance, if the story says nothing about how 
they differ from one another (Howell 1979, 
Fine 1982). 

Many fictional statements are not easily 
construed as elliptical for anything like ·11 is 
true-in-the-fiction that ... ' Holmes is said to 
be more famous than any actual detective, 
smarter than Gulliver, a fictional character, 
Mary's favourite character. and to have been 
created bv Conan Doyle. It is especially 
difficult 1~ account for these allributions 
without quantifying over fictions. 

Can fictions be understood in terms of 
possible worlds"! In addition .1~ the proble~ 
of inconsistent fictions. Saul Knpke argued m 
Naming and Necessiry ( 1973) that no merely 
fictional characters are possible indi,iduals. 
that of the manv distinct possible indi,iduals 
bearing the properties atrributed to Holmes in 
the stories, there is no way of saying which is 
the reforenl of actual lX'CUrre11<.-.:s of ·Holmes'. 

Some irrealists :u:cepl quantification ·over 
fictions' but deny that it canies ontological 
commitment. Others aucmpt to construe 
fictional sl:llements as claims about the words 
or s,·menc.-s in works of fiction rather than 
about tktional objects. or as having facts 
about words or sentences as truth conditions 
(Woods 197-l). Still others (Walton 1990) 
explain away apparent references to fictions 
as mere pretence or make-believe. or as 
indications of such. 
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First Philosophy 

First Philosophy in Aristotle. In Metaphysics 
VI, 1 Aristotle distinguishes three theoretical 
'philosophies': mathematics, physics, and 
theology, and he poses the question of the 
order of their ranking. This he decides on 
the basis of the ontological criteria of un­
changeability and subsistence. The objects of 
mathematics are unchanging, but they do not 
subsist separated from material things. Per­
ceptible substances, with which physics or 
·second philosophy' (Met. VII, 11) occupies 
itself, change. On the other hand, both 
ontological characteristics belong to the 
object of theology, which is therefore desig­
nated as 'first philosophy'. Whether there 
exists such an unchanging, divine substance, 
and with it a first philosophy in this sense, 
remains open. 

~owever. besides theology, the science of 
bemg as being, introduced in Metaphysics, 
IV, I and VI. 1, presents a claim to the title of 
first philosophy, because it has the most 
comprehensive realm of objects. Aristotle 
resolves the dilemma over this and the above­
mentioned determination via the suggestion 
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that we have to do here with one and the same 
science. The science of the divine substance is 
the universal science of being. because it is 
the science of the first and most outstanding 
being. The unity of both sciences is given 
from the unity by analogy of the concept of 
being. All being depends upon perceptible 
changing substance and ultimately. if there 
be such. upon the unchangeable divine sub­
stance. which is therefore the primary object 
of the science of being as being (Met. IV, 2). 
An earlier sketch of first philosophy is Meta­
physics XII. where. proceeding from change­
able substance. the existence of the unmoved 
mover is proved and described in detail. The 
later realization of this idea in Metaphysics 
VII-IX moves from the accidents to the 
perceptible substance. the principle of which 
is the immutable form, and only a brief 
reference is here made to unchangeable 
substance (Met. IX. 8). Immutable form is 
here understood in terms of the capability for 
an acti\'ity. 

In Metaphysics IV. 3, Aristotle demon­
strates that the objects of the science of being 
as being include also the ·axioms· which all 
other sciences use, for example the principle 
of contradiction (IV. 4) and that of the 
excluded middle (IV. 7). Because these hold 
true of being as being, the universal science of 
being has competence with regard to them, 
too. And because each science concerns itself 
with some genus of being, these axioms are 
needed in each. It is in this connection in 
Book XI. whose authenticity is contested, 
that the expression ·first philosophy" is used. 
This science considers the general principles 
which mathematics and physics will then 
make more specific use of in their respective 
object domains. 

First Philo,;ophy w; .Foundation or the 
Sciences. It i, above all in this third sense that 
the tradition takes up the expression "first 
philosophy'. In the Proemium of his com­
mentary on the Metuphy.1in. Thomas Aquina., 
writes that the investigation is called theology. 
in a!!. much a!-i it con,ider~ immatc:rial !)Uh­

stances, and metaphysic,. m a, much as it 
regards being a, being. lie applies the desig­
nation •first philosophy", just as hancisco 
Suarez would later do ( lJi.>p. Met. I). to the 
science of the 'first causes' or thmg,. that is. lo 
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the concept of Metaphysics I. lf. More im­
portant is Aquinas's In Boet. de Trin. 
(q.5, a.I c). where this science is called first 
philosophy "in as much as the other sciences 
follow it in that they receive their principles 
from it". For Francis Bacon (De dignitate et 
augmentis scientarum III 1-4), first philosophy 
is the mother of the other sciences; it en­
compasses the common axioms and such 
·transcendental' determinations of the several 
sciences as: many, few. like, different, being, 
non-being. and so on. Bacon distinguishes 
first philosophy from natural theology and 
introduces a new concept of metaphysics: 
metaphysics is a part of natural philosophy 
which investigates, of the four Aristotelian 
causes, the forma and the finis; while physics 
restricts itself to the ca11sa efficiens and the 
materia. 

Rene Descartes uses 'first philosophy' 
synonymously with ·metaphysics'. It is the 
science of the ·principles of knowledge', but, 
in so far as all clear and simple representa­
tions pertain to these principles, it takes over 
the tasks of both theology and the universal 
science of being. These principles would 
include the attributes of God and the im­
materiality of the soul. 

In Christian Wolffs Plrilosoplriaprimasil'e 
onto/ogia, ·ontology' pertains to the object. 
e/lS in genere, while 'first philosophy' teaches 
the first principles and concepts of thought. 
According to Edmund Husserl (Erste Philo­
soplrie. 1923-4), first philosophy must "pre­
cede all other philosophical disciplines, to 
found them methodologically and theoretic­
ally" ( I. p. 5 ). It is possible only as a "science 
of tran,cemlcntal subjectivity" from which 
"all genuine sciences derive the origin of their 
fundamental concepts and fundamental 
principle, and all other principles of their 
methods" (JI. p. 4). 
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Fodor,Jerry 

The cognitive sciences comprise the col­
laborative efforts of psychologists. linguists, 
neurophysiologists, computer scientists, and 
philosophers who seek explanations and 
models of cognitive processes and states. 
Jerry Fodor (b. 1935) has contributed es­
pecially to research in psycholinguistics and 
to the philosophical foundations of cognitive 
science. Explanations of behaviour in these 
sciences refer liberally to mental entities. 
One chief difficulty comes in stating in un­
ambiguous language what such reference 
involves. Fodor's own view he calls the 
Representational Theory of Mind (111111). RTM 

consists of the following claims: 

I. Mental attitudes are relations to rep­
resentation~. 

2. These representations form a kind of 
·language of thought'. 

3. Psychological processes are computa• 
tions over these representations. 

Naturalistic Accounts or the Mind. RTM 

can be seen as continuous with a long philo­
sophical tradition of attempts at constructing 
a na111ralis1ic account of the mind. The 
strongest naturalist view is ce111ral-srare type 
ide111i1y. which sees the mental terms in 
psychological explanations as rderring to 
neurophysiological ,tates. Unfortunately. 
this vic!'w lea,·cs unanswcrc:d how it is that 
certain phvsic;.11 statr:s f'(.l~~ss intcntionalitv: 
how arc ~v tidids ati,,ut R,,nald Rcag~n 
llbo111 Ron;.1id Reac.an·.> ~h1n:o,er. it seem~ to 
do less than justic~ I<> the ways in which the 
psycholo!,!y of thinking sutl_jects seems to 
depend not on the "hardware· of the brain but 
on its ·software· or 'program·. If it is logically 
possitih: that Martians and machines have 
mental states. then mental states and neuro­
physiological states cannot be identical. even 
if these two cla,ses should prow to be (con­
tingently) coextensive. More generally. the 
lc\"cl of abstraction at which the generaliza­
tions of psychology seem to be most naturally 
pitched cuts across the differences in the 
physical composition of the systems to which 
these generalizations apply; in cognitive 
science. at least. the natural domain for 
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psychological theorizing is: all systems that 
process information. 

Information Processing Models or the 
Mind. The cognitive psychologists most 
influential on Fodor's thought were the 
American psycholinguists George Miller, 
Roger Brown, Thomas Bever, and Merrill 
Garrett. They offered, as an alternative to 
the then predominant behaviourism. infor­
mation processing models in which behaviour 
is explained as the product of following 
internalized rules. For example, the fact that 
every English speaker knows that 'a loves b' 
means the same as 'b is loved by a' is 
attributed to his knowing (cog11izing) a rule 
to this effect. As cognitive psychology de• 
veloped, it attempted to construct models 
of the mind which explained cognitive com· 
petences. Cognitive psychologists attempted 
to learn about the nature of the rules the mind 
follows in, for example, memory retrieval. by 
collecting data on the length of time it takes a 
subject to recall an item and on the pattern of 
errors he makes in a sequence of recall trials. 

Mental States. The rejection of behaviour­
ism and identity theory involved, as Fodor 
conceived matters, the postulation of internal 
mental states which in some way represented 
information and rules. This called for a 
relational account of mental states that ab· 
stracts them from the physical structures of 
their bearers. Mental states are those internal 
states which are typically caused by certain 
kinds of stimuli and which typically cause 
certain kinds of behaviour and other internal 
states. This view isfunctio11alism. According 
to it. mental states can be defined by their 
causal relations to other mental states and to 
other states. for example. to actions. 

Mind as a Computer. According to Fodor's 
RTM. there is a level of abstracti~n at which 
the mind can be described as a computational 
machine. To be in a mental state. for example 
to believe that the downstairs neighbour is 
at the door, is to bear a particular computa• 
tional relation to an internal representation 
which means that the downstairs neighbour is 
at the door. These computations mav be 
initiated by ~xternal stimuli and may res~lt in 
the production of behaviour. 

Language or Thought. According to RTM. 

the intentionality of psychological attitudes is 
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accounted for in terms of the intentionality of 
representations of a so-called 'language of 
thought'. Fodor is quite serious, witness his 
books The Language of Thought and Repres­
entations. that positing an internal language 
of thought not only underlies a good deal of 
work in cognitive psychology but provides 
the best account we have of the nature of 
mental states. But what is the nature of this 
language of thought? Fodor has argued that 
the language in which we think cannot be 
any natural language. since every natural 
language is learned and the language of 
thought is needed not least in order to 
account for language learning; otherwise, we 
run into an infinite regress. Understanding 
sentences in a natural language involves in his 
view a kind of translation into the language of 
thought. But if this is correct, then the 
language of thought must have an expressive 
power at least as great as that of any natural 
language. Indeed. any thought that can be 
entertained by a human being must be ex­
pressible in the li11gua memis since enter­
taining a thought is just being appropriately 
related to a symbol in the language of thought. 

Intentionality. There is an important gap 
in RTM's attempt to construct a naturalistic 
theorv of mind which Fodor in his recent 
book: Psychosemantics. has begun to 
address. How does a symbol in the language 
of thought, which is after all instantiated in 
human beings by a particular kind or neural 
event. come to have its meaning? Fodor's 
answer is to explain the intentionality of a 
symbol in terms of certain information that 
occurrences of the symbol carry. The notion 
of information invol\'ed here i, the one we 
have in mind when we assert that ·smoke 
means fire·. It is a purdy naturalistic notion. 
The simplest version of thi, account claim, 
that a symbol in the language of thought 
refer~. ~ay. to cab ju!-i-l in t.:a~c ih oc:currencc 
carries the information that a cal is in the 
vicinity. Whether thi, ,orl of account can be 
made to work is yet to be seen. If it can. then 
Fodor can lay claim to having ,olvcd the 
Cartesian mind-body prohlem. ur al least 
that part of the problem having to do with 
psychological attitude,. Hy identifying these 
attitudes with computational relation, to rep­
resentations in a language of thought and 
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explaining the intentionality of these rep­
resentations in purely naturalistic terms, he 
would have shown (a) how mental states can 
possess intentionality; (b) how they can have 
causal properties; and (c) how, if the brain is 
a computational machine, mental states can 
be instantiated by a purely physical and 
natural object. 
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Fonseca, Peter of 

Peter of Fonseca (Pedro da Fonseca) was 
born in 1528 in Cortic;ada ( now Proenc;a-a­
Nova) and died in 1599 in Lisbon. Later 
named the 'Portuguese Aristotle'. he was one 
of the most prominent philosophers or the 
scholastic renewal which took place in the 
Iberian peninsula during the 16th century. 
Fonseca entered the Jesuit order in 1548. and 
his name is strictly connected with the de, 
velopmenl of the Jesuit Coimbra College 
(Culle,:ium Cunimbricensis). probably the 
mo,1 innucntial scholastic institution of the 
time in Portugal, where he studied and taught. 

The J11.,1i1111i01111m tliult·,·1icur11111 libri ocro 
(Lisbon 15h4; modern ed. by J. Ferreira 
Gomez, Coimbra 19h4J, a detailed treatise 
on logic on the model of Peter of Spain's 
S1111111111/ae lu,:icult·s. had a widespread dif­
fusion throughout Europe. with no fewer 
than 53 edition, between 15"4 and 1625. 
Fonseca·, logic interprets the traditional 
cmpha~i~ on term~ hy giving a thcorctiL·al 
priority to the Cllnl·eptual moment over the 
judicative one (truth and falsity arc in con­
cept, rather than in judgement). and. among 
concepts, to singulars over abstract, and 
umversals. lntere,ting abll is that Fonseca 
allrihute, Ill llllldal concept, the rule of 
indirn1i11g the 'temporal 4uanti1y· of the 
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proposition, a theory that will be criticized in 
Germany during the first half of the sub­
sequent century. 

The most relevant among Fonseca 's works 
is, however, his monumental commentary on 
Aristotle's Metaphysics ( Commentariorum in 
libros Metaphysicor11m Aristotelis Stagiritae 
Tomi IV, 1577-1612). Here Fonseca gives a 
philologically accurate Greek text, together 
with a Latin translation that Francisco Suarez 
(who often refers to Fonseca in his Meta­
plrysicae disputationes) considered to be "so 
clear and elegant, as to be understandable by 
anyone without the need of an exposition". 
The Aristotelian text is accompanied by 
a detailed commentary and. at the end of 
each chapter. by a group of highly original 
quaesriones. 

Fonseca considered himself a Thomist; the 
strong influence of the Thomistic tradition. 
however, is accompanied in him by elements 
of Scot ism and. occasionally. even of nominal­
ism. His theory of knowledge refused any 
intermediate entity between the singular 
object known and the intellect: knowledge 
is given by immediate correspondence be­
tween object and intellect. On the ,.idely 
debated problem of the differentiation be­
tween the essence and the existence of 
created beings. Fonseca (partly following 
the Scotist tradition) maintains that the dis­
tinction arises •from the nature of the thing' 
(ex natttra rei). It is considered neither ;s 
completelv real. nor as merd,· formal. but 
is rather :modal". and compar~d to the dif­
ference between warrnth and a specific de­
gree of warmth. 

In order to reconcile God's foreknowledge 
and human free will. and lo handle the 
problem of future contingents. Fonseca de­
veloped, independently rr';,m Luis de Molina 
( 1535-lt,(KI). the theory of the scientia media, 
or. as he often savs. of ·conditioned futures'. 
by which God· foreknows all the con­
sequences of any possible free decision. 
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Forces 
Forces sue for admission to our ontology on 
two counts: one experiential and the other 
theoretical. We feel pressures, pushes, and 
pulls all the time, and we also experience 
the effort of deliberately exerting forces on 
things around us. So there is some reason 
for taking forces to be objects of direct 
experience. Yet it is also possible to interpret 
experience differently, to take bodies to be 
the objects of experience, and forces lo be 
merely mediators between outer objects and 
inner experiences. For instance, we may say 
we feel the floor, not the force it exerts on 
our foot. The notion of force is thereb) 
extracted from its experiential base. an, 
made theoretical. 

The ancient problem of c/range generates 
the theoretical ground for admitting forces 
into our ontology. When a thing changes. we 
believe there must be something which made 
it change - something which made its change 
of properties necessary. Forces are the 
things which provide a grounding for natural 
necessities. 

This helps to explain why philosophers as 
diverse as Aristotle, Galileo, and Rene 
Descartes believed that all forces must 
operate by contact between bodies. that 
there could be no direct action at a distance. 
In the case of contact forces, an explanation 
could be given of the necessity linking cause 
to effect. It was taken to be a self-evident 
truth that two bodies could not occupy the 
same region of space at the same time. If one 
body stands in the path of another's motion. 
then it follows of necessity that either the 
moving one will stop, or else the stationary 
one will have to move to make room for it. 
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The laws governing such interactions did not 
come easily to science; but however they 
work in detail. the supposedly necessary 
impenetrability of matter does enter in as a 
ground for a necessary connection between 
cause and effect. Thus the necessity residing 
in contact forces is not mere magic, but is 
grounded in the nature of matter. 

For this reason. it was hard for scientists 
and philosophers to accept non-contact 
forces. Galileo, for instance, believed the 
tides were caused by the motion of the 
Earth: he thought it superstition to think 
the tides might be caused by the moon. 
Similarly. Sir Isaac Newton said he "made no 
hypotheses" about what exerted the force of 
gravity. but merely deduced from the 
phenomena that there is a force acting on any 
pair of bodies, and its strength is inversely 
proportional to the square of the distance 
between them. 

Since Newton, however, we have learned 
to think of so-called contact forces as 
short-range inverse square laws. Forces have 
thus become both occult, since they are 
construed as unobservable, and magical, 
their necessity no longer being grounded in 
impenetrability. and no alternative ground 
Jeing provided. 

This furnishes sirong motivation for 
eliminating forces altogether from our meta­
physics of nature. George Berkeley replaced 
the force of gravity by the will of God; 
and David Hume dispensed with gravity 
altogether. leaving only constant conjunc­
tions between motions of bodies and no 
invisible. modal intermediaries. 

If force, are to earn a secure place in our 
ontology. we will need to find some replace­
ment for sheer impenetrability. a, a ground 
for the natural necessities they entail. 
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Form/Matter 
I: Greek and Medieval Theories 

The distinction between form and matter is 
due primarily to Aristotle, although the 
ground for it was laid by Plato and its 
application was much extended in medieval 
philosophy. Aristotle presents it as arising 
from the analysis of change: what comes to be 
does so 0111 of something, there must always 
be something underlying what is coming to 
be. In the case of accidental change, coming 
to be such-and-such, the substance under­
going the change is what underlies it. But in 
the case of substantial change, when some­
thing comes to be or to exist, there is ex 
hypotlresi no underlying substance; what 
underlies is the matter out of which the 
substance comes into existence. Aristotle's 
favourite example is a statue coming to be out 
of marble or bronze (Phys. 1.7). 

The form is then the shape (µopcp,j) of the 
statue. So far the distinction is perfectly 
intelligible and unproblematic, a contrast 
between the shape or, more generally, struc­
ture of a substance and the material of which 
it is made. But Aristotle also wanted to link ii 
to form in the Platonic sense (Eilio;, which 
also means ·species'). A species is defined by 
its genus and differentia, which tells us whalit 
is 10 be whatever it is (Til Ti ~v Eivm), so 1ha1 
it is also the form (Met. 7.4-6). We musl 
understand this more as classification than 
definition, the result of examining the lhingin 
que,lion and nol merely giving the meaning 
of the word for ii. Thus a classificalion based 
on ,1ruc1ure would bring the two senses of 
•form' together, though otherwise there can 
be a tension between Ihem. 

Inspired hy Pla1o·, ·receptacle' ('llmaeus 
49C7-50B5). Ari,1o1le also extended lhc 
notion of mailer in order lo explain changes 
between lhc four basic clcmenls (earth. air. 
lire. water) in aeeord,mcc with his principle 
lhal something musl underlie and persist 
through every change. This had lo be lhe 
ullimale ·,1ufr of the world. prime mailer. 
and. a, ,uch. would have no properties (Mr1. 
7.3. especially 102'1a211). Maller/form could 
then be pre,cnled a, a special case of polcn-
1iali1ytac1Uali1.a1ion: each material is polen­
lially ( ,au he made inlo) many dilfcrcnl 
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things, and prime matter into anything at all 
(Met. 9.7). We have, accordingly, no ex­
perience of prime matter, which, to be actual, 
must always have some form. 

Historically, the most important applica­
tion of the distinction was to organisms, 
where Aristotle identified soul with the form 
of the body, distinguishing vegetative soul 
(plants), perceptory soul (animals), and 
rational soul (man) (De An. 2.1-3). Later, 
Avicebron (c. 1021-c. 57/70) argued that 
each of these forms exists in man (The Source 
of Life, 5) and, as a result of his influence 
upon medieval philosophers. the question 
was much discussed at the University of Paris 
in the 1270s. Aquinas arguing that, on the 
contrary. the lower forms are subsumed in 
the higher. 

The distinction was even applied by one of 
the Aristotelian commentators. Alexander of 
Aphrodisias. to the intellect itself. Aristotle's 
passive intellect ( ·the place of forms·. Anaxa­
goras) being regarded as the matter of the 
intellect and his active intellect as its form. In 
the same spirit. Avicebron ( The Source of 
Life. 3) extended for1t11 matter to spiritual 
substances (e.g. angels). which were sup­
posed to be composed of spiritual matter and 
a form. This conveniently made form'matter 
characteristic of everything apart from God 
but. by this stage. the distinction had long 
·gone on holiday·. 

The view that soul is the form of the bodv 
avoids the difficulties in as-counting for th~ 
unity of a living organi,m which beset Pla­
tonic and Cartesian dualism. hut at the price 
of making it diflkult to understand how soul 
could exist separately. Aristotk was notori­
ously cnigmatk upon this point (De An. 3.5) 
and those wh<1. like Aquinas. rejected spir­
itual matter have fallen hack upon a notion of 
im/i1·id11ali:ed Jim11s which seems to origin­
ate in Aristotle's acc<1unt of what is said of a 
sul>ject hut is not in a subject ( Cat. 2). Yet it is 
difficult to sec h<1w there could be a form 
which only one substance cu11/d have, and 
thus Aquinas hdd that each angel made up a 
different species. 

Many medieval philosophers held that 
prime matter is the principle of individuation, 
in the sense that it is what constitutes the 
difference between two substances of the 
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same kind at the same time, since these are, 
ex hypothesi, indistinguishable on the side of 
form. But if. in contrast, we ask in virtue of 
what a single substance remains the same 
over a period of time, the answer may well be 
'its form'. as, e.g. with a human being, most 
of whose matter is entirely replaced every 
seven years. 

In sum, the form/matter distinction has 
proved so useful in philosophy as to have 
become indispensable, but it has sometimes 
been asked to do too much work, as with 
extensions like prime matter and individual­
ized forms. 
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Form/Matter 
II: From Aristotle to Kant 
Of all pairs of contrasting terms. matter and 
form is perhaps the best known and the most 
frequently used, not only in philosophy, but 
in everyday speech as well. The elaboration 
of the concepts of matter and form goes back 
to Aristotle, who used them to explain sub­
stantial change. i.e. generation and corrup­
tion of bodily substances. Following the pre­
Socratic philosophers. Aristotle conceived 
the generation of a substance as a process of 
in-forming of primary matter by a substantial 
form through the action of a generating 
physical agent ( corruption being the contrary 
process). Aristotle sets up an analogy which 
implies an essential difference between sub­
stantial genesis and accidental genesis; in 
accidental genesis, substance has the role of 
matter in relation to an accidental form. 
Issuing from this initial model, the matter­
form pair is gradually applied to other 
domains llf reality. It eventually applies in 
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general to the relation of any determinable to 
any determinant. 

Extension of the Notions. In Aristotle, the 
concepts of matter and form help us to 
understand the relations between a series of 
different terms: between operative potential­
ity and act (philosophy of nature, specifically 
pertaining to living beings): between subst­
ance (ouo(o:) and actuality (e:vepyELo:) (the 
metaphysical analysis of what is in as much as 
it is): between an act (operatio) of a living 
being and its virtue, which is the perfection of 
the act (principally ethics); between percep­
tual or intellectual acts and perceptible or 
intelligible objects (theory of knowledge); 
between voluntary acts of desire and desir­
able objects (ethics); between concept and 
oral or written sound (philosophy of lan­
guage): between logical proposition and lit­
erary expression (rhetoric and poetics); 
between stuff and figure. content and form in 
works of art (aesthetics). 

Matter and Form in Kant. The extremely 
common use of the concepts of matter and 
form is such that these can be found in just 
about every philosophical system dealing 
specifically with any of Aristotle's fields of 
investigation. ranging from philosophy of 
nature to philosophy of language and aesthet­
ics. A particularly interesting case is pre­
sented bv Kant's use of these concepts in his 
transcendental logic. Medieval logic had 
already developed the distinction between 
logical form and logical matter. i.e. the 
distinction between the mode of an object's 
being known and the known object itself. The 
subject-predicate logical form is an example 
of a form in this sense. Logical form is here 
the subjective determinating principle, the 
known object is the determinable logical 
matter. But Kant. like any faithful disciple 
of Duns Scotus. rejects the formal determina­
tion by the object of the act of knowing. Thus 
it is relatively easy to understand how Kant 
retains in the act of knowing merely the 
subjective formal determination of the phe­
nomenal content of perception via pure intu­
itions and concept, considered as a priori 
subjective form, of matter. the latter being 
empirically given in sense-perception. Kant\ 
'Copernican Revolution' thu, appears 111 be a 
transcendental hypo,ta,i, of the medieval 
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conception of the logical in-forming of the 
known object, in the absence of any objective 
determination of the knowing subject by the 
real, cognizable object. 

The Relation of Matter and Form is not 
Univocal. The very widespread use of the 
terms ·matter' and 'form' should not be 
allowed to suggest that the relation linking 
the corresponding entities is a univocal rela­
tion. Matter does not relate to form in exactly 
the same way in all the aforementioned 
applications of these terms. For, in speaking 
of a form, one sometimes means actuality; 
but if every actuality is a form, not every fonn 
is an actuality. The Western tradition has 
recurrently failed to appreciate this distinc­
tion, which is based on the Aristotelian 
metaphysical opposition between the ana• 
lysis of that which is qua substance and the 
analysis of that which is qua actuality. 

On one hand, form determines matter in 
rhe order of the quidditative constitwion of 
substance. Form can thus be per se a substan· 
tial or an accidental determination; and from 
this formal-quidditative point of view. the 
concrete existential actuality (or exercit1is) ol 
a thing can be considered an accident ol 
the substance. But on the other hand. actual­
ity determines substantial potentiality by 
actualizing it i11 the order of exerci11is: it 
actualizes it as its own proper perfection, not 
at all like an accident: from this second point 
of view, actuality is potentiality at its highest 
concrete degree. (One must therefore clearly 
distinguish potentiality from possibility. con­
trary to the unfortunate identification of these 
term,. frequent since John Duns Scotus.) 

With these two points of view in mind. one 
can ensure an orderly account ol the pre· 
viou,ly listed applications nl the notions of 
matter and form. Apart from the application 
of these concept, In cases of the quidditative 
or accidental constitution of a suh,tantial 
whole. whether it he physical or aesthetic, all 
the other cases men tinned have to do with the 
exercising of form as actuality. This is 
obvious in the case of the act of a living being 
m rclat1on to Us virtue; it is also obvious in the 
case of a cognitive or volitional act in relation 
to it, proper object, although this has t,een 
denied by the dominant current of Westem 
thou~ht. It i, obvious, furthermore. in the 
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case of the known object in relation to logical 
form. Finally, it is obvious principally in the 
case of potentiality in relation to actuality. 
Actuality in relation to substance as such can 
be considered as a form per accidens. 
Whereas actuality in relation to substance 
qua potentiality must be considered as actual 
perfection per se. 

Matter, Form and Causality. The relation 
between matter and form is a causal one. In 
the case of a substantial whole, Aristotle 
conceived of matter and form as two total and 
reciprocal causes, the one material, the other 
formal. Their effect, which is a substantial 
whole. is not an effect they produce in 
common, that is to say. it is not some third 
entity distinct from both of them. Their effect 
is their actual and reciprocal causation; the 
causation exerted by each one on the other is 
total. in as much as matter and form are both 
specific causes. This is why. by analogy. 
subject and object are inseparable in any 
cognitive or volitional act. For. in their own 
way. they are reciprocal and total causes of 
the specific causation exerted by the one on 
the other; and it is precisely this actual 
causation which is their effect. This point of 
view lays a foundation for an objective. 
realistic conception of all cognitive acts and 
for the finality per se of all volitional acts 
(since this point of view entails the denial of 
all a priori knowledge. it requires that math­
ematics be defined as an empirical science). 
The Western tr.idition sin,-e John Duns Scotus 
has. however. construed the dualism of 
matter and form as the concurring of two 
principles in a suhstantial whole. as if. in 
the suhst.intial whole. there were two non­
reciprocal part-causes concurring to the 
production of an <.'ffect which is a third term. 
Hence. matter no longer !>rings to form. nor 
form to matter. anv actualitv whatsoever; 
and the same can be said ~f the relation 
between agent and end. The upshot is that 
cognitive acts are cut off from any formal 
objective determin.ition. just as volitional 
acts cease to have their natural objects as 
ends. At this point. the modem conception of 
causality is horn. and so arc: the modem 
notions of a priori knowledge and absolute 
freedom. This is where the secret spring of 
Kant's ·Copernican Revolution' lies. 
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Fractals. See: Chaos II 

Frege, Gottlob 
Gottlob Frege (1848--1925) lived his life in 
relative obscurity. He corresponded with 
some of the great mathematicians of the 
age, but excepting Bertrand Russell was 
largely unappreciated by them. He also cor­
responded with Ludwig Wittgenstein, and 
was heard in lecture by Rudolf Carnap. 
These three, particularly Russell, expanded 
his public and kept his reputation alive. His 
philosophical importance came to be widely 
appreciated, however, only in the middle of 
this century. He is now regarded as the father 
of analytic philosophy. 

Frege founded modem logic. In 1879 he 
published his Begriffsschrift, which consti­
tuted the first fundamental advance in logic 
since Aristotle. In this work, Frege stated the 
syntax and semantics for the propositional 
calculus and first and second-order quantifi­
cational logic. The standard of rigour that he 
brought to this work was unprecedented. 

Frege's work in logic is his greatest contri­
bution. But it was conceived primarily as a 
means to a further end. He wanted to estab­
lish /ogicism, the view that the mathematics 
of number is reducible to logic. This view 
derives from Leibniz; but before Frege no 
one had a sufficiently rigorous or powerful 
logic to argue for it in a systematic way. 

In Die Grundlage11 der Arithmetik, 1884, 
Frege set out to define the primary expres­
sions of arithmetic in purely logical terms. 
The key expressions were ·o•, 'the successor 
of, and 'natural number'. Using these defini-
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tions he hoped to prove within his logic the 
theorems of arithmetic. This latter task he 
reserved to Die Grundgesetze der Arithmetik 
(1st volume 1893; 2nd, 1903). 

In the Grundlagen, one of the most brilliant 
of all works in philosophy, Frege criticized 
rival views in the philosophy of mathematics 
- particularly empiricist, psychologistic, and 
Kantian views - as a way of motivating the 
definitions that he proposed. Although his 
project was conceived as a mathematical one, 
his genius lay in the deep philosophical mo­
tivations that he developed for it. Nearly all 
of Frege 's criticisms of the views he discusses, 
in the particular forms that he discusses 
them, are regarded as devastating. 

Frege argues that numbers, though ab­
stract and causally inert, are objective. It is 
disputed whether Frege held the Platonist 
view that numbers are abstract (not in space 
and time) and completely independent of 
minds for their existence and character. But 
the preponderance of evidence. which grows 
as his career unfolds, suggests that he was an 
ontological Platonist, not only about numbers 
but about functions, thought contents, and 
various other abstract entities. Frege did not. 
however. maintain a Platonist epistemology: 
be did not hold that we have a special 
intuitive faculty for apprehending abstract 
objects like numbers. Rather he developed 
the rudiments of a modern ·pragmatic' 
epistemology. one of his most distinctive 
philosophical achievements. 

The key to Frege's pragmatic epistemology 
lies in his ·context principles·. which are 
stated in various non-equivalent ways in the 
Grund/agen. Simplifying. the idea is that 
one·s conception of reference should be 
derivative from the analysis of the role of ex­
pressions ( particularly singular expressions) 
in true propositions. One determines the true 
propositions, in the usual way. within suc­
cessful cognitive practice. One identifies suc­
cessful cognitive practice by seeing what 
enterprises produce successful communica­
tion and reasoned agreement. The content of 
this doctrine can he seen more clearly in 
its application to mathematics. Mathematic, 
counts as successful cognitive practice be­
cause it yicldssucccssful communication. and 
agreement according to rational. checkable 
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procedures. So its fundamental theorems 
should be counted true. Given an analysis 
of the logical form and semantics of truths 
of mathematics, which Frege carries out, 
reference to mathematical objects is required 
for the truth of mathematical theorems. 
Combined with various arguments that 
mathematical objects are abstract, the prag­
matic epistemology yields a defence of onto­
logical Platonism. 

Frege's epistemology rivals a view that 
would begin by putting constraints on the 
notion of reference or knowledge (such as the 
constraint that they have to be accompanied 
by a causal relation, or be explained in some 
favoured way). Such a view might argue from 
the claim that mathematical reference or 
knowledge cannot meet those constraints, to 
the view that mathematical theorems are not 
literally true or to the view that mathematics 
cannot be committed to abstract objects. 
Frege would regard such a procedure as 
backwards. 

Frege 's definitions in Grrmdlagen of the 
key mathematical terms are very close to 
those that would be given today. But they 
rely on the notion of an extension of a 
concept. In a footnote in Section 68 and in 
Section 107, Frcge exhibits some unclarity 
about this notion. Much of his work between 
1884 and 1993 was an attempt to clarify the 
notion. and to justify the key axiom that 
made use of the notion. This axiom states that 
all and only Fs are Gs if and only if the 
extension of Fis identical with the extension 
of G. This axiom was a key to Frege', 
logicism. Frcge found it less obvious than his 
other axioms. (Cf. a remark in the Introduc· 
tion to the 0r1111<l11<'.1t'tze.) 

Ap,ain. ~omc of Frcgc·~ greatest conlri· 
butions came as means tn a further end. 
His ground-breaking theory of language in 
"Function and Concept" ( l8lJI ). "Concept 
and Object" ( 1892). and "On Sense and De­
notation" ( 1892) was motivated by the desire 
to clanly the key notion and justify the key 
axiom. In these articles. Frege pr~posed Ill 

analyse language in such a wav that the 
semantical value of complex ~xpression, 
would be shown to be a function ul the 
semantical values of their parts. Tu this end. 
he look predicates to denote functions. The 
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functions, which he called 'first-level con­
cepts', take objects as arguments and yield 
truth or falsity as values. Higher-level con­
cepts take functions as arguments and again 
yield truth values as values. This analysis 
was the first systematic statement of a com­
positional, truth-conditional semantics. Such 
an approach has dominated philosophy of 
language in this century. 

Frege also developed a distinction between 
sense and denotation (Sinn and Bedeutung). 
The distinction was introduced by an ex­
ample. In a true sentence of the form ·a= b", 
the denotations or referents of the two proper 
names are the same. So at the level of 
denotation, true sentences of that form do 
not differ from sentences of the form ·a = a'. 
But identities of such forms typically differ in 
what they express; their cognitive ,·alues 
typically differ. Frege proposed that the 
senses that their respective parts express 
differ. even though the referents or de­
notations are the same. 

Frege produced parallel compositional 
theories of sense and denotation. The de­
notation of a (declarative) sentence was held 
to be a truth value. The sense of such a 
sentence was held to be an abstract thought. 
The theory of sense enters in an elegant and 
plausible way into Frege·s account of in­
tensional contexts. (An intensional context is 
a linguistic context in which exchange of 
expressions that are ordinaril~ c'Odenotational 
does not appear tu pre,cf\·e the denotation of 
expressions within which the exchange is 
carried out.) Simplit\ing slight!~. Frege held 
that in such contexts. expressions denoted 
their ordinary scn,es rather than their 
ordinary denotations. and that substitution of 
codenolatiunal ~xpressions in the context 
preserves the denotations of the containing 
expressions. For example. in · Al believes 
2 + 2 = 4·. the expression ·2 + 2 = 4· denotes 
not a truth-value. hut a thought. Exchange 
of sentences with the same truth-value as 
·2 + 2 = 4 · will not necessarily preserve the 
denotation (truth-value) of the whole belief­
sentence; only exchange of sentences that 
ordinarily express the same thought will do 
so- since in the context. ·2 + 2 = 4' denotes 
a thought. not a truth-value. Thus Frege 
identified some of the primary problems in 
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modem semantics and produced a fruitful 
and arguably correct strategy for dealing with 
them. 

Frege's notion of sense is less familiar than 
it may at first seem to be. Although he did 
associate senses with expressions of natural 
languages, he did not (or did not in general) 
identify senses with what modems would 
count as conventional linguistic meanings. 
His primary notion for understanding senses 
was that of a cognitive value, not what is 
conventionally or normally understood by an 
expression in a community. He thought that 
the senses of demonstratives vary with almost 
each occasion of use. though the conventional 
linguistic meanings of demonstratives do not 
thus vary. The idea is that the user's per­
spective on the world varies with each use. 
Frege did not believe that sense varied for 
non-demonstrative expressions to that extent. 
But he did identify sense with a more ideal­
ized conception of cognitive value than would 
be common today. In fact, he tended to think 
of senses of non-context-dependent expres­
sions in natural languages as what would be 
understood by speakers of the language if the 
speakers had perfected the language for the 
purposes of knowing about the world (includ­
ing the world of mathematics) and of expres­
sing that knowledge in an ideally perspicuous 
way. Thus it was coherent to suppose. from 
Frege's point of view, that no one could fully 
and correctly explicate the sense of some 
expression that was in common use. The 
sense of an expression might depend on a 
rationale for its use that was implicit in that 
use. but that no one had yet come to under­
stand. Thus the sense of number expressions 
would be fully explicated only when logicism 
was fully established and articulated. Frege 
thought that fully understanding (in the sense 
of being able to explicate) the sense of an 
expression in a language was not in general 
separable from understanding the reality that 
the language was used in knowing. 

The sense-denotation distinction remains 
important in theories of language and cog­
nition. But Frege marshalled it to justify his 
ill-fated axiom. He developed an intricate 
argument for claiming that the two sides of 
the main biconditional in the axiom had the 
same sense. If this were true. the axiom 
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would clearly be true. But Russell's paradox. 
which Frege learned of in a letter from 
Russell in 1902. showed that Frege's axiom is 
false. This result undermined Frege's version 
of logicism. Frege 's notion of the extension of 
a concept was never fully clarified. Frege's 
primary ends were thwarted. But his contri­
butions to logic from 1879 were independent 
of the axiom. And many of his contributions 
to philosophy of mathematics and language 
and to epistemology are of permanent value. 
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TYLER BURGE 

Function, Functional Dependence 

The term ·function· is derived from the Latin 
fungi. which can be translated as 'to function. 
to do ones duty. to perform. to carry out a 
task". In a ,ocial or legal sense an official can 
do his duties: in a biological sense ·function· 
means the action ofan organ fulfilling its role. 
Thus Cicero (106-43 ec) spoke of the f1mc­
tiones corporis et animi ( Tusculanae dis­
putatio11e.L II. 35). The teleological use of 
·function· correspond, to the use in ordinary 
language (e.g. 'the function of xis tu do y'). 

The mathematical concept of function was 
introduced by Leibniz in I 673 - two years 
before his revolutionary discovery of the 
calculus. He published his concept of func­
tion for the first time in 1692 in a paper in the 
Acta Eruditor11111 in which he also introduced 
into mathematics the term, ·coordinate'. 
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'variable'. and 'constant'. There 'function' 
signifies geometrical quantities or line seg­
ments ( e.g. the tangent, the ordinates or 
abscissae), which depend on a variable point 
of the curve. The mathematical use is bor­
rowed from the teleological: the math­
ematical functions function as indicators of 
the curvature of a curve. 

In his important work 111/roductio in ana­
lysin infinitorum, Leonhard Euler (1707~3) 
frees the concept of function from the frame­
work of geometry by defining the function of 
a variable quantity as an 'analytic formula 
(expressio analytica) which is in some way 
constructed from variables and constants'. 
Functions. for Euler. thus obey an algebra­
ically expressible law or formula. In his lnsti­
tlllio11es calculi differentia/is. Euler extends 
the concept of a function to the concept of 
arbitrary dependence: 

Functions arc quantities which depend on other 
quantities in such a way that. if the former arc 
changed. the latter will be changed as well. This 
determination extends to all possible ways in which 
one quantity can be dclcrmincd by another. 

Gottlob Frege then generalized the math­
ematical concept of function by lifting all 
restrictions not only on what operations can 
play a role in the specification of a function 
but also on what entities (not only quantities) 
a function can take as arguments and values. 
In modem mathematics a function-term (or 
map or mapping) is an 11-ary relation-tenn 
with the property of being a univalent corres­
pondence. That is, every function-tcnn 
determine, one and only one value for any 
given argument. 

The mathematical concept of function was 
connected by Kant with the legal or hiological 
concept. In his Cri1iq111• of /'1m· Reason. Kuni 
calls a funclion of the active understanding a 
mental unity which arranges different idea., 
under a common one (B 93). These funclions 
lay the foundation for all concepts and arc. as 
actions of the understanding, judgemenls. 
Hence they play a constitutive role in knl>W· 
ledge. Kant lhereforc prepares the way lor 
the applicalion of the concept of function in 
logic. in lite theory of knowledge and in 
ontology. lhs transcendental approach. in 
winch lunclll>ns as clements of consciousness 
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figure as principles of knowing phenomena, 
makes explicit an ontology of functions which 
was already latent in science. 

In science, the concept of function became 
a basic concept because laws of nature have 
the form of functions, relations, or struc­
tures. That which exists, the inner essence, is 
thus no longer understood as a substance but 
rather as a function or a law (neo-Kantianism, 
Ernst Cassirer, Alfred N. Whitehead). In an 
ontology of substances things are ultimate. 
separable entities and bearers of properties; 
in an ontology of functions things exist only in 
relation 10 other things. as parts of a system. 
Things. in such an ontology, are analysed in 
terms of their relations to olher things. 
relations which are governed by natural law. 

This tendency is reflected in logic, where, 
after Kant. Frege introduces the math­
emalical concept of function in his paper 
·Function and Concept'" of 1891. Here a 
concep1 is under..lood as a certain son of 
funclion. namely a function whose value is 
always a lruth-\'alue. Frege analyses judge­
able content into function and argument. 
Thus the singular terms in a proposition 
figure as arguments. lhe remainder of the 
proposition (Bertrand Russell"s ·proposi­
Iional function") figure as the function. Thus 
functions are unsaturated expressions. which 
when saturated. i.e. when we insert constants 
into the empty argument places. tum into 
meaningful propos1t1ons. The function/ 
argumenl articulation of ewry judgeable 
content replaces the old rather grammatic­
ally and on1ologically (substance-accident) 
oriented subject·predicate form. This change 
is far from being only the one which takes us 
from a grammatical 10 a mathematical ter­
minology: it rather ~onstitutes a re\'olution in 
logic: Ihe logic of relati,ms (now expressed as 
11-ary functions) can he introduced in a Iruly 
new way. as also can the logic of quantifiers. 
A relalion must not he inlerpreted as an 
accident in a substance (subjecl), but can be 
distinguished from properties by the number 
of argument-places. In the subject/predicate 
logic the quantifier belongs to the subject: 
e.g. the expression ·an swans' in the pro­
position ·all swans are white' s1ands for the 
class of swans. whereas in modern logic the 
quantifier refers to lhe whole propositional 
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function, so that we analyse: for all objects x: 
if x is a swan, then it is white. 

In contemporary philosophy of science the 
concept of function is often investigated 
because it is linked with teleological expla­
nation. Functional statements are given as 
answers to the question why. Such explana­
tions are common in biology, sociology, 
psychology. and anthropology. From Francis 
Bacon to Jacques Monad it has often been 
argued that the only form of scientific explana­
tions is the causal one. It is for this reason 
that philosophers are trying to transform 
functional explanations into causal ones or to 
show that functional explanations are ad­
equate for certain areas only. 

On the other hand, because systems can be 
functionally characterized, in many areas 
•functionalisms' arise; in the topic of the 
mind/brain/body-relation for example, func­
tionalism. as a descendant of behaviourism, 
is a popular general approach. Every mental 
phenomenon is what it does, and therefore 
must be defined in terms of how it works or 
functions. Other topics in this discussion are 
therefore how functional explanations can be 
correctly transformed into causal ones, how 
they can be correctly formalized from the 
point of view of formal logic, and what 
empirical significance they have. 
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PETER SCHULTHESS 

Fusion 
Although the concept of fusion ( Verschme/­
:ung) appears in the early 19th-century psy­
chological lilerature. the first important use is 
to be found in Carl Stumpfs Tonpsyclrologie 



FUSION 

(1883-90). where it is introduced to explain 
some problematic aspects of the theory of 
musical consonance. In opposition to the 
theory presented by Hermann von Helmholtz 
(1821-94) in his Sensations of Tones (1862). 
Stumpf seeks to avoid reductionist (physio­
logical or physical) accounts of the qualitative 
phenomenon of perceived consonance. In­
stead he formulates his account in terms 
of two intrinsically qualitative features of 
certain panerns of simultaneous sounds. 
namely: 

I. relative i11disting11ishability of the single 
sounds in the general pattern (e.g. a 
chord). and 

2. the difficulty we experience in analysing 
the pattern itself. 

Stumpf says of a perceptual pallem exhibit­
ing these features that fusion obtains among 
its-parts. An example from the visual domain 
would be the fusion between two adjacent 
shadows. Stumpf propounds ·Schmatz·. 
·Schmelz·. and ·A11sei11andertrete11· as syn­
onvms. His most general definition is .. that 
rel~tion between two contents. especially 
senson· contents. in which they make not a 
mere ;um. but a whole .. and which is such 
.. that with its higher degrees. the general 
1mpre~~ion come~ close to that of a ~inglc 
sen~at1on 

Stumpf ,ecms to adopt J. F. Herbart"s 
definition in the P,ychulugie al.< Wissemc/1aft 
(Konigsberg: Unzer. 182.J. §§ 67-73). ac­
cording to which fusion is .. the unification of 
those representations belonging to a single 
senson· continuum .. (e.g. the unification of 
blue a~d red into, iolet ). I krbart sets forth in 

a mathematical fashion a ··general method 
for calculating tu,ion,··. hy taking into 
account the relative distance of the fused 
repre~entat1oni,. 

To demonstrate the adequacy of the con­
cept to the cxpl:..matwn of cun~onarn:c. 
Stumpf perform.., a ..,crie.., of experiment~ 
with non-mu,icallv trained ,uhjects. which 
demon,tralc a p;rallcli,m betv.,ecn judge­
ment!'\ of relative fu~wn anU the da~~u:al 
~tatt:mcnt~ of the theory of L:1J/l',OJ1ann:. 

Thu,. for example. the maximally con,onant 
intervals - the octave, arc labelled a, 
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maximally fused. and with decreasing 
degrees of consonance we find decreasing 
degrees of fusion. 

In the subsequent evolution of Stumpfs 
own theory of consonance. the notion of 
fusion ceases to have an explanatory role. 
Stumpfs uncertainty concerned mainly the 
relations between the physical property of 
consonance. the perceptual property of 
fusion. and the perceptual property of conson• 
ance. He tried both (i) to reduce and (ii) to 
equate consonance to fusion. two tasks which 
are not compatible. and which expose them­
selves to criticism. 

Ad (i): the reduction was pursued by 
postulating a causal link between the two: 
fusion is supposed to cause perceptual con­
sonance. Now. it is possible to admit a more 
or less strong causal relation between 
physical consonance and fusion. but it is quite 
unclear what sort of causal relation if any 
there could be between two perceptual 
properties. 

Ad (ii): the equation of consonance and 
fusion implies the redundancy of the con· 
cept of consonance. Stumpf"s claim relies on 
his rejection of the widely accepted two­
component theory. according to which we 
can i_ndividuate sounds by an appeal to their 
quahty (c.f. etc.) and their pitch (r,. c,. etc.): 
for Stumpf it is pitch alone that is res~nsible 
for individuation in the sound field. Given a 
series of pitches. we just have to see between 
which of the corresponding sounds we find 
high or low fu,ion. and this would create an 
order corresponding lo the order of conson• 
ance of the musical tradition (c-g would be 
more fused than c-f'. which in turn would he 
more fu:-icU than c-e, anU \o on). Then. 
however. ii ii, rcUundant tD appeal either tu 
phys_rcal_ consonance ( because the pcrceptuJI 
cxplH:at1on \UflH.:l'!'\), or to perceptual con· 
~onan~e (hcc:au\c thi\ concept t.:ollap:,,c:,, into 
that of fusion). 

Fran, _Brentano·, cmici,m of Stumpfs 
al.'count. 1~ h1!'\ U1ttcn11clr1111,-:t•n ::ur Simres· 
flH'C'lwlog1<' ( 1907 ). i, ha,cd on a resu. .... itation 
of the I wo-rn111ponent theory: he distinguishes 
between the 4uality and what he calls the 
hrightnc" of a sound. Quality present, itself 
Jte1at~U III tH:tavc!'\, hut each Iteration up th~ 
, .... ale J.., .t\\ut·1atcU with iJll inc:rca!'\c in bright· 
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ness. Brentano suggests a broadening of the 
concept of fusion and then considers the basic 
case of fusion as explainable in terms of a 
coparticipation in quality with a difference in 
brightness (so c1 fuses with c2 because they 
share the same quality. c). In the end Stumpf 
accepted Brentano's and other criticisms and 
considered fusion as a concomitant phenom­
enon (begleitende Erscheinung) of the per­
ception of consonance. 

A fruitful use of the concept of fusion was 
made in psychological investigations of per­
ception of both static wholes and of move­
ments. Hans Cornelius ( 1892-3), criticizing 
Stumpf. presents a theory of sensation 
according to which attention can modify 
sensory contents and. by so doing. alter the 
perceived fusion. A different use of the 
concept is made in Gestaltist work on the 
perception of movement. Wolfgang Metzger. 
(1899--1985) in 1926 classifies and measures 
kinds and degrees of unification of successive 
sensorv contents. 

In the third Lugiml l,1.-elligation (1900-1. 
§9). Edmund Husserl quotes from Stumpf 
and explains his notion of moment or de­
pendent pan by contrasting it \\ith that of 
f11sed part. An arbitrary extensi,·e pan of a 
surface is fused with its neighbours: that is. 
it is impossible to discriminate them from 
each other with distinctness. On the other 
hand. two moments of the same surface -
for example colour and shape - are mutually 
founded on each other. that is to say. they 
cannot exist independently· from each other. 
though they can llc e.isily discriminated. 
Once morc. it is Stumpf ( IS73) who first 
traced a distinction lletwe.:n partial contents 
( Teili11/111/tt') and fuscd \\holes ( together with 
other distinclions between kinds of com­
pound contents). Husserl's claim is. how­
ever, an ontological one. wh.:re Stumpf held 
a weaker. psychological position. talking 
merely of the possibility of a separate 
representation of contents. not of their 
separate existence. It is therefore important 
for Husserl to deny that fusion could found 
the ontological distinction between in­
dependent and dependent parts: he considers 
fusion only as the nearest psychological 
example of our incapability of separate 
representation. 

GALILEO GAULEI 
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ROBERTO CASAll 

G 
Galileo Galilei 
Galileo (born Pisa, 1564; died Florence, 
1642) did more, perhaps, to shape the intel­
lectual style of the 'new science' of the 17th 
century than did any other single person. 
His Dialogue Concerning Two Chief World 
Systems ( 1632) undermined the Aristotelian 
account of motion that had successfully main­
tained its authority for 2000 years, and his 
r ... o New Sciences ( 1638) laid the ground­
work for a mechanics in the modern manner. 
In addition. in the few short years 1609--13. 
he amassed a body of evidence with the 
aid of his newly perfected telescope (lunar 
mountains, changing sunspots. the moons 
of Jupiter, and, above all, the phases of 
Venus) which. skilfully deployed. refuted the 
Aristotelian-Ptolemaic geocentric model of 
the universe. 

Though his first academic appointments 
in Pisa (1589--92) and Padua (1592-1610) 
were in mathematics, it was the application 
of mathematical ideas to the problems of 
natural philosophy that mainly interested 
him. Natural philosophy in the Aristotelian 
tradition had been largely qualitative: 
Aristotle had sharply separated mathematics 
and physics, and proposed a special inter­
mediate status for disciplines like astronomy 
that seemed to combine both. The predictive 
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successes of Ptolemaic astronomy led to 
the separation between the ·mathematicians" 
(who made use of geometric devices like 
epicycles) to describe the planetary orbits 
and the ·physicists" who explained why the 
planets moved concentrically as they did. 
Since the two models were incompatible. it 
was customary to treat the work of the 
mathematician as hypothetical, a "hypothesis" 
here being a convenient device used in pre­
diction but making no claims on reality. 
When Nicolas Copernicus (1473-1543) pro­
posed a heliocentric world system. it was 
natural to take it as no more than a predictive 
device of this sort. 

Galileo·s arguments shifted the balance. 
He defeated the Aristotelian objections to 
the Earth"s motion by showing. first. that the 
sharp separation between the natures of 
celestial and terrestrial bodies so funda­
mental to Aristotle"s physics was highly 
questionable: and. second. that the Earth"s 
motion. if uniform. would go unperceived 
bv anvone who shared in it. (There was 
a· tro~blesome ambiguity as to whether 
•inertial" motion. i.e. the motion a moving 
bodv would perform if left to itself. is circular 
or r~ctilinear). He also questioned the plaus­
ibilitv. on dvnamic grounds. of making the 
sun ~nd sta~s whirl around the very much 
smaller Earth. He argued (fallaciously) that 
the tides could be explained only by attrib­
uting a double motion to the Earth. Though 
fairly persuasive. his case did not amount to 
demonstration. and demonstration was what 
was needed (according to traditional prin­
ciples of Scriptural interpretation) if certain 
passages in the Bible alluding to the sun's 
motion or the Earth"s stability were to be 
attributed metaphorical status. The conHict 
surrounding the publication of his Dialogue. 
and his trial before the Roman Inquisition in 
1633. hinged on the apparent challenge the 
Copernican doctrine posed to biblical in­
errancy. which had already led to the with­
drawal of Copernicus\ work ·for correction· 
in 1616. 

Galileo's impact on the history of philo­
sophy was considerable. The dommanl 
natural philosophy of the late Ir.th century 
was that of Aristotle, the philosophy in which 
Galileo himself was formed and which he 
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taught in his younger days at Padua. But 
by the mid I 7th century. it was under siege 
and Galileo·s new science of motion was the 
main weapon of attack. Aristotle had made 
physics the basis of his entire system: without 
it the system could not be sustained without 
extensive modification. Though scholastic 
doctrine continued to be taught at Catholic 
universities. notably at the Sorbonne. it had 
lost its authority in the larger realm. 

But Galileo's inHuence was much more 
profound than this. His new science relied on 
a distinctive and sophisticated combination 
of controlled experiment and mathematical 
idealization. Natural science and philosophy 
were about to separate. with profound con­
sequences for both. Prior to Galileo. there 
had been a single field: physics (natural 
philosophy). with mathematics as a distinct 
discipline. After Galileo. physics had its 
own method. and it was definitely not that 
of metaphysics. In the next generation. it 
was easy to distinguish ·philosophers· (like 
John Locke ( I 632-1704) or Nicolas 
Malebranche ( 1638--1715)) from •scientists" 
(like Robert Boyle. 1627-91. or Christiaan 
Huygens. 1629--95). though the terminology 
to ratify the distinction did not yet exist. 

When Edmund Husserl spoke of ""science 
of the Galilean style··. he had in mind the 
mathematization that Galileo wrought upon 
nature. and the consequent separation be­
tween the universe constructed by physical 
science and the world given to us in per­
ceptual experience. In his mechanics. Galileo 
represented space and time in geometric-JI 
fashion and was able to show that quantity of 
matter (which. unlike Rene Descartes. he 
would not ~comet rizc) wa!l not relevant to 
the speed of fall in 1•11nw. Hence. he could 
claim to have di!\covcrcd a i,tcnmc:trv of 
motion relating the space and time vari~ble, 
direc1ly. and thus to have shown that ··the 
Book of Nature is written in the language of 
muthcmatk!-ii". 

Plato had seen a partial image of the 
realm of mathematical form in the world 
of perception. But Galileo saw the cor­
respondence a, exact: there was nothing 
else there in the perceptual world than the 
underlying malhcmatically dcscrihahle ,true• 
lure,. I Ji, distinction bclwcen priman• prop• 
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erties, the ones that lend themselves to 
mathematization and hence to mechanics, 
and secondary properties that are the human 
mode of access to the world was to become a 
fundamental presupposition of the 'mechan­
ical philosophy'. Galileo formulated the dis­
tinction in its most extreme form; he seemed 
to make the secondary qualities not just 
secondary but unreal: the colour is no more in 
the apple than the tickle is in the feather. In 
his ontology, only the primary qualities are 
real; it is not clear how the secondary qualities 
could afford access to them. 

This strong separation, between sensible 
appearance and an underlying reality de­
scribable only in a language which is math­
ematical in its grammar, was to haunt later 
philosophy. It is ironic that someone who so 
effectively distanced himself in his own work 
from the traditional concerns of 'philosophy' 
in its metaphysical and epistemological 
modes should have had such a central role in 
setting the later agenda of philosophy. 
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Gassendi, Pierre 

Natural philosophers of the 17th century 
discovered a powerful ancient Greek preced­
ent for their de\'elopment of a mechanistic 
conception of nature when they revived the 
atomist philosophy of Epicurus (341-271 BC). 

The principal early exponent of Epicurean 
atomism was Pierre Gassendi ( 1592-1655). a 
professor of mathematics in the College 
Royal in Paris who published in 1649 the first 
full-scale Latin commentary on the Greek 
text of Epicurus. which had been preserved 
in Diogenes Laertius's (3rd century) Lives 
u11d Opinim••· of Emi11e111 Philosophers. 

GASSENDI, PIERRE 

Gassendi afterwards transformed this com­
mentary into his own atomist treatise, the 
Symagma phi/osophicum (1658). In the 
Syntagma, he reiterated many of Epicurus's 
arguments for the existence and qualities of 
atoms. Gassendi conceived of his historical 
reconstruction of Epicurean beliefs as pro­
viding a much-needed corrective to the 
erroneous interpretations of atomism pop­
ularized by the 16th-century editions of 
Sextus Empiricus's Against the Physicists and 
Against the Geometers. Sextus (c. 150-c.225) 
had held that no geometer's and no physicist's 
concept of body could render body intelligible 
because, whatever the concept, he (Sextus) 
could always infer from it a puzzle about 
whether the body in question was composed 
of indivisibles or continuous magnitudes. 
Such puzzles, he said, would lead one to 
conclude that body is composed neither from 
indivisibles nor from continuous magnitudes. 
Since, however, these two concepts exhaust 
the possible ways of conceiving of body, he 
also concluded that the concept of body was 
unintelligible. 

Sextus did not invent the puzzles with 
which he tried to undermine Greek physics 
and geometry. Discussions of atomism from 
the time of Democritus (c. 460-c. 370 BC) to 
the late Hellenistic period had regularly 
alluded to some form of the following 
dilemma. Either the magnitudes of bodies 
are indivisible or they are continuous. If they 
are indivisible, they are only magnitudes in 
a problematic sense because they lack any 
divisible parts by which their magnitudes can 
be measured. If, on the other hand, these 
bodies are continuous, they must be infinitely 
divisible because their continuity implies that 
they are composed of parts which are always 
divisible. But, if the latter is the case, then 
these magnitudes become subject to some 
version of Zeno's paradoxes concerning the 
infinite divisibility of body. space. and time. 
What alarmed Gassendi as he compared 
Sextus's account of ancient atomism with the 
Greek text of Epicurus was the extent to 
which Sextus had misconstrued Epicurus's 
arguments. Sextus had thought it possible to 
discuss Epicurus's concept of atoms as if it 
were interchangeable with a geometer's con­
cept of indivisibles. Second, he had ignored 
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Epicurus's principal arguments for the ex­
istence of atoms: 

1. that the existence of physical bodies 
which undergo change is self-evident in 
sense perception; 

2. that physical bodies cannot undergo 
change unless they are composed of 
atoms capable of serving as the sub­
stratum of change. 

Gassendi considered Epicurus's assertion 
that our knowledge of physical bodies de­
pends on the mutually reinforcing evidence 
of sense perception and atomist metaphysical 
principles to be an attractive alternative to a 
science based on the Aristotelian concept of 
substance. However, he found the task of 
confirming that atoms did in fact possess the 
qualities which Epicurus had claimed for 
them a difficult one. Such claims had usually 
amounted to no more than arguments show­
ing that atoms must have some size, shape, 
and motion, or weight. They assigned only an 
upper and lower limit to size and shape. 
Atoms could never be so large as to be seen or 
so small that they became mathematical 
points. Indefinitely many atomic shapes were 
possible, although Epicurus had ruled out the 
possibility of an infinite number of shapes. In 
the case of motion. he had only specified that 
all atoms moved at equal speeds through the 
void unless the swerve of one or more of 
them interfered with the parallel rectilinear 
motions of the others. 

Gassendi's skill as a natural philosopher is 
amply demonstrated by the fact that, staning 
from principles as problematic as these, he 
was able to define a complete mechanistic 
conception of nature which was consistent 
with Galileo's inertial physics and Johannes 
Kepler's laws in astronomy and optics. But he 
was not a productive discoverer of empirical 
laws, and he regarded the study of nature as 
an endeavour in which the testing of par­
ticular laws was subservient to the rational 
justification of more general theories which 
explained the structure of nature as a whole. 
The work of a physicist seemed to him first to 
involve the task of defining the natural world 
in such a way that it could become an object 
of empirical enquiry. Only then could thc 
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physicist perform actual investigations of 
that world. Gassendi also attempted a re­
conciliation of atomism and the Christian 
religion by arguing for the necessity of God 
as the Creator and first cause of a world 
composed of atoms. He distinguished his 
atomism from materialist philosophies by 
stipulating, moreover, that the rational soul 
of man is incorporeal. His originality as an 
atomist thinker was thus enhanced rather 
than inhibited by his historical researches 
on Epicurus because he chose to develop 
just those atomist principles which could be 
effectively defended against the rival views of 
the other major philosophical schools in the 
Western tradition. 
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LYNN S. JOY 

Generality 

I shall sketch in what follows the problem of 
general facts, remark on some solutions to it 
and glance at the effort to discredit it. 

Imagine a situation in which someone 
states truly that all the marbles in this bag are 
red; and assume that the statement is mad, 
true by a fact ( F,). What is the analysis of F,'! 
That is the problem. The make-true assump• 
tion is the point of attack for the discreditors. 
Of them, later. 

Imagine now a situation in which someone 
states truly that this (marble) is red. Whal is 
the analysis of the fact (Fu) that makes that 
statement true'? That Jo;, has an analysis-that 
it is composed of entities somehow connected 
- is agreed upon hy all analytical ontologists: 
they acknowledge that in some situations one 
can state truly that both this and that are red. 

The analysis of Jo~ is in dispute: but all 
agree that no matter the kinds of entities of 
which Jo~ consists, that which connects them is 
of a most peculiar sort. Speaking in effect ol 
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an F.-type fact, the early Ludwig Wittgenstein 
said that the entities hang together like links 
in a chain. He did not mean that absolutely 
11othi11g connects the entities "into' F.; rather 
he meant that the connector is radically 
different in kind from them. Let C be the 
connector. 

Imagine now a situation in which someone 
states truly that this is red and that is red. 
What is the analysis of the fact (Fm) that 
makes that statement true? Ontologists agree 
that at least two Fu•type facts figure in the 
analysis of Fm. Some insist that something 
else figures: in panicular. a connector that is 
like but different from C. Others insist that 
Fm consists of only the two Fu•type facts. For 
what is of concern here. let us accept the 
latter view. 

Consider now F,. Some hold that it consists 
of Fu•type facts and 11othing else: F, is basic­
ally an Fm•type fact. Others hold that F,is not 
at all like an F.,-type fact. that indeed no F.­
type fact is a constituent of F,. They hold 
instead that F, is like F,: F, consists of entities 
somehow connected. 

The dispute regarding how to analyse F, is 
rooted in a difference of perspecti\"es. Those 
who hold that F,-type facts are basically like 
Fm•type facts focus on that which makes true 
a general statement. They reHect primarily 
on speech situations of the son imagined 
above and are thus persuaded that there are. 
so to speak. only the marbles in the bag. only 
F,-type facts. 

Those that hold that F, is not at all like 
an F.,-type fact focus. at least implicitly. 
on situation~ in which ~·ommunication takes 
place and arc rhu, ['<'rsuaded that a molecular 
statement c,mnot in and of itself convey or 
communicate!\\ hat ;,1 g_C!neral statement does. 
General statements are not eliminable: they 
cannot he paraphrased as mere conjunctions. 
(1 here assume that those who focus on a 
communication situation insist that no F0 -

type fact figures in the analysis of an F,-type 
fact. I also assume that only contingent 
general statements are relevant to the issue.) 

There are. of course. other considerations 
rhat play a role in the dispute. For example, 
if une is intent on accounting for valid 
inferences one will be tempted to hold that an 
F,type fact is basically an f;,,-type fact. 
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Indeed. the simple versions of the so-called 
instantiation rules implicitly construe general 
statements as conjunctions. Be that as it may, 
those who insist that there are general facts 
are moved primarily by considerations con­
cerning communication or meaning; those 
who deny that there are general facts. by 
considerations concerning 'what there is' in a 
speech situation to make true a general 
statement. 

The use of'there are' indicates a difference 
between 'there are general facts' and 'there 
are general facts'. The former expresses 
merely that some general statements are 
true; the latter, that F,-type facts are not 
analysable into only Fu•type facts or. more 
precisely. that F,-type facts are like F0 -type 
facts. Accordingly, 'there are general facts' 
has a negative thrust: it signals a beginning. 
not an end. No one could hold that an F•­
type fact is simple, just as no one could hold 
that an F.-type fact is simple. 

Those who hold that there are general facts 
must thus specify the entities in an F,-type 
fact and articulate how they are connected. 
No one has managed even to come close to 
doing that. 

Those who have held that there are general 
facts have been empiricists and have thus 
accepted some version of the Principle of 
Acquaintance, a methodological principle to 
the effect that an entity cannot be granted 
ontological status unless it is something with 
which one is acquainted. 

Consider again F,. and assume that it is like 
an F.-type fact. One can perhaps plausibly 
claim that one is acquainted with correlates 
for ·marble·. ·red'. and even 'in·. but what of 
a correlate for ·all'? Moreover. even if it were 
plausible to claim that one is acquainted with 
a correlate for 'all'. one would have to 
articulate how it connects or is connected 
with the other entities that figure in the 
analysis of F, ( when construed as like an F0 -

type fact). 
The only philosopher I know of who has 

tried to show that one is acquainted with a 
correlate for ·an· is Gustav Bergmann. His 
line ofthought is short and simple. Consider a 
circle in which there is only one red square, 
and allow that the circle can be ·taken in at a 
glanc-e'. Upon looking at the circle. one 
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immediately knows that all the squares in the 
circle are red. One is thus acquainted with a 
correlate for 'all'. 

Bergmann ·s line of thought suffers from 
a long-standing confusion regarding the 
Principle of Acquaintance. There is a deep 
difference between immediately knowing 
that a contingent general statement is true 
and being acquainted with the entities that 
figure in the analysis of such a fact. Indeed, 
Bergmann ·s line of thought terminates merely 
in the claim that there are general facts. It 
does not even support the claim that there are 
general facts, let alone the claim that one is 
acquainted with a correlate for 'all'. 

Those who have held that F,-type facts are 
basically Fm-type facts have fared no better 
than those who have held that F,-type facts 
are like F.-type facts, for the former have 
tried to use a formalism or an artificial 
language to ·describe· the truth makers. They 
have thus been driven to maintain. as did 
the early Wittgenstein, that the difference 
between a mere conjunction and a conjunc­
tion that makes true a contingent generality 
·shows itself. They delude themselves. In 
order for a formalism tos/ww rather than say 
something, there must be a feature of a sign, 
instead of a sign, that does representational 
work. For example, one can claim that the 
difference between particularity and univer­
sality shows itself, for one can allow the type 
difference between signs to do work: but no 
such feature is available to distinguish be­
tween onlv some objects in a container being 
of a certai~ kind and all objects in a container 
being of a certain kind. 

I do not mean tu imply that no defence of 
the claim that there are no general facts is 
possible: I mean tu say merely that the 
defences thus far given ultimately rest un a 
claim tu the effoct that all shows itself and 
that such defences cannot withstand scrutiny. 

I turn now to the anempt tu discredit the 
problem. The must thoroughgoing attempt is 
the later Wittgenstein·,. He challenges the 
make-true assumption, and dues so in a 
sweeping way: Nu kind., of .1tate111e111 ha,,e 
truth makers. /Ryle, I should ,ay, attempt, to 
discredit the problem, in a le" ,weeping way 
by denying merely that general statement, 
have truth makers. According tu Ryle, con-
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tingent generalities should be classified as 
'inference tickets• or "inference rules'. Ryle's 
attempt is thus limited in the way the positiv­
ist's attempt to discredit the ontological prob­
lem of ethics is limited: ethical statements do 
not really state facts, rather they express 
emotions.) 

The later Wittgenstein's attempt is handi­
capped by his effort to fashion a 'new gram­
mar'. one relative to which none of the 
classical ontological problems can arise. That 
effort, even if successful, would not establish 
that the "old grammar' is mistaken. The effort 
would establish, at most, that there is a way 
of talking that does not give rise to the 
problems addressed by the analytical ontolo­
gists. Furthermore, even if one could show 
that the make-true assumption is mistaken, 
one would still have to acknowledge that 
some ontological problems remain in place. 
For example, that there are things which 
share features in the sense that such things 
'fall naturally' into groups or classes, is in­
dependent of all assumptions regarding how 
'language works': and that fact gives rise toa 
problem of universals. That one can devise a 
way of talking such that the problem cannot 
be expr~ssed in the traditional way is of only 
passmg interest, at best. 

One must also acknowledge that there are 
cases in which all, rather than only some. 
objects in a container have the same feature: 
and that, too, is independent of assumptions 
about how language works. Such a situation 
gives rise to a problem similar to the problem 
of general facts as stated at the outset. Again. 
to devise a way of talking around it is of no 
enduring significance. 

_Ontological problems arc still very much 
alive. What is de.id arc the myriad attempts 
tu solve them by talking about formalisms 
and artificial languages, or to dissolve them 
by devising ways of talking around them. The 
so-called linguistic turn has turned out to be 
one more glorious failure in the history of 
ontology. 
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EDWIN 8. ALL\IRE 

Generics, Generic Objects 

The notion of generic objects has evolved in 
the course of attempts by logicians. linguists, 
and philosophers to specify the logical 
semantics of so-called generic statements. 
Ontologically. the notion of genericobjectsis 
related to the notion of a kind. to the type­
token distinction. and to the class-instance 
distinction that is customarily employed in 
the field of artificial intelligence. 

Generic statements generally are con­
sidered to comprise the follo"ing sorts of 
linguistic phenomena: 

Singular definite noun phrases: 
(I) Tire horse occasionall,· mates with rhe 

donkey. · 
Plural definite noun phrases: 

(2) The horses have a Ho\\ing mane and 
tail. • 

Singular indefinite noun phra.scs: 
(3) A horse occasionall,· matl!S \\ith a 

clo11key. · 
Plural indefinite noun phras<-s (hare plurals): 

(-1) Horses occasionallv m,11e \\ith 
clonk,·_,·s. · 

Mass terms: 
(5) Go/cl is a precious metal. 

Quantilied noun phrases: 
(h) Noah saved all animal.< in his ark. 

The inclusion of mass terms in this list is 
justified on the basis of the intuition that both 
generic noun phrases involving count nouns 
(including quantified noun phrases) and 
generic noun phrases involving mass nouns 
may involve a reference to certain (natural 
or nominal) kind,. Independent of such 
semantic intuitions. syntactico-semantic tests 
for verifying a generic reading of bare plurals 
(Carlson, Reference w Ki11cls in English. 
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I 978) and generic descriptions (Heyer 1987) 
have been proposed. 

Although the notion of generic reference 
expresses a natural intuition. it needs to be 
noted that generic expressions do not con­
stitute a semantically homogeneous group. 
There appear to be two basic aspects of 
generic reference, one related to reference 
to kinds and the other to clefault reference. 
In general, generic expressions involving 
default reference - called default generics 
for short - allow for the following sub­
stitution: 

If, in a sentence of the form "F(the N)', 
where the sentential predicate does not 
require a collective reading, 'the N' is a 
singular or plural generic expression, then 
so is 'a N' ( assuming a corresponding 
change with respect to number of the 
respective noun when necessary). 

Generic expressions involving reference to 
kinds - henceforth called kind generics for 
short - do not in general allow for this 
substitution. 

Examples: 

Kind generics: 
(7) Tire horse came to America with the 

early Spanish explorers. 
(8) Dinosaurs are extinct. 

Default generics: 
(9) A mammal suckles its young. 

( IO) Tire Scorsman drinks whisky. 

It is to be noted that this distinction 
between kind generics and default generics 
not only applies to bare plural constructions 
as in (8). but also to definite generic noun 
phrases as in (7) and ( IO). The proposed 
distinction therefore does not simply corres­
pond to the distinction between definite and 
indefinite generic noun phrases, but has to 
do with the logic of generic expressions in 
general. 

It has been argued by Carlson (1982). 
Krifka (1987). and others that default 
generi<'S need to be treated in essentially the 
same way as habitual sentences, e.g. 
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(11) John smokes. 

The basic argument draws on the fact that 
default generics can be related to sentences 
containing quantificational adverbs, exactly 
as in the case of habitual sentences, as is 
illustrated by the following examples: 

(12) Trouts reach a length of 30 cm. 
( 12') Trouts occasionally reach a length of 

30cm. 
(13) John plays the violin. 
(13') John occasionally plays the violin. 

The claim is that default generics serve to 
record or assert the generality of certain 
cases; the semantics of a generic sentence are 
then thought to contain an adverb of quanti­
fication. and it is in the function of that 
quantificational adverb that the genericness 
of that sentence is to be located. 

Evidently. this proposal does not work for 
kind generics. where a generalizing adverb of 
quantification is clearly inappropiate. as is 
exemplified by (14) and ( 15): 

(14) ? Man always/often/usually/rarely/ 
never set foot on the moon in 1969. 

(15) The lion always/often/usually/ 
rarely/never is a species. 

It is not surprising. therefore, that nobody 
has proposed that one treat kind generics on 
the basis of a quantification over events or 
cases. 

In consequence. we have a choice of 
either giving up a unified analysis of the 
generic reading, of singular definite noun 
phrases. perhaps thereby gaining a unified 
analysis of default generic, and habituals; or 
of insisting on a unified analysis of the generic 
readings of singular definite noun phrases 
(and bare plural noun phrases for that 
matter), and perhap, ruling out thereby 
a unified analysis of default generic, and 
habituals. This choice i, particularly relevant 
to the treatment of mixed kind and default 
generic reading, a, i, exemplified by 
(16): 

(16) The dodo lived in Mauritius and it 
became extinct in the I 8th century. 
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On the first alternative, the reference of the 
definite generic noun phrase 'the dodo' of the 
first conjunct and the anaphor 'it' of the 
second conjunct cannot be the same, while on 
the second alternative both expressions 
would be analysed as referring to the same 
referent. The introduction of generic objects 
is crucial to this second alternative. 

By way of conclusion we sketch the theory 
of generic descriptions elaborated in Heyer 
(1987). 

We start with the assumption that generic 
descriptions refer to generic individuals. 
Thus. a description refers individually if it 
denotes an individual object, while it refers 
generically if it denotes a generic individual. 
The argument draws on the fact that, fim 
generic descriptions behave syntactically like 
proper names, and. second. that attempts to 
treat generic descriptions as non-denoting 
expressions are unable to explain certain 
phenomena relating to kind generics and 
their behaviour with respect to anaphora. 
Once a description is interpreted generically. 
it then depends on the sentential predicate 
whether the description has a kind generic or 
default generic reading. 

The notion of generic individuals is to be 
taken as derived from the notion of a rype 
(Zemach, Joumal of Philosophy, 1970). 
Types have no parts in either dimension. 
space or time. Types have represe111a1ives, but 
these representatives are not parts. Thus. a 
single dog is not a spatial part of the type dog, 
as e.g .• the right foreleg is a spatial part of a 
particular object dog. Types can be said to 
change or not tu change, hut it is always the 
whole entity that needs to be considered as 
changed (or unchanged). Thus, the type dog 
b recurrent a~ a whole in space and time in 
the same sense that a single dog is rccurtenl 
as a whole with respect to time. Now. generic 
individuals arc restricted In countable object, 
that can he assumed lo be hierarchically 
ordered such that lower types re11rrsent. or 
exemplify. higher type,. 

Generic individuals arc thought to have 
two kinds of properties. On the one hand. 
they have properties that apply only to them. 
i.e. kind-level predicate, like "is widespread" 
and cvcnl prcdicate, like ·was imported mto 
l'.uropc in I 'JI)(,'. On the other hand. theyulso 
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have distributional properties that determine 
certain properties of their representatives 
q11a representatives like 'barks· or ·suckles its 
young'; these can be called dispositional 
properties. 

Kind reference of a generic description is 
then explained as reference to a generic 
individual in the context of a kind-level 
predicate ( e.g. · The mammal is widespread'). 
Default reference of a generic description is 
explained on the basis of kind reference in the 
context of a disposition (e.g. "The mammal 
suckles its young'). The idea is that represent­
atives of a kind have certain dispositional 
properties beca11se they are representatives 
of that kind (e.g. an individual female 
mammal can suckle its young because it is a 
mammal). and. vice versa. that the charac­
teristics of a kind determine which disposi­
tional properties the individual represent­
atives of a kind can hav<!. 

Ft:RTHER READl~G 

Carlwn. G .. 1982 ... Gencnc tcrm1J and generic 
sentence~··. Journal of Philosoplucal Logic. 11. 
145-81. 

Hc,·cr. G .. 1987. Gt"nerisdie K.t"nn:t'ichnun,:en. 
Zur Logik imd Ontologie genenst.·her Bedeuiung. 
Munich Vienna: Philowph1a. 

Knfka. M .. 19S7 ... An outline or gcm:ricity'". 
Universitat Tuhingen. s:,..s-Bcncht S7-2J. 

GEIUL\RD HEl ER 

Genidentity 
Th<! paradoxical statement of Heraclitus: 
"\Ve step and do n,it step into the same 
river"'. points out that a changing object 
can hl!' com:-l!'i\'c:d of as a sc4uem:e of non• 
identical states. !'fow th<! question arises 
in which way states at diff.,rent times are 
reckoned as belonging to the same object. 
The modern answ<!r is that two different 
states helong tu th<! history of the same object 
if th<!y ar1' genid<!ntical. 

In contrast to H<!raclitus. Plato focused his 
attention on strict identity and was worried 
by the profound Heraclil<!an retlections on 
genidentity. According to the fundamental 
conception of Plato's theory of Ideas. certain 
gen<!ral expressions of colloquial language 
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denote unique abstract objects distinct from 
human thoughts. Without such abstract Ideas 
there could be no mathematical or scientific 
knowledge, for even Plato accepted the 
Heraclitean doctrine that all sensible things 
are always in flux, and he was convinced that 
there is no knowledge of such things ( cf. 
Aristotle's Met. 1078bl3-l 7). 

In modern philosophy of nature the Hera­
clitean problem can be handled in an exact 
manner by generalizing the relation of strict 
identity. Modem physics studies movements 
and coincidences of particles. Moments of 
particles are called ·world points'. If two 
world points touch, they are said to coincide. 
The relation of coincidence is symmetric and 
transitive and hence an equivalence relation. 
Furthermore, it must be postulated that each 
world point belongs to the field of this rela­
tion. A local time order (Eigenzeit) is estab­
lished by introducing a topological notion of 
being earlier than. This relation between 
world points is transitive and irreflexive and 
included in the complement of coincidence. 

World points are genidelllica/ if and only if 
they are strictly identical or if the local time 
relation holds between them in either direc­
tion. Genidentity is an equivalence relation 
and therefore groups all world points into 
equivalence classes. The world lines are the 
non•empty equivalence classes of the relation 
of genidentity. Hence. a world line is the set 
of all world points which are genidentical 
with some world point. A world line never 
ramifies into the past or the future. For 
continuous world lines a metric can be intro­
duced which correlates world points to real 
numbers. 

All empirical qualifications of physics can 
be reduced to determinations of coincidence 
and local time relationships among genident• 
ical world points. Furthermore. by defining a 
causal signal relation and the notion of simul­
taneity. the concepts of space and time and 
the topological properties of space can be 
constructed on the basis of coincidence and 
local time order. 

The term ·ge11ide111ity' was introduced in 
1922 by Kurt Lewin for three different re­
lations between physical objects. biological 
organisms. and individuals of genealogical 
trees. respectively. The term was adopted for 
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a relation between world points by Reichen­
bach (1928) and Carnap (1929) in their 
analyses of the topology of time and space. 
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Genus. See: Species, Genus 

Geometry 

Issuing from the Sumero-Egyptian art of land 
surveying (Greek ytwµETpl'w}. geometry 
grew in Greece as the demonstrative science 
of plane and solid figures constructible with 
ruler and compass. Its foundation was attrib­
uted to Thales of Miletus (fl. c. 580 Be), also 
the legendary father of philosophy. Greek 
geometry and philosophy interacted strongly. 
Geometrical proof set standards of rigour for 
philosophical argument. The Eleatic School 
of philosophy supplied the geometers with 
the earliest examples of demonstration by 
reduc1io ad absurd um. The drastic idealiza­
tions of geometry- widthless lines, depthless 
planes. changeless figures- and their relation 
to sand drawings and wooden models inspired 
and documented Plato's doctrine of the im­
mutable Forms. 'imitated' by the things that 
surround us and constitutive of their being. 
Plato. in turn. by stressing that genuine 
science (bnonjµT)/ cannot take anything for 
granted, but should seek to account for 
everything by "going right up to the principle 
of the universe" ( i:m TTJV mu rrcrvToc; ll'.flXTJV 
i<i,v, Rep. VI.5llb/, helped 10 motivate 
the organization of geometric lore into long 
chains of reasons, nailed to a few unimpeach­
able axioms. Decades hefore its classical 
formulation in Euclid's Elemenls (l'. 1(-J uq, 
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Greek axiomatic geometry had provided the 
paradigm for Aristotle's idea of a demon• 
strative science, or bttcmjµTJ properly so­
called, as expounded in the Poslerior 
Analytics. In such a science, every statement 
must only employ words definable from a 
given list of terms that need no explanation, 
and must be deducible from a given list of 
assertions that need no proof. The latter 
express the principles of a particular domain 
of being, studied by the science in question; 
but not, indeed, the principle of everything, 
as in Plato's dream. Though notoriously alien 
to Aristotle's own scientific practice, and 
only imperfectly realized in Euclid's book 
(Postulate V is not self-evident, Pr. I, Book 
I does not follow from the stated axioms, 
etc.}, this Aristotelian idea of bttonjµIJ has 
weighed heavily on Western science and 
philosophy. 

Driven by its own internal demands. as 
witnessed by Euclid's quest for loci, i.e. sets 
of points satisfying some specified condition, 
the science of figures unwittingly became the 
science of space - regarded as a repository of 
all conceivable sets of points - and of the 
necessary relations of neighbourhood, col­
linearity, and distance between such points. 
In this guise we meet it in Rene Descartes's 
Geometrie ( 1637), proffered as an illustration 
of the philosopher's new method for the 
advancement of knowledge, and rightly re­
garded as the first treatise of modem math­
ematics. Descartes also identified space with 
the substance of material things, thus furnish­
ing an ontological justification for Johannes 
Kepler's (1571-1630) dictum that 'God al­
ways gcomctrizcs'. for Galileo's claim that 
'triangles, circles and other geometrical 
figures' arc the alphabet in which the book 
of nature is written, and generally for th• 
modern programme of natural philosophy 
bmlt on mathematical principles. 

The geometry of Euclid and Descartes was 
too narrowly conceived for this programme 
W advance without resorting to ungeomet· 
ncal ideas, such as Newton's •impressed 
force· .. But the luxuriant Howering of geo­
metry in the 19th century created the means 
for a thoroughly geometrical representation 
ot physical phenomena, as illustrated by the 
now prevalent gauge theories of fundamental 
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interactions. The chief novelties are named 
and sketched in barest outline in the follow­
ing list. 

Geometric Pluralism. The points of space­
of 'a' space - can be conceived as sustaining 
altogether different systems of neighbour­
hood, collinearity, and distance relations. 
Two research programmes did much to bring 
about this insight: 

1. the study of collinearity without regard 
to distance in projective geometry. 
and 

2. the unsuccessful attempts to prove 
Euclid's Postulate V. culminating in the 
independent publication by Nikolai 
lvanovich Lobachevski (182&--30) and 
Farkas Bolyai (1832) of consistent 
deductive systems based on its 
negation. 

Felix Klein ( 1849-1925) showed in 1871 how 
three different systems of distance relations, 
entailing that the sum of the three angles of a 
triangle is = :t (Euclid), <:t (Lobachevski­
Bolyai) or >:r (Klein's ·elliptic' geometry). 
can be alternatively imposed on a point 
system aligned by the laws of projective 
geometry. 

Transformation Groups. Partly prompted 
by this success. Klein (1!!71) proposed a 
grand scheme for classif)ing the burgeoning 
fauna of geometries. Take ordinary Euclidian 
geometry. and let S denote its underlying 
space of points. Consider the collection T of 
all transformations of S (1 r T = 1 maps S 
one-to-one onto itself). Since two successive 
1ransforn1a1ions yield a single (composite) 
transformation and any transformation can 
be followed by another (inverse) transforma­
tion that annuls it. T constitutes a group, in 
the strict algehraic sense. An arbitrary l E T 
generally wreaks havoc with the geometric 
relations between the points of S; but dif­
ferent subgroups of T preserve. e.g .. the 
neighbourhood system but not the straight 
lines, or the laller, but not the distances, or, 
finally. all three kinds of relations. Every 
such subgroup has its own peculiar algebraic 
structure. Klein proposes 10 define each 
geometry by the transformation group that 
preserves its characteristic relations. If G1, 
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G2, and G3 are geometries respectively 
detern1ined by groups r,. r2, and f1, G2 and 
G3 are plainly subgeometries of G1 if f2 and 
r 3 are subgroups of r 1• The seemingly an­
tagonistic geometries of Euclid and 
Lobachevski are thus reconciled: they study 
the invariants of different subgroups of the 
projective group, and, as Jules Henri 
Poincare (1854-1912) noted in 1887, 'the 
existence of a group is not incompatible with 
that of another'. In Hemann Minkowski's 
(1864-1909) geometrical forn1ulation of 
Albert Einstein's (1879-1955) special rela­
tivity, invariance under the theory's charact­
eristic group becomes the mark of physical 
objectivity. 

Manifolds. The modern idea of a manifold 
- specifically, of a differentiable manifold -
can be traced to Georg Friedrich Bernhard 
Riemann's (182fHi6) lecture Ober die Hy­
pothesen, welc/1e der Geomeirie zugrunde 
liegen (1854, published 1867). Subsequently 
elaborated by Gregorio Ricci (1853-1925), 
Tullio Levi-Civitil (1873-1941), Elie Cartan 
(1869-1951), Hermann Weyl (1885-1955). 
Roger Penrose (born 1931), etc., this concept 
remains unmatched as a vehicle for the math­
ematical representation of nature. It cannot 
be properly explained here. The books by 
Schutz and Choquet-Bruhat el al. mentioned 
below can assist the reader in understanding 
its power and its beauty. 
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Gestalt 

After a period of neglect, Gestalt theory is 
now once more attracting scientific and philo­
sophical interest (see Kubovy and Pomeranz 
1981, which gives a survey of Gestalt-oriented 
concepts still active in current psychology; 
Beck 1982; Smith 1988, which includes an 
extensive bibliography; and Kanizsa and 
Caramelli 1988). If we examine university 
textbooks on vision and perception we see 
that the empirical discoveries of Gestalt 
psychology are considered a secure part 
of our knowledge in this field. Neverthe­
less, classical Gestalt theory remains known 
only through its association with a few key 
terms such as: 'phenomenological method', 
·anti•elementarism •. ·anti-associationism •, 
•isomorphism', 'field theory', 'Pragnanz', etc. 
These terms are principally connected with 
the names of Max Wertheimer (1880-1943), 
Kurt Kaffka (1886-1941), and Wolfgang 
Kohler ( 1887-196 7), who were leading figures 
of just one of the Gestalt-oriented schools at 
the beginning of the century. Today only a few 
psychologists would accept a strict Gestalt­
oriented programme of the sort that has been 
pursued by such direct heirs of classical 
Gestalt theory as Wolfgang Metzger (1899-
1985), Edwin Rausch (b. 1906), Cesare 
Ludovico Musatti (1897-1989), Gaetano 
Kanizsa (b. 1913). Fabio Metelli (1907-87). 
Gunnar Johansson (b. 1911), and their stu­
dents. More precisely, we could say that, in 
contemporary psychology, certain general 
features of the Gestalt approach are still 
present but that they are not central to 
current work. 

The Emergence aod Development of the 
Notion of Gestalt. If we ignore certain pos­
sible predecessors such as Goethe (1749-
1832). Jan Evangelista Purkinje ( 1787-1869), 
and Ewald Hering (1834-1918), the first 
scientist and philosopher directly to inHuence 
the development of Gestaltism was Ernst 
Mach (1838-1916). For Mach, in his me 
Analysis of Semutiom of 1886. sensations 
alone are real, while all ·complexes' arc ideal, 
i.e. they are mental unit, which contribute tu 
the 'economy of thought' but correspond to 
nothing in reality. In criticizing Johann Fried­
rich Herbart's theory of complexes, however, 
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Mach raises two intriguing questions which 
were to become fundamental to the develop­
ment of Gestalt psychology: 

1. How can we determine that two figures 
A and B, for example a white square 
and a black one, differing in position 
and colour, are the same figure? 

2. If we play a melody first in the key of C 
on a trumpet and then in the key off on 
a violin, how does the hearer recognize 
that it is the same melody? 

According to Mach, we can recognize the 
identity between A and B because the cor­
responding 'muscular sensations' (Muske/­
empfind1mgen) associated with the motor 
processes of the eye and head are qualitatively 
the same. For this account to work in the case 
of the melody, we must hypothesize that such 
Empfindungen have a temporal extension 
and that also memory processes arc in­
volved. 

In 1890, Christian von Ehrenfels (1859-
1932) reformulated Mach's problem in terms 
derived from a theory of whole and parts. A 
melody G, he argued, is qualitatively dif­
ferent from the sequence of tones e1, e2, ••. 

e0 , of which it is composed. This is because: 

I. We can change the components of a 
melody, e.g. by transposing it, and 
leave the melody unchanged. 

2. We can remember a melody directly, 
i.e. without necessarily remembering its 
tones. 

In Ehrenfels', paper these two points serve 
as criteria for individuating a class of per• 
ccptual entities which he names Gesta/1, 
quulitiiten. Further, he states that such entities 
arc de fuc·tc, object, of direct experience. Bui 
he leaves open whether they arc the result of 
an active and partially voluntary perceptual 
process or a passive and automatic one. 

Historically, Ehrcnkls's paper set in train 
a veritable explosion of theoretical debate 
and experimental work in which the most 
representative psychologists of the period 
participated (sec Ash 19112). Here the contri• 
butiuns of the so-called Graz and Berlin 
Schools arc the most important. 
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The Graz School. In the Graz School, to 
which Ehrenfels was close, the Mach­
Ehrenfels problem is divided into two parts: 

1. What is the ontological relationship 
between a Gestalt and its components? 

2. What is the psychological process which 
is involved in the perception of a 
Gestalt? 

The theory of objects or 'Gegenstands­
theorie' of Ehrenfels's teacher Alexius 
Meinong tries to solve the first part of the 
problem. What place does a Gestalt have 
among the objects of our experience? A 
Gestalt is an object of a type distinct from 
things and facts; in Meinong·s terminology it 
is an '"object of higher order·· which has the 
objectual character typical of the elements 
which underlie it but which does not exist in 
the same sense as they do. because it stands to 
them in a relation of existential dependence 
or foundation (Fundierimg). 

The Prod11ktio11stheorie. developed in par­
ticular by Mcinong·s student Stephan Witasek 
(1870-1915). tries to solve the psychological 
part of the problem. The perceptual process 
underlying the experience of a Gestalt must. 
he argues. reflect the objectual structure of 
that Gestalt. The existence of a Gestalt 
depends on the elementary sensations of 
which it is composed. but its character as a 
Gestalt is something new. which must be 
·produced' by the mind on the basis of these 
sensations. Production. for the Meinongians. 
operates exactly like perception: we can say. 
with Meinong. that production is the percep­
tion of Ge,talten. For Meinong. perception 
combines the two clements of sensory pres­
entation I I ·orstdl1111g) of the object per­
cei\'cd and a judgement of existence of this 
object. The latter is an act of thinking. 
Production is like perception in that there is 
judgement-like activity of the mind involved 
in both. In the one case it determines the 
status of the object as existent. and in the 
other as a produced Gestalt. 

Vittorio Benussi (1878-1927). the leading 
experimental psychologist of the Graz School. 
tried to confirm empirically Meinong·s 
theories of Gestalt perception. Benussi's 
original contribution is the theory of the 
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sensory and non-sensory inadequacies of 
perception. Sensory inadequacies arise in 
virtue of certain peculiarities of physical 
stimuli and peripheral sensory processes. 
Consider. e.g .. the chromatic contrast: two 
grey surfaces which are equal in reflectance 
and luminance do not appear equally bright if 
they are placed one on a black background 
and the other on a white background. Non­
sensory inadequacies arise in virtue of the 
fact that there are perceptual patterns which 
are ambiguous (mehrde111ig) even if all phys­
ical and physiological information remains 
constant. Consider. e.g. the Necker cube. 
The light reflected by the configuration of 
lines which we designate as 'Necker cube' 
(the physical or distal stimulus) contains 
always the same information and the energy 
which excites the sensory system (the physio­
logical or proximal stimulus) may be sup­
posed to be the same. Yet we perceive always 
one of two possible objects: a cube with the 
lower face in foreground or a cube with the 
upper face in foreground. In such cases the 
observer can often decide what he wants to 
perceive among a number of alternatives. 
Benussi concludes that we must postulate the 
existence of some central process of elabora­
tion or gestaltification of the data given in 
sensation. A perceived Gestalt is a typical 
example of such a non-sensory presentation. 
Benussi's theory coincides largely with the 
original Prod11ktio11stheorie of Meinong and 
Witasek. Meinong and Benussi differ. how­
ever. in their views on perception. For 
Benussi, perception is a presentational 
phenomenon in which inferential activity or 
judgement is completely lacking. 

After World War I the Graz School prac­
tically disappeared. Benussi moved to Padua. 
where he inaugurated an Italian tradition 
in experimental psychology continued by 
Cesare Ludovico Musatti. Fabio Metelli, and 
Gaetano Kanizsa. Kanizsa. especially. has 
produced contributions to Gestalt studies still 
important today (e.g .. see his Perceptual 
Organization of 1979). 

The Berlin School. In 1910 Wertheimer, a 
student of Ehrenfels in Prague and of Carl 
Stumpf in Berlin. carried out studies on 
movement perception which can be regarded 
as the starting-point of the Berlin School. The 
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study of movement perception is crucial to 
the solution ofthe Mach-Ehrenfels problem. 
The events constituted by movements of 
objects in three-dimensional space are, in 
fact, that sort of spatio-temporal Gestalten 
which forms the greatest part of our per­
ceptual experience. Wertheimer focused his 
attention on the so-called 'phi phenomenon', 
an apparent movement obtained when two 
identical visual stimuli at different points in 
space are presented successively. If the dis­
tance between the two stimuli and the rhythm 
of succession meet certain conditions, the 
stimuli will appear as one moving object 
which jumps from one position to the other. 
Such apparent movement was observed for 
the first time in the 19th century by Joseph 
Plateau (1801-83) in 1850 and then studied 
by Sigmund Exner (1846-1926), one of 
Wertheimer's teachers in Prague, in 1875. 
Two traditional theories have been put for­
ward to explain it. According to Hermann 
vonHelmholtz (1821-94), my perception of a 
moving body is the result of an inference of 
my perceptual system with respect to the 
different discrete spatio-temporal states that 
the body has assumed during the movement. 
It is for this reason that the phi phenomenon 
is usually interpreted as movement by our per­
ceptual system. According to Exner, apparent 
movement is a sensation (Empfindung), i.e. 
something we experience immediately, some­
thing which it is impossible to decompose or 
analyse further into elementary components. 

The position of Wertheimer and of the 
Berlin School as far as movement perception 
is concerned is in the Exner tradition, except 
that Wertheimer postulates a neurophysio­
logical theory of 'short circuits· or ·transversal 
functions' in the cortex as constituting a 
possible biological basis of the phi phen­
omenon. The position oflhe Graz School, on 
the contrary, is often identified as a theory 
belonging to the Helmholtz tradition. 

In 1913, Kohler wrote a critique of what he 
called the 'constancy hypothesis' ( Korutanz­
annahme), a doctrine accepted by Helmholtz 
and Stumpf which assumes a one-lo-one 
correspondence between stimuli and sen­
sations. When we find a mismatch between 
the physical level and the perceptual level we 
can still retain such a ·constancy' between 
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stimulus and sensation if we assume the 
intervention of 'unconscious inference' or 
'unobserved processes' which explain the 
mismatch. Consider, for example, the illusory 
contours in the Kanizsa triangle. We perceive 
a contour which has no physical existence. 
Therefore, we lose the correspondence be­
tween stimuli and sensations. But, given a 
certain disposition of lines and coloured 
surfaces, our cognitive system is, as Helm­
holtz sees it, forced to infer the presence of a 
triangle and to 'invent' some non-existent 
contours. From the gestaltist perspective, 
however. these are ad hoc hypotheses de­
signed to prop up traditional elementarism. 

In 1915 Koffka utilized Kohler's arguments 
against the constancy hypothesis in a debate 
with Benussi. Koffka criticized Benussi's 
distinction between sensory and non-sensory 
presentations. There are, Koffka argues, no 
reliable criteria to distinguish them. In both 
cases, he argued, there is the same concrete 
perceptual relationship with an environment 
in which nothing other than Gestalten are 
perceived, and perceived directly. The prob­
lem with the Produktionstlreorie is that it 
implicitly assumes the constancy hypothesis 
and holds that we first have sensations which 
stand in a one-to-one correspondence with 
stimuli. We then combine them into a Gestalt 
by means of inference-like central processes. 

Koffka rejects this view. But the target 
of Koffka's critique is strictly Meinong's 
position, which only partially coincides with 
that of Benussi. The sole real contrast be­
tween Koffka and Bcnussi concerns the con­
ception of the stimulus. For Bcnussi the latter 
is a Hux of energy which contains potential 
information concerning the environment. 
But, in order to use such information, the 
stimulus is decomposed at the peripheral 
level and then restored al the central level. 
For Koffka the stimulus is a set of organized 
information found and used '" such by the 
organism without any necessary previous 
dewmposition. As Koffka writes in his Prin­
ciple.,· of Gestalt Psydwlogy of 1935, tad, 
tiring say.,· what it is: "a fruit says 'Eat me·: 
water says 'Urink me'; thunder says 'Fear 
me'; and woman says 'Love me'" (p. 7). 

Kotfka"s account ol stimulus forms the 
basis ol the final step in the Gestalt theory of 
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the Berlin School, first set out in Kohler's 
book Die physischen Gestalten in Ruhe und 
im stationaren Zustand of 1920. Kohler de­
veloped the new conception of stimulus as 
part of a defence of the programmatic thesis 
of psychophysical isomorphism, i.e. the 
hypothesis of a structural correspondence 
between perceptual experience and the 
underlying physiology of corresponding brain 
processes. 

The hypothesis was suggested by the dis­
covery that there are physical phenomena 
which present all the characteristics typical of 
the Gestalten. Kohler did not. be it noted, 
assert that the relationship between per­
ceptual experience and the physical world is 
isomorphic. It is clear that human perception 
contains many phenomena the like of which 
never occur in the physical world. What 
he had in mind is that there are certain 
·structural properties· of Gestalten which are 
independent of the psychological. physio­
logical, or physical mauer which makes them 
up and which can occur on all these three 
different levels (see his Tire Task of Ges1a/1 
Psycliology of 1969). The next step is to 
discover and accuratelv describe these struc­
tural properties, and this brings the Gestaltists 
to develop the electric field analogy which 
leads in turn 10 an account of the ·laws' of 
perceptual organization. 

Consider. for example. the follo"'ing two 
laws of grouping. The sequence of le1ters 
ppqqppqq is seen as four groups pp. qq, pp, 
qq. because of similarity. However. these­
quence qpqp</P</P · which consists of the same 
le1ters. is di,·ided in four groups of qp because 
of s1·mme1rv·. which is here more striking than 
similaritl'. The l!estahist concept of Priignanz 
integrat~s the· nlltions of r~gularity. sim• 
plicitv. and s,·mmetry and gi\:cs. as a sort 
of m~ta-prin~iple. the path to lind and to 
interpret the single specific laws. The field 
analogy is an attempt 10 clarify the same 
notion: each psychological phenomenon must 
be considered as a part of a whole of co­
existent and interdependent facts. As the 
behaviour of a single charge in an electric 
lield is determined by the forces which are 
exerted by all other electric charges, similarly 
the manif.,station of any given psychological 
procl!ss is a function of its entire psycho-
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logical field. A psychological phenomenon 
can exhibit some local regularities such as 
symmetry or similarity, but the quest for the 
global regularities of its field remains the 
most economical and adequate description 
which we can give of it. 

Recent Developments. The subsequent de­
velopment of Gestalt theory is characterized 
on one hand by a period of systematization 
and vulgarization and on the other hand by 
remarkable experimental work on certain 
specific subjects of interest for Gestalt theory: 
see for instance the studies by Wolfgang 
Metzger on the 'total field' (Ganzfe/d), the 
studies of Albert Edward Michotte (1881-
1965) and his school on the perception of 
causality, and the studies by Gunnar 
Johansson (1950-) on the perception of 
events. 

Among the theoretical contributions, the 
work of Edwin Rausch represents a sort of 
conclusion. Rausch reconsiders the position 
of the Graz and Berlin Schools and tries to 
reconcile the two different views in order to 
reconstitute Gestalt theory as a descriptive 
science. For the Berlin School, Gestalten are 
·a special kind of whole'. For the Graz 
School, the Gestalt is a quality or an 
'allribute' of an aggregate or complex of 
elements. Rausch, however, points out that it 
is always possible to give two descriptions of 
an object or an event, first as a whole in which 
its parts are only potentially discriminable, 
and second as a quality of separate parts, a 
quality which, in our perception of this 
object, can assume different degrees of in­
tensity. The choice of descriptive level de­
pends on the concrete relationship between 
the perceiving organism and its environment. 
For example, to answer the question ·What 
time is it?', I need to see my watch. The 
concrete relationship between me and my 
watch, characterized by my intention to know 
the time, determines what I see. In fact. it can 
be difficult to remember the shape of the 
digits (e.g. on seeing a strange watch), even 
after using them to satisfy my desire to know 
the time. I saw the digits. but only as a part 
of the Gestalt ·watch'. If. however. my 
intention had been to know the shape of 
digits, I would have seen a particular set of 
separate digits. which. together with other 
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components, would have the quality of being 
a watch. 

Direct and Indirect Perception. 'What do 
we immediately perceive?' This is a classical 
philosophical question which arises in con­
nection with the distinction between primary 
and secondary qualities. The Helmholtz 
inferential theory of perception and later the 
Moore-Russell causal theory of perception 
tried to systematize this initial distinction. In 
Bertrand Russell's The Analysis of Matter 
(1927). the causal theory of perception has 
two parts: 

l. perception does not give direct know­
ledge of external objects; 

2. there are external causes from which 
perceived objects can be inferred. 

According to this theory we have a direct 
perception of 'sense data· and an indirect one 
of the objects which are inferred from them. 

In the psychology of perception there is a 
specific version of the causal theory known as 
·cue theory·. A ·cue' is an aspect of the 
perceptual world (such as indices of depth or 
the disposition of objects in space) which is 
associated by learning with some features of 
the physical world. All such theories belong 
to the Helmholtz tradition. 

J. J. Gibson (1904-79) criticized such ap­
proaches to perception in his The Senses 
Considered as Perceptual System of 1966 and 
The Ecological Approach 10 Visual Per­
ception of 1979. For Gibson, inspired in 
this respect by Koffka, we have a direct 
perception of reality: "what the observer 
perceive, is a success. an achievement" (see 
Katz, 1987. p. 541). We have, in fact, direct 
access to salient features or •affordances' of 
the environment which permit us appro­
priately to modulate our behaviour. 

This antagonism of direct versus indirect 
perception can be considered as a new version 
of the core of the Ehrenfels-Mach Gestalt 
problem. Consider the following points. 
which we can regard a, the currently valid 
legacy of the classical debate: 

I. The 1erminulo1:ica/ level. Talk of per­
ceptual ·error' or 'illusion' is incorrect. While 
the result of a cognitive process, e.g. a simple 
arithmetical calculation. can be true or false. 
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the result of a perceptual process cannot, 
even if we know that it does not correspond to 
physical reality, for the trivial reason that we 
experience it. If I observe the well-known 
figure of Brentano-Miiller-Lyer, I know that 
the two main lines are equal, but I see that 
they are of different length. My knowledge 
of the physical layout of the lines has no 
influence on my perception; the latter can 
be inadequate to know the physical reality. 
Paradoxically, perception is always an 
'achievement', while cognition ought to be, 
even if it is not always the case because of 
our fallacy or incapacity to develop appro­
priate inferences. The consequence on the 
theoretical level is that seeing and thinking 
are functionally distinct (see J. Fodor, The 
Mod11/arity of Mind, 1983). 

2. The physiological level. Here the posi­
tions of the two schools are different. For 
Benussi the fact that perception is always an 
achievement sets no limits to possible neuro­
physiologically-oriented explications about 
how perceptual processes operate. For the 
Berlin School this fact corroborates a direct 
theory of perception, and this in tum suggests 
a specific direction for neurophysiological in­
vestigation (the hypothesis of isomorphism). 

3. The phenomenological level. Our ex­
perience of Gestalten and their elements 
induces us to study the relation which exists 
between a whole and its parts. The Graz 
School interprets such a relation as a de­
pendence of the whole on its parts. This 
represents thi, basis for a more general func­
tional description of mental events as consti­
tuting a hierarchy of levels, the relations 
between which arc expressed in terms of 
dependence. The Berlin School refrains from 
specifying the exact nature of this relation 
and hereby commits itself lo a more radical 
conception of stimulus: we perceive nothing 
but Gestalten, i.c. the same principles of 
organization operate across the whole di­
versity of our experience. 
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SAT ALE STIJCCHI 

Gestalt Linguistics 

The scientific concept of Gestalt was pro­
posed by Christian von Ehrenfels (1859-1932) 
in 1890 in his article --on Gestalt qualities" 
(translated in Smith 1988). His proposal was 
that: 

whcrc\'cr we ha\'c a rdation ... bcn•,.ccn a com­
plex of experienced elcmcnts on the one hand and 
some associated unitary cxperienre of a single 
in\'ariant structure on tht: othcr. we arc to conceive 
this latter structure as a Gestalt (Smith 1988. 
p. 14). 

In the Berlin School of Gestalt psychology 
the term ·Gestalt' was applied to physical 
(physiological) and phenomenological 
(psychological) wholes. Both le,·els are linked 
by laws of isomorphism. Kun Lewin ex­
panded the principles of Gestalt psychology 
to social psychology. In the classical era 
( 11!90 to 19-15) linguistic applications refer to 
language pcrcepti,,n or to emotional and 
social pro.,;~ss~s in i:ommunication. 

Gestalt linguistics was developed inde­
pendently hy different authors in the 1970s. It 
applies the basic insights of Gestalt psychology 
to linguistics (phonetics. semantics, discourse 
linguistic-s). The basic topics and concerns are: 

I. The morphological continuity between 
external (physical. biologic-.tl) Gestalten 
and cognitive and linguistic Gestalten. 
Hence the basic invariants of mappings 
between the ·world'. cognition and 
language are sought. 
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2. Linguistic levels and linguistic entities 
are stable Gestalten in self-organizing 
systems and constitute dynamic fields 
with internal autonomy. 

3. The evolution and change oflanguage is 
a process in space and time comparable 
to the temporal organization of bio­
logical and physico-chemical systems 
and obeys similar laws. 

Gestalt linguistics is concerned with cog­
nitive schemata, frames, procedures, their 
expression in language, and their possible 
neural correlates. Basic topics are natural 
categories found in linguistic behaviour and 
the search for models of the mind underlying 
linguistic categorization. Two complement­
ary strategies in pursuit of this programme 
may be distinguished: 

I. Phenomenological Gestalt linguistics. 
The empirical study of natural cat­
egories in a large survey of languages is 
used to infer cognitive Gestalten and to 
shape a plausible model of the human 
mind. Results of this strategy are sum­
marized in Lakoff (1987). 

2. Dynamic Gestalt linguistics. Starting 
with general features of dynamic, self­
organizing systems in nature and recent 
advances in the theory of (non-linear) 
dynamic systems (catastrophe theory, 
bifurcation theory, synergetics, chaotic 
systems, and fractals). Gestalt linguistics 
proposes models and explanations for 
the emergence of natural categories and 
for natural mappings in semantics ( the 
relation of external processes to gram­
matical configurations). This style was 
introduced by the French topologist 
Rene Thom in the 1960s and was 
applied to linguistics by Wolfgang 
Wildgen and Jean Petitot. 

Recent developments point to a further 
co-ordination of Gestalt linguistics with the 
developments in cognitive linguistics and ex­
perimental psycholinguistics. The relevance 
of these efforts for advanced simulations of 
linguistic abilities on the one hand and for the 
philosophy of mind and language on the 
other hand is obvious. 



GEULINCX, ARNOLD 

FURTHER READING 

Lakoff, G .. 1987, Women, Fire and Dangerous 
Things. What Categories Reveal about the Mind, 
Chicago. Ill.: University of Chicago Press. 

Lewin, K., 1951. Field Theory in Social Science, 
New York: Harper and Brothers. 

Petitot, J., 1985. Morphogenese du Sens, vol. 1, 
Paris: Presses Universitaires de France. 

Smith, B .• ed.. 1988. Foundations of Gestalt 
Theory, MunichNienna: Philosophia. 

Wildgen, W .. 1982, Catastrophe TheoreticSemant• 
ics. An Application and Elaboration of Rene 
Thom's Theory. Amsterdam: Benjamins. 

Wildgen, W .• and Mottron, K., 1987, Dynamische 
Sprachtheorie. Sprachbeschreibung und Sprac/1-
erkliirung nach den Prinzipien der Selbs1orga• 
nisation und der Morphogenese. Bochum: 
Brockmeyer. 

WOLFGANG WILDGEN 

Geulincx, Arnold 
Arnold Geulincx (born Antwerp 1624, died 
Leiden 1669) spent the first part of his aca­
demic career at Louvain; in 1658 he lost his 
post there and went to Leiden, where he 
taught logic and, mainly in private tutorials, 
other philosophical subjects. The principal 
sources for his metaphysics are three disputa• 
lions of 1666 and 1669 (ed. Land, II, 469-88) 
and the posthumously published (1691) Meta• 
physica vera, Metaphysica ad mentem Peri­
pateticam, and Annotata ad Metaphysicam 
(ed. Land. II. 139-98, 199-265, 266-310). 
Under the title Geest- en Wereldkunde, a 
Dutch translation of these writings saw the 
light in 1696. Already at Louvain Geulincx 
had openly criticized the traditional approach 
of the Peripatetics and made no secret of his 
sympathy for Descartes's philosophy. In the 
Metaphysica vera he expounds the Cartesian 
doctrine, in three parts: an autology about 
the thinking self. a somatology about bodies, 
and a theology about God. An original fea­
ture ofGeulincx's system i, the occa,ionalism 
by which he ,eek, to elucidate the relation­
ship between mind and body. When, for 
instance, I want to ,ay something and at the 
same time actually utter it, my mental acts of 
willing and the physical movements of my 
organs of speech are exactly concomitant. but 
without there being any dependence of a 
member of one series upon a member of the 
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other series. It is God who arranges the 
phenomena in such a way that on the 
occasion of the occurrence of one member 
a corresponding member of the other series 
appears. Genuine metaphysics should con­
cern itself with things as they are in them­
selves, in abstraction from the modes of 
thinking by which the mind conceives them 
and from the linguistic instruments by which 
such conceptual constructions are expressed. 
The Peripatetic metaphysicians, however, 
have succumbed to the common tendency to 
ascribe the modes of thinking contributed by 
the mind to things as they exist independently 
of any thought and language. Geulincx's 
elaboration of this point in the Metaphysica 
ad mentem Peripateticam foreshadows the 
Kantian revolution. 
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Gibson, J. J. 
James J. Gibson (1904-79), an American 
psychologist, has been widely recognized [or 
half a century for his innovative contributions 
to the study of perception. A student u[ the 
behaviourist Edwin B. Holt (1873-1941>) at 
Princeton University, Gibson came to reject 
classical stimulus-response theory (see Tire 
Perception of the Visual World, Boston, 
1950), but also vigorously opposed the re­
version lo mentalism characteristic of more 
recent cognitive psychology. Influenced by 
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the Gestalt psychologists ( especially Kurt 
Koffka (1886-1941). his colleague at Smith 
College from 1929--41). Gibson advocated 
an ·ecological' theory of perception that 
involved sweeping changes in the conceptual 
foundations of psychology. 

Against mentalists and materialists alike. 
Gibson held that it is impossible to dis­
tinguish the contribution of the perceiver 
from that of external stimuli when perceptual 
phenomena are examined at a level appro­
priate to psychology. Ecological theory 
accordingly begins with a redescription of 
perception as an embodied. ambulatory ob­
server·s direct awareness of an environment 
replete with ·affordances· (Gibson's term for 
properties of the surrounding world related 
to a perceiver·s intentions. needs. and bodily 
condition). In Gibson·s \'iew. an observer 
sees directly an edge too steep to step off; a 
surface sufficiently rigid and extended to sit 
on; fruit ripe enough to eat. Affordances are 
not ·meanings or ·values attached to bare 
physical or sensory qualities. but utilities of 
the environment and possibilities for action 
(i.e .• reciprocal relational properties that 
link perceiver and en\'ironmenl). Due to 
the pressures of biological adaptation. per­
ceptual systems ha,·e e\'oh·ed to search for 
affordances. and accordingly cannot be con­
ceived as mere ··channels of sensory input­
(see The Sens,·., Co11SiJaeJ as Perceptual 
Srstems. Boston. 1%6). 
· Gibson analy,.:d the direct perception of 

affordance, in his last \\Ork. Tire Ewlogical 
Approt1clr to \ "is11,1/ Paceptio11 (Boston. 
11/79). The ba,is ,,r the ·ecological optics' 
presented there is n,>t lhe radiant energy of 
physic.,;, but many-times retlected light that 
illuminates the en\'ironment. Light reflected 
from th,· surfaces of the surrounding world 
forms a unique --ambient optic array .. at 
evcry place an observer might occupy. In so 
far as this complex and changing optical 
structure is in lawful correspondence with the 
physical layout of the environment. Gibson 
claimed thal the optic array provides ·;,,. 
formt1tio11· specifying affordances. In this 
relational or specificational sense of the term. 
information ( consisting of nested. geo­
metrical projections) is i11 the lii:ht. not in the 
head. Ambient light doe, not transmit signals 
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from the world to the mind-brain for de­
coding. It contains information that may be 
picked up by any attentive observer. 

Perhaps the most radical consequence 
of the theory of optical information pick-up 
is that vision is no longer conceived as 
the conversion of a sequence of two­
dimensional retinal images or forms into a 
three-dimensional scene. Visual perception 
typically involves movement. and since 
changes in the visible environment are 
registered as transformations of the optic 
array. Gibson argued that there must be 
characteristic i11variant optical structures that 
specify different kinds of material properties 
and events. Sensory intuitions without con­
cepts are 1101 blind. Invariants must be picked 
up if affordances are seen, but they are not 
-added by the mind". In this way. Gibson's 
ecological ontology challenges traditional 
appeals to either innate forms of intuition 
or mechanisms of association to explain 
perceptual phenomena. 
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DAVID BLINDER 

Gilbert or Poitiers 
Gilbert of Poitiers (r. IU75-1154) was a 
student of Hilary of Poitiers, Bernard of 
Chartres (died r. 1124). and of Anselm and 
Ralph of Laon. His surviving works are 
commentaries on Boethius 's Opuscula sacra. 
on the Psalms. and on St. Paul's letters. All 
were written between I 115 and 1145. 

Gilbert's work was controversial, especially 
his distinction between God, a subsistent. and 
Divinity. a subsistence. Like Peter Abelard. 
he confronted Bernard of Clairvaux (c. 1090-
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1153) at the Council of Reims (in 1148), but 
unlike him escaped Bernard's attack by 
agreeing to sign a confession of faith and to 
change anything in his works which did not 
conform to it. No changes were made. 
Gilbert and his followers, the Porretani, were 
active in the great debates over logic and 
language which took place in Paris in the 
second half of the 12th century. The Com­
pendium Logicae Porretanum (CLP) sum­
marizes their views. 

Theory. The distinction between subsistent 
(subsistens), or that which is (id quod est), 
and subsistence (subsistentia), or that in 
virtue of which it is (id quo est), is funda­
mental in Gilbert's philosophy. Consider the 
white, knowledgeable man, Socrates. He is 
one subsistent body in virtue of a singular 
subsistence, his corporality, one subsistent 
rational being in virtue of his rationality, and 
so on for the various differentiae of man. The 
forms corresponding to the terms in the 
definition of man are the subsistences in 
virtue of which he is a subsistent of a par­
ticular kind. In their concretion (concretio) 
together they constitute his humanity. 

Associated with each substantial subsist­
ence are accidents of quality and in bodies 
accidents of quantity. Such accidents inhere 
in Socrates because they adhere to the various 
subsistences in virtue of which he is a man. By 
an accident of body he is white and by an 
accident of rationality he is knowledgeable. 
Unity (unitas). or singularity (singu/aritas), 
and according to CLP truth (1•eritas). 
are forms accompanying each subsistence. 
Socrates is thus one true man in virtue of his 
humanity and it, unity and truth. The plurality 
of unities doe, not yield a multiplicity of 
numerically distinct ,ubsistents since the sub­
sistent rational being and the subsisknt body 
are numerically none other than Socrates. 

In creating the world God brought into 
being only two everlasting forms. corporality 
and spirituality. There arc always bodies and 
spirits but at different times they are dif­
ferent kinds of substances as different sch of 
differentiae are concreted together. Since 
each substantial subsistence hring, with it 
accidents, the result of combining all the 
differentiae of a specie, with its 1:enu., 1:eneral­
iuimum is an individual substance. An indi-
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vidual is thus constituted by the concretion of 
a maximally consistent set of subsistences and 
accidents called by Gilbert a total property 
and by CLP a plenitude (plenitudo) of 
properties. These terms must be regarded as 
primitive in the theory since Gilbert tells us 
only that a total property is the collection of 
forms by which an individual is actually or 
possibly dissimilar to all others. Without 
knowing how to identify a temporally ex­
tended individual, however, we will not be 
able to locate this set. Accidents belonging to 
the remaining seven categories determine the 
status or circumstances of a thing but not 
which individual it is. 

Equally primitive is the relationship of 
sameness (similitudo) holding between 
proper subsets of distinct total properties. 
Socrates is white in virtue of his singular 
whiteness as is Plato in virtue of his, but they 
are the same in being white. The universal, 
whiteness, is the collection (col/ectio) of all 
subsistences in virtue of which something is 
white and this is neither subsistent nor sub­
sistence. The notion of collection derives 
from Boethius's claim that understanding 
collects intelligible universals from sensible 
singulars. However, where for Boethius a 
collection was a mental operation resulting 
in the abstraction of an intensional entity, 
for the Porretani it is simply the set of all 
whitenesses. Their account of universals is 
thus a variety of collective anti-realism. 

As important as the controversies over 
universals in the 12th century were argu­
ments ahout the logic of the conditional. 
Abelard distinguished two conditions for the 
truth of such propositions. The weaker cor­
responds to our strict implication while the 
stronger requires that the sense of the ante­
cedent contain that of the consequent. He 
claimed that conditionals which satisfy the 
stronger requirement express laws of nature 
(lex 11a111rae). They do not confirm to the 
paradoxical principle that anything follows 
from an impossihility and so may be used 
without triviality in reasoning about im­
possihilities. Alheric of Paris. however. was 
ahle to show that Abdard's account of the 
conditional was inconsistent with the basic 
principle of 12th-century logic that a pro­
po~ition cannot entail its own negation. 
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In order to save the theory of the con­
ditional from this embarrassment, the 
Porretani took the very striking step of giving 
up the principle of simplification, that is that 
both conjuncts follow from a conjunction. 
They insisted that a conditional of the form 'if 
P and Q. then R' is true only if both P and Q 
are relevant to R. thus rejecting conditionals 
like 'if the Seine Hows at Paris and Socrates is 
a man, then Socrates is an animal'. Their 
position seems very similar to that developed 
in 20th-century connexive logic bul so far 
linle work has been done to investigate it. No 
work at all has been done on the relationship 
between their metaphysics and their choice of 
logic. 
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Gilson, Etienne 

Eticnnt~ Giblln \\~1, hllrn m Paris in lx&i and 
<lied al .-\uxcrre in 11.1°1s. After stud~ing at the 
Uni1er,i1, ,,f Paris an<l al the College de 
Franc,· un,kr lknri Beq_!">n· Gilson taught 
al lhe l'nin:r,i1ie, of Lill". Strasbourg. and 
Paris. 1 k kclur"<l \\ idd~ in Europe and 
North America. cofounding the Instilute of 
Me<liac\"al Studies in Toronto in 1929. In 
1932 he was elected 10 !he College de France 
and in I9-lo IO the Acadc:mie Fran~aise. 

For Gilson. a, for Thomas Aquinas. meta­
physics is knowledge of the tirst principles 
and causes of things. It "looks behind and 
beyond experience for an ultimate ground of 
all real an<l possible experience" ( The U11i1_1· 
of Philo.wphical Experience, 1937). Unlike 
Christian Wolff. Gilson doc, nol concdve 
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metaphysics as an ontology, or general study 
of being, distinct from natural 1heology. 
Rather, he regards it as a unitary science 
which begins with the inquiry into being qua 
being and ends wi1h the sludy of God as the 
first cause of being. 

Being, Gilson contends, is the first principle 
of knowledge: for every aspect of reality, and 
even of unreality. is necessarily conceived as 
being. He points oul lhat philosophers have 
often substituted for being one of its many 
forms or modes. Some interpret being as 
anything that can be grasped in the definition 
of an essence. In their view, essence, as a 
possible being, is at the heart of reality: actual 
existence is only an addition or mode of 
essence. whose function is lo distinguish a 
real being from one that is only possible. 
Hence existence can be set aside or bracketed 
as uninteresting. Gilson calls philosophies 
that neutralize existence in Ibis way "on­
tologies of essence". Wilh Aquinas. Gilson 
claims that existence (esse) is not only in­
telligible but it is the source of the reality and 
intelligibility of essence. The first and inner­
most principle of being is not essence but 
existence. understood as the act whereby a 
thing exists. Unless a thing exists in some way 
- mentally or extramenlally - it is nothing. 
Thus metaphysics is profoundly existential, 
but in a different sense from that conceived 
by modem exislentialism. The latter is a 
philosophy without essence. and it often 
regards existence as meaningless or absurd. 
Thomism can be called existentialism as 
ii should be understood ( Being and Some 
Philosophers. 1949). Passing beyond the per­
spective of phenomenology. it establishes the 
acl of existing as the keystone of metaphysics. 

Gilson holds that existence is not appre­
hended in a quidditalive concepl but in a 
judgement of the type ·Socrates exists'. A 
lrue existential judgement affirms existence 
of something. uniting them in thought as they 
are united in reality. We have no intellectual 
intuition of lhe act of existing by itself: this act 
is conceived only in the concepl of being. in 
conjunction with the essence whose act it is. 

All beings we experience are really com­
posed of an essence and an act of existing. 
Their essence is potential to, and receptive 
of. Ibis acl, which in tum determines their 



GNOSTICISM 

existence to be of the kind it is. For example, 
the essence 'humanity' determines Socrates' 
existence to be human. 

Metaphysics culminates for Gilson in the 
demonstration and study of God as the pure 
or subsistent act of existing. God is beyond 
being (ens); he simply is (est), and so his 
proper name is 'he who is'. The divine 
essence remains wholly unknown to us in 
itself; we know it only as it is reflected in 
creatures. God is best known by realizing that 
he surpasses everything we can know of him. 

FURTHER READING 

Couratier. M .. ed .. 1980, £1ienne Gilson et nous. 
La philosophie et son hi.stoire. Paris: J. Vrin. 

Echauri. R., 1980, El pensamiento de Etienne 
Gilson. Pamplona: Ediciones Universidad de 
Navarra. 

Livi. A .. 1970. Etienne Gilson: filosofia cristiana 
e idea de/ limite critico. Pamplona: Ediciones 
Uoiversidad de Navarra. 

McGrath. M., 1982, Etienne Gilson. A Biblio­
graph_,._ Toronto: Pontifical Institute of 
Mediaeval Studies. 

Maritain, J. et al., 1949. Etienne Gilson: philosophe 
de la chretiente, Paris: Editions du Cerf. 

Shook. L. K.. 1984. Etienne Gilson, Toronto: 
Pontifical Institute of Mediaeval Studies. 

ARMAND MAURER 

.inosticism 
Gnosticism. or gnosis, is the term given to a 
cluster of theosophical systems arising 
around the beginning of the Christian era, 
and flourishing particularly in the 2nd and 3rd 
centuries AD. which are characterized by a 
strongly dualistic world-view. a negative atti­
tude to the physical world, and a belief in 
salvation for a small elite through ascetic 
practices ( or alternatively, but less charac­
teristically, libertinism/ and the acquisition of 
hidden ·knowledge' (yvo,011;). These system, 
had little formal structure, but were depend­
ent rather on the personalities of a number 
of charismatic individual,, who usually com­
posed sacred books, eilher in their own 
names or in those of mythical or historical 
figures. Some of these books (though, unfor­
tunately, none of the main works of the chid 
figure,) have been rediscovered since I 945 in 
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Nag Hammadi in Egypt. Before that our 
information was almost entirely derived from 
hostile sources, usually orthodox Christian 
writers - particularly Irenaeus of Lyons (c. 
130-c. 200), Hippolytus of Rome (c. 175-235), 
and Epiphanius of Salamis (c. 315-403). 

The origins of the gnostic movement are 
obscure and much disputed. The main 
problem is whether a distinctively pre­
Christian gnosis can be discerned, or whether 
all that we know as gnosticism arises from 
unorthodox Christian reactions to the Old 
and New Testaments. There seems now to be 
a consensus that the roots of gnosticism are to 
be seen, if not in Iranian dualism - as was the 
view of such scholars as Wilhelm Bousset and 
Richard Reitzenstein, then at least in the 
milieu of unorthodox Judaism, the Judaism 
of intertestamental apocalyptic and wisdom 
literature, which goes back at least to the 2nd 
century ec (e.g. the Book of Daniel), as is the 
view of such scholars as Gilles Quispe! and 
Kurt Rudolph. Followers of such movements 
believed that the world was soon to end, 
being now in the grip of evil demons. and that 
only a small elite, being those to whom the 
apocalypses have been revealed, can be 
redeemed by this hidden knowledge. The 
secretaries of Qumran, authors of the Dead 
Sea Scrolls, may be seen as part of this milieu. 
Certain personalities of the Old Testament, 
such as Adam, Seth, Cain, Shem, and Noah, 
are picked out as spiritual ancestors (cf. e.g. 
The Apoculypie of Adam or The Three Ste/es 
of Seth). Such figures as Enoch, Baruch, and 
Ezra are presented as paradigms of the elect 
who can reach true knowledge of God. God 
himself, now raised to an almost unbridge­
able transcendence, is given intermediaries 
such as the Son of Man or Wisdom (Sophia). 
through whom he may communicate with the 
world. All that is needed for fully d.:veloped 
gnosticism is the idea that the wotld is the 
creation of, and the domain of. a positively 
evil, or at least ignorant and perverse. deity. 
That is a legacy to gnosticism from the strong 
dualism of Iranian religion. 

Whik unorthodox Judaism may be seen as 
the seed-bed of gnosticism. we must also 
recognize that (ireek philosophical ideas. 
particularly !hose of Platonism and Pythag­
ureani,m, play an important part in its dcvel-
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opment, at least in its 2nd-century form. It 
can be viewed as part of the 'underworld' of 
later Platonism, other manifestations of 
which are the Hermetic corpus and the 
Chaldaean Oracles. The God of this world, 
though owing much to the Yahweh of the Old 
Testament, nevertheless acquires the title of 
Demiurge, borrowed from Plato's Timaeus. 
The ideal world, or iti.,jpwµa. likewise is a 
concept borrowed from the intelligible world 
of Forms presented in that dialogue. It is not 
for nothing that heresiologists like Hippo­
lytus accuse the Gnostics of deriving their 
ideas from one Greek philosophical school or 
another. despite the fanciful nature of the 
connections that they discern. 

The earliest gnostic leader identified by the 
orthodox tradition was Simon of Samaria. a 
contemporary of the Apostles. Simon is 
presented in the Acts of the Apostles (8. ~ 
25) as a mere venal charlatan. tf)ing to jump 
on the bandwagon of Christianity; but he is 
belier seen as an independent teacher, aris­
ing from a dualistic Samaritan tradition. 
presenting an early form of the later ·Barbe­
lognostic' system. The latter is represented in 
the Nag Hammadi corpus by the £ugesis on 
the S011/. according to which the supreme 
God projects a kmale principle. his thought 
(m·o,n). which falls. and so brings the world 
into being. and itself into ser..-itude. from 
which it must be rescued by a saviour figure. 
Followers of Simon in the latter part ofthe 1st 
century are Menander and Satomilos. It is 
Satomilos who is probably the author of the 
"Great Prodamation" (Mrycii-11 A:t6<fno1;) 
and who introduces the notion of two distinct 
ty~s of man. one wicked. the other good. 
and of Christ as a gn,,stic redeemer. coming 
only to san, the good. 

Gnosticism reaches itsclima.x, however. in 
the second half of the 2nd century. spreading 
out from Syria-Palestine in the direction of 
Alexandria and of Rome. Three teachers of 
particular importance in this period are 
Basilides (n. c. 115). Marcion (c. llJO.<. 165). 
and Valentinus (2nd century). all of whom 
originated in. or spent time in. Alexandria. 
and subsequently gravitated to Rome. The 
majority of all gnostic literature known to us. 
including the Nag Hammadi corpus. dates 
from this period, as du the sects best known 
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both from the heresiologists and from ori­
ginal writings, the Ophites, Naassenes, 
Cainites, Sethians, Valentinians, and 
Peratae. By the end of the 4th century, 
after the triumph of orthodox Christianity, 
most gnostic sects were eliminated and 
their writings destroyed, except for the 
Manichaeans and their offshoot the 
Mandaeans, the latter of whom survive in 
Iraq to the present day. 

All the developed gnostic systems share 
concepts with Greek philosophy, particularly 
Platonism, and it is not always clear, in 
relation to later Platonism, in which direction 
the innuence goes. Besides the Demiurge 
and the intelligible cosmos, Basilides's con­
cept of a primal God that is 'non-existent' and 
Valentinus's of the 'pre-existent forefather' 
seem to owe something to an interpretation 
of the famous description of the Good in 
Plato, Rep. VI 509 as 'beyond being', while 
such concepts as £VV01a and 0O(pia seem to 
be mythological personifications of the 
Platonic-Pythagorean Indefinite Dyad. On 
the other hand, the motif of the 'fall' of 
ooq,i0<, which creates the physical cosmos, 
seems to contribute something to Plotinus's 
doctrine of the creative 'fall' of the soul 
(much though Plotinus objects to the world­
negating attitude of the Gnostics, cf. Enn. II 
9). The influence of a gnostic world-view 
on Middle Platonists such as Plutarch 
(c.46-<.120), Atticus(c. 176), and Numeniu~ 
(c. 150--200) is more pervasive than 01 

Plotinus, though, as has been said above 
influences are plainly working in both 
directions. 
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Goclenius, Rudolphus 

Rudolphus Goclenius (Rudolf Gockel) 'the 
elder' was born in 1547 at Corbach in 
Waldeck, where he attended school until 
1564. It seems that he spent some time in 
Erfurt, at least until 1567, after which he 
studied at the University at Marburg. From 
1568 to 1570, he attended the university in 
Wittenberg, and his famous son, the physicist 
Rudolf ("the younger') was born there in 
1572. Towards the end of 1581, he was 
appointed professor of physics at Marburg 
University, at which university he taught 
until his death. During 1589 he became 
professor of logic and, a few years later, 
professor of mathematics. After 1603, he was 
both professor of logic and ethics. In 1605 he 
gave up lecturing on logic, but later he took it 
up again and remained in that post until his 
death in 1628. 

Goclenius's most important metaphysical 
works include: Isagoge in peripateticorum et 
scholasticorum primam philosophiam, quae 
dici consuevit metaphysica (1628); Concili­
ator philosophicus (1609); and his most 
famous work, the Lexicon philosophicum 
(1613). 

Goclenius is best described as a 'Protestant 
Scholastic'. his most important contribution 
io the metaphysics being terminological. He 
s the first philosopher to use the word 
',vroi.oyio: to describe general metaphysics 
(but see Vollrath 1962, p. 266). Strangely 
enough, this word does not appear in the 
fsagoge. but rather in the Lexicon. Still, his 
use of the word precedes that of Calovius by 
23 years (cf. Wundt 1939. pp. 94 and 171), 
and that of Jean-Baptiste Duhamel by 65 ( cf. 
Copleston 1959. p. 356). 

Although he doe, not use the term 
ov-roi.o1io: in the lsagoge. Goclenius docs 
distinguish general metaphysics from special 
metaphysics in this work and a fortiori under­
stood the concept of general metaphysic,. 
The distinction between general and special 
metaphysics is not Goclcniu,\ invention, 
however. The Spanish Jesuit Benito Pereira 
(c. 1535-1610) had already made it by 1562 
(see Rompe 1968, pp. 7-13) and an earlier 
manuscript making the distinction ha, hecn 
found (Zimmermann 1965, p. 6UJ. 

312 

Both Wundt and Vollrath seem to have 
discovered the distinction between general 
and special metaphysics only in the Praefatio 
of Goclenius's lsogoge and have remarked 
that this distinction does not appear in the 
main text of the work. This is incorrect, 
however. The second part of the lsagoge is a 
series of disputations, the first of which, 
entitled De ente Communi, ad omnes 
Categorias consequente discusses this distinc­
tion (Rompe is aware of this and hers is at 
present the most trustworthy account of 
Goclenius's work). Goclenius says that some 
divide first philosophy (prima philosophia), 
which is usually called 'metaphysics', into two 
parts. The first is universal and studies the 
most general notion of being common to all 
things (de Ente in comm1111i). The second part 
is particular and deals with God, divine spirits 
(daemones), and disembodied intellect 
(inte/lectus separatus a corpore, p. 126). 
Goclenius ascribes this view to Aristotle and 
then goes on to say that he prefers to divide 
things up differently. Knowledge (scientia) 
should be divided into a universal and a 
particular part, and the universal part should 
be called 'first philosophy'. The particular 
part in turn should be divided into a 'trans­
natural' part which deals with God, and a 
'natural' one, which deals with natural en­
tities (pp. 126-7). 

Goclenius's idea of knowledge, then, has a 
particular part which seems to contain every 
specific science. In contrast, Perera includes 
only theology, 'spiritology', and psychology, 
and Christian Wolff only theology, psycho­
logy, and cosmology, within special meta­
physics. Thus Goclenius is proposing a way of 
cutting up the sciences such that prima plrilo­
mp/ria is truly cast in the role of the queen of 
the sciences, lording over them all as the 
Jcientiu 111,i,•er.rnlis. On the face of ii, 
Goclenius's taxonomy of metaphysics is more 
reasonable than that of Wolff or Pereira. If 
one is going to take seriously the notion of a 
'superscience' which studies the most ab­
stract idea of being which the objects of all 
specific M.:it:nct:~ share. then on.: is com~ 
pelled, I think, to include all of the particular 
science, within specific metaphysics. This is 
true 1111/ess, of course. one has platonic 
misgivings about the possibility of being able 
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to have knowledge about substances which 
have matter mixed up in them. However, a 
good Scholastic, wedded as he is to the spirit 
of Aristotle, has no such misgivings. 
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JE.FFll.\ COOMBS 

God 
I: Natural and Renaled Theology 

In attempting to articulate a precise concep­
tion of God. philosophers and theologians 
have trmlitionally relied on two different 
approaches. natur;ll theology and revealed 
theology. Natural the,,logy. which develops a 
concept or CioJ S<llcly on the basis of logical 
and mclaph~sical considerations. has two 
main strands. The first. a priori natural 
theology. anempts 10 delineate the concept 
of God by im·estigating thc logic of that 
concept. Its most famous representative. 
Anselm of Canterbury. claimed that the 
conccpt or God is the concept of that than 
which nothing greater can be conceived. and 
he argucd that not only the existence of such a 
being but many facts about its nature follow 
from this conception. A being than which 
none grcatcr can bc conceived must possess 
all pcrfcctions. i.c .. all those attributes it is 
intrinsically better to haw than to lack. and 
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so one can identify the divine anributes by 
determining which properties are perfections. 
According to Anselm, God's attributes must 
include, e.g., justice, omnipotence, omni­
science, and impassibility because these are 
perfections. 

Other philosophers and theologians have 
followed Anselm's a priori approach but have 
disagreed with him about what properties it 
is better to have than to lack. For example, 
in The Divine Relativity (1948), Charles 
Hartshorne argues that immutability and 
impassibility, properties Anselm took to be 
divine attributes, are not in fact perfections. 
Hartshorne claims that the property of 
sociability or personality, which entails the 
ability to respond to and interact with crea­
tures, is a perfection, and hence that God 
ought to be conceived of as sociable and 
dependent on other things rather than as 
immutable and impassible. 

The second strand within natural theology, 
a posteriori natural theology, conceives of 
God as part of a hypothesis required to 
explain certain phenomena. A posteriori 
natural theology argues for a certain concep­
tion of God on the basis of the nature of the 
phenomena the theistic hypothesis explains. 
Thomas Aquinas, e.g .. argued that the exist­
ence of a being that is pure actuality 
(actus purus) is required to explain the exist­
ence of a contingent universe. A being that 
possesses complete actuality, he argued. 
possesses every perfection, and so is perfectly 
good. Such a being must be entirely self­
sufficient and metaphysically independent 
and. because of its independence, must 
be metaphysically simple. and hence 
incorporeal (having no spatial parts), 
eternal (having no temporal parts). and 
immutable (having no intrinsic accidental 
properties). 

Proponents of both sorts of natural 
theology have generally agreed that God 
must be a perfect being. that as such God 
must be the unique ultimate reality (the ens 
rea/issi11111111) and source of all things other 
than himself. and that perfection requires 
at least a certain core group of attributes 
(e.g.. omnipotence. omniscience, perfect 
goodness). They have disagreed, however, 
about the precise characterization of these 



GOD I: NATURAL AND REVEALED THEOLOGY 

attributes and whether perfection requires 
certain other attributes (e.g .. necessary ex­
istence. atemporality. simplicity. immutab­
ility. personality). 

Critics of these sorts of natural theology 
have raised three basic objections. First, they 
have argued that the concept of a perfect 
being is incoherent. Most arguments of this 
sort attempt to establish that the notion of 
perfection itself or some attribute entailed by 
perfection (e.g .. omnipotence) is incoherent, 
that certain attributes of a perfect being are 
incompatible with one another (e.g., omni­
science with immutability. omnipotence with 
perfect goodness). or that certain attributes 
of a perfect being are incompatible with some 
feature of the world (e.g .• omnipotence. 
omniscience. and perfect goodness with the 
existence of evil. omniscience with human 
freedom). Second. critics such as David 
Hume have argued that the evidence used by 
a posteriori natural theologians does not 
support their conception of God as a perfect 
being. They have claimed. e.g .. that certain 
cosmological and teleological arguments, if 
successful. show not that God must be omni­
potent but only very powerful. Third, some 
critics have argued that the evidence appealed 
to by a posteriori natural theologians cannot 
provide the basis for any determinate concep­
tion of God since God must be radically 
unlike the finite. contingent objects of human 
experience. 

The other approach, revealed theology, 
starts from some special religious experience 
or some body of revelation and attempts to 
develop a concept of God on the basis of the 
content of that experience or revelation. 
Revealed theology in the Judaeo-Christian 
tradition. e.g .. focuses primarily on the 
Scriptures of that tradition. which portray 
God as Creator. moral judge. and provident 
agent actively involved in historical events, 
and attempts to develop a coherent and 
systematic concept of God on the basis of 
evidence of thi, ,ort. 

Some have thought that the results of these 
two different approaches to developing a 
concept of God arc incompatible. They have 
denied. e.g., that an immutable or atemporal 
perfect being could be identical with the 
being described hy revelation a, one who 
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intervened in the history of Israel or became 
incarnate in Jesus Christ, or that the being 
who commanded Abraham to sacrifice his 
son and slaughtered the Egyptian first-born 
could be perfectly good. 

But there are reasons for thinking that 
the two approaches are not only compatible 
but complementary and perhaps even con­
vergent. First, each approach by itself seems 
to underdetermine the concept of God, and 
so practitioners of the one might welcome 
the supplementary evidence provided by the 
other. Second. natural theology might pro­
vide one with good reason to expect that a 
perfect being would communicate certain 
important truths to human beings by means 
of a special revelation: one might argue. 
e.g., that a perfectly good being (who is 
omniscient and omnipotent) would be con­
cerned for human well-being and could be 
expected to communicate to human beings 
truths necessary for their attaining well-being 
(e.g., truths about the means to salvation). 
Given that a perfect being could or might be 
expected to provide a special revelation, 
natural theology must take seriously the 
contents of revelations which are compatible 
with the conception of God as perfect being. 
Third, considerations of coherence and 
systematic completeness might lead revealed 
theology to a conception of God as perfect 
being: one might argue, e.g .. that scriptural 
evidence requires one to hold that God is 
worthy of worship and that logical considera­
tions show that only a perfect being could 
be worthy of worship, or that the biblical 
conception of God a, Creator entails that 
God is the ultimate source of all reality, and 
hence metaphysically independent and self­
sulficient. Fourth. each appmach might he 
taken as offering not only positive evidence 
supplementary tu the evidence provided by 
the other approach but also a negative check 
on the results of the other approach: the 
conception of God as perfectly good might 
prevent one inferring from the story of 
Abraham and Isaac that God is to be con­
ceived of as utterly capricious. while the 
scriptural claims of divine activity in the 
course of history might prevent one from 
accepting a concept of perfection that entail, 
that such activity is impossible. 
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God 
II: Metaphysical Conceptions 

Conceptions of God correspond to ontolo­
gical understandings of the world. In Western 
nalural theology (followed in this anicle). 
divine anributes contrast with worldly prop­
enies or surpass those (largely human) 
·perfections' which ii has seemed more fining 
to haw than to lack. The lirst approach is 
called negative. apophatic theology. or ,·ia 
rtmotionis. and the second positive. kala• 
phatic theology. or ,·ia emi11entiae. 

God is 011e, 1111iq11e (the 011ly God) and 
simple (lacking worldly muhiplicity).spirinui/ 
(immaterial). eternal (timekss or of bound­
less time). and 11111110,·ed. He is immwable 
(exempt from change or becoming) and in­
finite (limitless). For John Duns Scotus infinin· 
is the most perfect concept of God and th~ 
mode of his anributes. 

God is tr1111.«·,·11dent. independent of the 
world. sdf-suflkient. essential!, other than 
worldly beings. Transcenden~e has been 
stressed not on!, b\" deism. but b,· much 
lhcology since i,;;.,, Barth ( ISlk>-1968). God 
is incomprehensible. at lea,1 in the sense that 
natural reason cannol grasp him •in himself. 
Homo religioms ha, considered God radically 
mysterious or holy. God is 11ltimme. absolute. 
and unconditioned. ·from himself (a se): the 
world is relative. •from the Other' (ab a/io). 
He is 11ecessary being ( cannot not be), while 
worldly things are contingent (are. but can 
fail 10 be). Aristotle thought Iha! God is fully 
act11al, and Thomas Aquinas that this actu­
ality is pure ("essencdess') e.,se. (God is not a 
being of a certain descriplion which exists, 
but his existing itsdf.) 
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For Plato, God did not create matter or 
(perhaps) the Forms. but in the Judaeo­
Christian tradition, God accounts ontologic­
ally for all being: for abstract essence, since it 
is identified with God as the 'divine ideas' of 
his mind, and for concrete existence, since he 
is the Creator-Conserver (on-going Creator) 
of the world 'from nothing' through his will. 
God is immanent in the world, present as 
its source (but for pantheists like Spinoza, 
divinity is an aspect of the world itself). 
Immanence grounds God's natural know­
ability (in contrast to the 'faith' of revelation 
and religious experience). 

God is alive and, as personal, shares human 
mental and moral properties. He is conscious, 
intelligent, knowing, and for Aristotle 
'thought of thought'. As •first truth'. he is in• 
deed all-knowi11g (logical problems of omni­
science have been discussed from Augustine 
to the present day). God is rational and 
provident, accounting for the ·order' or law 
of nature. God is free to create. (In Neo­
platonism, however. existence. not only 
essence. emanates necessarily from the One.) 
He is almighty (though the scope of omni­
potence is usually limited in traditional and 
contemporary discussions of how divine 
power is related to human free will and to the 
fact of evil). 

God is morally good. grounds human 
ethics. and (eschatologically) fulfils human 
history. Paul Tillich (188~1965) related the 
Absolute to man's ultimate concern (and 
Hegel to cosmic denouement). In sum. God 
is lhe greatest possible. or maximally perfect. 
being. (Nicholas of Cusa and process philo­
sophers such as Charles Hartshorne seek to 
resolve contradictions arising from contrast­
ing divine properties.) 

Like S0ren Kierkegaard ( 1813-55). recent 
theologians tend to discount arguments for 
God's exislence. but today analytic philo­
sophers are re-examining both lraditional 
·proofs' and 'disproofs'. Typically. a posteriori 
(cosmological. leleological. etc.) arguments 
contain al least one 'factual' premiss, and a 
priori arguments ('ontological'. etc.) lack 
such presupposition. For some philosophers 
religious belief is 'basic'. Thus. for example. 
Alvin Plantinga argues that belief in God's 
existence is justified even without evidence. 
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Cosmological arguments are, for example: 
the fact that some things change, are, or are 
but need not be, points to a being accounting 
for their becoming. existence, or contingence. 
From the perspective of the teleological 
argument, a 'designer' must account for 
the lawfulness of nature (cf. William 
Paley, 1743-1805). In Kant's moral argu­
ment, human moral law 'postulates' God's 
existence. 

Anselm of Canterbury's ontological argu­
ment, based on the idea of a maximally 
perfect being. rejected by Aquinas and Kant 
but accepted by Rene Descartes and Leibniz, 
is much discussed today in analytic philo­
sophy. An example of a recent modal form­
ulation: the conclusion ('God must be') is 
sound, since the conjunction of its negation 
(·God need not be') with an 'Anselmian' 
premiss ('necessarily. if God is at all, he must 
be'), and a premiss about God's possibility 
(·God can be') yields (in the modal system 
SS) a logical contradiction. 
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WALTER REDMOND 

~odel, Kurt 
Kurt Godel (1906---78) is beyond doubt the 
greatest mathematical logician of our cen­
turv. Not only the results he obtained but also 
the- notions and methods he introduced in 
order to obtain these result, are of para­
mount importance. He is not the inventor 
of modern mathematical logic (this honour 
belongs to Gottlob Frege). but he trans­
formed mathematical logic into a precise and 
essential part of mathematic,. lksidc, 1hcir 
mathematical significance hi, major achieve­
ments have a deep epistemological and onlo­
lugical significance and arc thus also part of 
philosophy. 
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We shall start with a discussion of Godel's 
completeness result of 1930. What he proved 
is the following: 

(•) Let l: be a countable consistent set of 
first-order sentences, then l: has a count­
able model. 

Here consistency is a syntactical property 
of l:, meaning that no contradiction can be 
deduced from l: by the usual logical rules 
(effectively the rules of Frege's system re­
stricted to first-order logic). On the other 
hand, having a model (in the usual sense) isa 
semantic notion. In the logical tradition prior 
to Godel both logical syntax and logical 
semantics were treated, the first e.g. by Frege 
and Bertrand Russell/A. N. Whitehead, the 
latter by Ernst Schroder (1841-1902), Leopold 
Lowenheim (1878-1957). and Thoralf 
Skolem (1887-1963). Although, by its very 
nature, the completeness question raised by 
D. Hilbert and W. Ackermann in their book 
Gr1111dzuge der t/reoretisc/ren Logik (Berlin, 
Springer. 1928) connected syntax and seman­
tics, it was Godel who really established this 
connection via ( 0 ). 

From a philosophical point of view. con­
sistency is an epistemological notion. and 
having a model an ontological notion. Thus 
(•) connects these two notions, in the realm 
of first-order logic. More concisely, (0 ) may 
be read as ·consistency implies existence'. 
However. what can he deduced to exist may 
not correspond to our intentions. For let I 
be a set theory in which one can prove that 
there arc uncountable sets, then I. ii con­
sistent, has a countable model. This is called 
Skolem·s Paradox. though the result is not, in 
fact. paradoxical at all. 

An immediate corollary to ( •) is the com­
pactness theorem (for countable I): 

If each finite subset of I has a model. then 
I has a model. 

(This was generalized by Malcev in 193b and 
by Henkin in 1949 tu uncountable I.) The 
compactness theorem uses. in its statement, 
no syntactical (epistemological) notions: 
Los gave in 1955 a purely semantic proof 
of ii usin!( ultraproduct,. The compactness 
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theorem (for uncountable l:) is the founda­
tion of non-standard analysis, which Godel 
himself considered as a natural extension of 
ordinary analysis. 

On the mathematical side, Godel's com­
pleteness theorem is the starting-point and 
cornerstone of model theory. which was later 
developed by Alfred Tarski and his school, 
and also by Abraham Robinson. On the more 
logical side, it formed a paradigm for a whole 
completeness industry: and we have now 
completeness theorems for modal logics, 
type logics, infinitary logics. program logics, 
and so on. 

Due to methods worked out by Leon 
Henkin. the construction of models from 
consistent sets becomes especially simple. 
Effectively one constructs models by using 
the formulae themselves as objects. The 
transition from consistencv 10 existence is 
thus often a mauer of theft ;ather than honest 
toil. Ontologicallv interesting models cannot 
simply be extracied from c;nsistent sets of 
sentences but require proper mathematical 
constructions. 

The most famous result of Godel is his 
proof of the incompleteness of formalized 
arithmetic of 1931. In the popular and there­
fore also in the philosophical literature. this 
result is mostly considered as a negative and 
frustrating one. I ts positive aspects are. how­
ever. more numerous and more interesting. 
On the one hand. Godel's results of 1931 may 
be seen as pulling an end 10 cenain hopes 
of Hilbert (these are their negati,·e aspects): 
on the other hand. the methods used in 
obtaining them arc at the beginning of re­
cursion thcof\· and thcrdore fundamental for 
computer science ( the positive aspects). 

Georg Cantor's informal set theory opened 
up a world of structures (called 'Cantor's 
paradise· by Hilbert) into which then existing 
mathematic-,; could be easily coded. How­
ever. it was at tirst not clear how to axiomat­
ize this theory. and in fact Frege's system. 
which attempted lo axiomatize pans of it, 
was shown by Russell to be inconsistent. 
Ernst Zcrmelo"s axioms (later enlarged by 
Abraham Fraenkel's axiom of replacement) 
and Principia Mathematica of Whitehead and 
Russell gave a formal codification of (parts 
of) Cantor's set theory of sufficient deductive: 
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strength for most practical purposes of the 
mathematician. The Euclidean deductive 
ideal was hereby re-established in the realm 
of set theory (and therefore of 'the whole of 
mathematics'). 

But what about the consistency of these 
systems? Here Hilben made the follow­
ing simple observation. Although, e.g., 
Zermelo's axiom system speaks about in­
finite entities, every proof in it is a finite 
entity. ("Schaul man in den Kalk iii, dann 
ist nichts Unendliches da" - Willgenstein.) 
Now. the system is consistent, if no proof in it 
ends with a formula like O = 1. Thus con­
sistency is a statement about finite entities and 
of the same nature as a statement of number 
theory. 

In accordance with a (not fully analysed) 
ideal of purity of method, Hilben demanded 
that statements about finite entities should be 
proved by finitary methods; more especially. 
he demanded that consistency should be 
proved by such methods. This is Hilben's 
Programme. 

In 1930 Godel tried to prove the con­
sistency of analysis (i.e. of second-order 
arithmetic, which can be considered as 
a proper part of Zermelo's system, or of 
Principia Mathematica) by reducing it to 
the consistency of first-order arithmetic. In 
pursuing this aim he encountered several 
obstacles connected with paradoxes of de­
finability (of truth). To anticipate his final 
results of 1931. it is easily seen that even 
the relative consistency proof for second­
order arithmetic from that of first-order 
arithmetic cannot be carried out in second­
order arithmetic - and a fortiori not by 
'finitary means'. 

Godel's result of 1931 is proved for the 
system of Principia Mathematica, which is the 
logic of all finite types with full comprehen­
sion and choice over the theory of natural 
numbers at the ground type. We outline a 
proof for PA or Peano-arithmetic. PA is 
formulated in first-order logic with equality 
and the non-logical symbols 0, s, +,•.Its non­
logical axioms are O ,;, sx, sx = sy -+ x = y. 
the recursive equations for + and •, and the 
induction scheme. Hilben's observation that 
proofs are tinite objects is taken seriously by 
Godel in a radical way: proofs ·are' natural 
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numbers, as also are all of the parts entering 
proofs, which is to say formulae. The process 
which leads to the desired identification of 
the various formal objects of a formal system 
of arithmetic with natural numbers is called 
arithmetization or Godelization and is well 
known today to every beginner in logic. 
Although the idea is natural, Godel was the 
first to carry it out. (It should be remarked 
that already Leibniz played with the idea of 
arithmetization - of syllogisms, but obtained 
no decisive results.) 

The next crucial step was the realization 
that decidable relations between natural 
numbers can themselves be represented in 
the system PA. 

The stage is now set for the two incom­
pleteness theorems. 

Whether a sequence of formulae con­
stitutes a PA-proof of the sentence q, is 
decidable. Hence, if PA f- q, then there is a 
natural number x (a Godel-number of a 
proof)such that Bew (xJ q, l) holds, wherer q, l 
is the Godel-number of q, and Bew is the 
decidable relation holding between the 
Godel-numbers of proofs and the Godel­
numbers of the proved sentences. Let Bew be 
the representing formula for Bew. Then PA 
f- Bew (x. r q: lJ by the representability of all 
decidable relations. Hence PA f- Prover q, l) 
where Prov(\') is defined as 3xBew(x,y). 

Thus we have shown the first 'derivability 
condition·: 

I. PA f- q: = PA f- Prov(r q: 7). 

Since PA proves only things that are true in 
the standard model of arithmetic we have 
also the converse of I.. namely 

I.• PA f- Prov(f q: 7J = PA f-q,. 

Simple arguments now establish: 

2. PA f- Prov(1 q: 71 A Prover q, - 11' 7J -
Prov(11jl 7). 

3. PA f- Prov(f q, 7J ~ Prov<f Prov(I q, 7J 7J. 

lt is also easy to show: 

Godel's Fixed Point Theorem. Let <ji(X11 ) be 
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a formula of PA with x0 as its only free 
variable. Then there is a sentence 1jJ of PA 
such that PA f- ,v +--+ q,(f ,v l). 

Moreover, 1jl can be effectively constructed 
from q,(x0 ), using the substitution function. 

Let now q,(x0) be the formula -, Prov(x0). 

Then the corresponding fixed point ,v is such 
that PAh',V and PAh',,v as one shows easily 
using the above-stated derivability conditions. 
This is Godel's first incompleteness theorem, 
and 1jl is the famous sentence which expresses, 
PA-provably, its own unprovability. 

Let Cons be the sentence 7 Prov(fO = 11). 
Then, again using the derivability condi­
tions, one shows PA f- 1jl ,_. Cons, hence 
PA If Cons. (Second incompleteness theorem.) 
Tarski's theorem that arithmetical truth 
is not arithmetical is also an immediate 
consequence of the above Fixed Point 
Theorem. 

Much has been written about the philo­
sophical importance of these incompleteness 
results. First. they prove that certain ideals of 
purity of method are untenable. It is certainly 
true that the ontology of number theory, 
namely the intended model of arithmetic, is 
finirary, since all natural numbers are finite 
entities and s, +. • are also finitary (com­
putable) operations. But does it follow that 
the knowledge of this structure is also finitary, 
and if so, finitary in which sense? 

Giidel's results show that our knowledge of 
the intended model of arithmetic is non­
finitary in a dramatic sense. It is true that 
Cons has the form 1/x(f(x) = OJ, where f is 
an elementary function, or of the form 
\/x 1, ••• , x,,(pex, ...• x,,) *O) where, by 
Matiyasevicz's negative solution of Hilbert's 
Tenth Problem, pis a polynomi:il over Z that 
is not formally decidable in PA. Thus if 
PA codes all finitary reasoning. there is no 
finitary proof of the linitary statement Cons. 

A, Gentzt:n showed, however. there is a 
non-finitary proof of Cons, using induction 
up to r 11 • Giidd remarks to this, that induc­
tion to r11 is not intuitively or concretely 
accessible. 

Moreover, t:Vt:n if a statement q, has a 
linitary proof ( or a proof in PA). it may have 
a better proof in higher (stronger) systems: 
i.e. a proof which violates the ideal of purity 
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of method. Such a proof may be better in two 
respects: 

1. It may be conceptually clearer. 
2. It may be much shorter. 

The second point is crucial, since in this case 
we may save time and paper. Indeed Godel 
showed (essentially using the methods of 
his incompleteness proof) that there are 
theorems of PA which have a much shorter 
proof (measured in advance by a recursive 
function) in second-order arithmetic than in 
PA itself. 

In 1958 Godel himself gave a consistency 
proof of PA via the so-called functional 
interpretation. This proof uses the abstract 
notion of a primitive recursive function of 
finite type: it is more informative than 
Gentzen's proof and also conceptually more 
transparent. 

It is reported that Godel after his in­
completeness results said repeatedly: ·Now 
for set theory.' Consider. e.g .. the axiom 
system ZF (Zermelo-Fraenkel). \\ithout the 
axiom of choice. This theon· has an ob,ious. 
although highly non-const~cti,·e. model. ,iz. 
the cumulative hierarch,·. which is 2enerated 
from the empty set by iieration of ihe power 
set operation through all ordinals. The ex­
planatory power of this model is already 
exhausted b,· its bein2 a model of ZF. Thus 
for example· we cann:,t see whether or not 
the axiom of choice (AC\ is true in it: neither 
can we see whether Cantor's Continuum 
Hypothesis ( CII) is true in it. 

Godel"s great idea was to define a slender 
sub-hierarchy of the cumulative hierarchy, 
the hierarchy L of constructible sets. Roughly 
speaking. L is the hierarchy of definable 
sets. given the ordinals. ( One goes from the 
level L., to the level L0 ., by taking not the 
full power set. as in the cumulative hierarchy. 
but the definable sets, with parameters in 
L •. ) 

Let V = L be the statement, that all sets are 
constructible. Godel showed: 

I. ZF MJl => ZF MJJL. where q,L is the 
relativization of q, to L. 

2. ZFl-(V = L)1 • 
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In 2. we have another case of self-reference 
(parallel to the arithmetical case of PA I- ,P 
<-+ -, Prov(r ,p 1)): 

L says ZF-provably, that L itself is the 
whole universe. 

Now it follows from 1. and 2. that if ZF is 
consistent, so is ZF + V = L. GCH, the 
Generalized Continuum Hypothesis (i.e. 
'r/01. 2 K. = ~ •• ,) and AC are theorems of 
ZF + V = L. Thus, if ZF is consistent, so is 
ZF + GCH + AC. (This relative consistency 
proof can be carried out in primitive recursive 
arithmetic.) The notion of constructible sets 
is accordingly an important one. Neverthe­
less, Godel himself did not believe that L is 
the true universe of sets. There are two kinds 
of reason for rejecting Las the true universe, 
one mathematical, the other philosophical. 

As for the first, V = L implies that there is 
a t.!-set of reals which is not measurable, and 
this is highly implausible. 

The philosophical reasons are connected 
with Giidel"s Platonism, according to which 
the true universe of sets must be much bigger 
than L. Indeed, the true universe may also be 
much longer than L: for if there is an 
uncountable measurable cardinal (yielding 
a new stage in the construction of sets), 
then V = L is refutable (a result of Dana 
Scott). 

As is well known, Paul J. Cohen showed in 
1963 also the unprovability ofGCH and AC. 
For the last twenty years of his life Godel 
searched (in vain) for true axioms which 
would decide CH (and GCH). In contrast, he 
thought that AC was obviously true. 

We have not touched upon other sig­
nificant achievements of Godel. e.g. his 
contributions to intuitionism. to decidable 
subclasses of the predicate calculus, and to 
relativity theory. 

FURTHER READING 

Godel, K .. 1986--90. Co/1,ci,d Works, S. Feierman 
,t al .. eds .. 2 vols .• Oxlord: Oxlord University 
Press. 

Shanker. S .• 1988. Gode/'s Theorem in Focus, 
London: Croom Helm. 

Wang. H., 1988, R,Jl,ctions on K11rt Godel, Cam­
bridge, M""5.: MIT Press. 

J. WOLFGANG DEGEN 



GOOD 

Good 

The traditional use of the metaphysical or 
ontological concept of good is determined 
above all by Plato (Rep. 506d-509d) and 
Aristotle (Nie. Eth. I, 1 and 4). In Plato's 
analogy of the sun, the Good stands beyond 
essence; that is. it escapes every conceptual 
determination. The Idea of Good is itself 
good in as much as it is the origin of being 
and of knowledge. This conception was de­
veloped by Plotinus (c. 205--70). The Good is 
not a being; it is the power which generates 
being, without thereby being lessened or 
relinquishing its transcendence. 

In the Nicomachean Ethics Aristotle con­
siders as a definition, "Good is that for 
which each thing respectively aspires". 
'Good', he says. is a transcendental predic­
ate. It is no more a universal concept than 
·being" itself. When used as an attribute. 
·good' can be applied to terms from every 
category. The meaning and relevant cat­
egory. however, change according to the 
supplementary expression that is employed. 
·xis a good medicine' is a statement in the 
category of action; ·x is a good man', a 
statement in the category of quality ( Top. I, 
15 ). The question of the unity of the concept 
was answered by Aristotle by appeal to his 
ontology. Activity is ontologically distin­
guished from power. The goodness of a 
being is measured by the perfection of the 
activity which it performs ( Eud. Eth. II, I). 
Since ever)' being performs a specific act­
ivity, ·good' or 'the good' is an analogous 
concept. That which is health for the body is 
seeing for the eye and knowing for the mind 
(Eud. Eth. I, 8; Nie. Eth. I. 5). The question 
whether something is good because it is 
desired or desired because it is good is 
answered by Aristotle in the second of these 
two senses. A thing is good in as much as it is 
such as to move an appetite (Met. XII, 7; De 
An. Ill. JO). 

In his Summa de bono, Philip the 
Chancellor (d. 1236/ classifies the rationeI 
boni as these had been taken over from 
antiquity. According tu the first and most 
fundamental of these, an essence is good 
the act and potency of which cannot be 
separated. From this it follow, that good 
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'communicates being' (est communicativum 
alicuius esse). The third determination is that 
the good is desired by every single thing. The 
formula 'Bon um et ens convertuntur' is found 
for the first time in the Summa. With this 
there is posed the question how 'good' and 
'being' relate to each other. 

For Thomas Aquinas 'good' is a first ab­
solute determination of a being. As first, it 
can be described only through something 
subsequent which is caused by it, namely a 
desire. Desire stands in a relatio rea/is to the 
being, the being in a relatio rationis to the 
desire. The being is not good because it is 
relative to another, but because another is 
relative to it (In I Ethic. lect. I, nr. 9; De 
Ver. q. 21, a. I). 

In the definition of William Ockham, a 
good is "something that can be willed or 
loved according to right reason" (Summa 
/ogicae I cap. 10) the constitution of the 
good through the rational will is fore­
shadowed; the relationship to the act of the 
will becomes for him an external denomin­
ation of being. This development comes to 
fruition in Thomas Hobbes, who expressly 
refuses to designate anything as good 
simpliciter. That which is good is always 
good for that which aspires to it (De homine 
cap. II, §4). For Kant 'good' and the other 
transcendentals arc not predicates of things 
but "logical requirements and criteria of all 
knowledge of things". Here he follows 
Christian Wolff in understanding the good as 
perfection. It consists in the reduction of a 
multiplicity of characteristics to a unity of 
concept (CPR. B 113-16). 

See also: Good and Evil 
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Good and Evil 

There are many questions concerning good 
and evil that are of philosophical interest. For 
example, one may raise such different issues 
as their definition, classification, ontological 
status, causes, discernibility, and the mean­
ing and use of the terms 'good' and 'evil'. 
All these issues are closely interrelated and 
answers to one will affect the answers to the 
others. In the present context, however, we 
are concerned only with the issue as to the 
ontological status of good and evil. 

This issue has been formulated in various 
ways throughout the history of philosophy, 
but generally what has been sought for is 
an ontological characterization of good and 
evil. Are good and e,il features of things. 
like green and yellow, or are they relations, 
like sisterhood? Are they real. or merely 
constructs of the mind? Giving an onto­
logical characterization of something in­
volves locating the thing in question in. as it 
were, a map of the most basic categories of 
reality. To ask for an ontological character­
ization of triangularity, for example. might 
involve asking for a determination of 
whether triangularity is a substance. quality. 
relation. or collection: whether it is some­
thing mental or something extramental: and 
determining its degree of objecti,ity and 
subjecthity. One might wish 10 hold with 
Plato. for ins1ance. that triangularitv is a real 
idea (perhaps a substance) ihat e~ists out­
side the world of sense perception. Or. with 
Aristotle, one may choose to maintain that 
triangularity is a structural form present in 
triangular things. but with no status outside 
them. Or. as Joscelin of Soissons (died 1151) 
did in the early ~liddlc Ages. one might like 
to identify triangularity with the collection of 
all triangles. just as humanity might be 
identified with the collection of all human 
beings. Or one may decide to adopt, with 
David Hume, the view that triangularity is a 
vague idea present in the mind and derived 
through a weakening process from the vivid 
impression of panicular triangles experi­
enced in perception. 

There are four basic positions with respect 
to the ontological status of good. They 
identify good 
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1. as being, 
2. as an attribute of being, 
3. as a type of being, and 
4. as a collection of beings. 

The third position is subdivided funher, 
depending on the type of being with which 
good is identified: 

a. a substance, 
b. a feature of substance, or 
c. a relation. 

Corresponding to these positions there are 
also views concerning the status of evil. 

1. Good as Being and Evil as Non-Being. 
The first position holds that being and good 
are one and the same: to be is to be good and 
vice versa. It finds suppon in the fact that 
under the right set of circumstances even 
what appears to be eminently bad or evil can 
be considered good. There is no intensional 
or extensional distinction, according to this 
view, between 'being' and 'good', and neither 
is there any distinction between 'non-being' 
and 'evil'. 

Obviously this position faces many diffi­
culties. That to be good is something differ­
ent from to be, it is objected against it, is clear 
from the fact that some things that exist are 
not good and that it would be better for some 
things not to be than to be. And something 
similar could be said concerning 'evil' and 
·non-being'. For these reasons there have 
been few defenders of this position in the 
history of philosophy, although one can 
easily find texts that seem to suppon it in 
Plato (Rep. VII) and in neo-Platonists like 
Plotinus (Enn. I, 8.3). 

2. Good as Attribute or Being and Evil as 
Privation of Being. A second position argues 
that 'good' and 'being' are not intensionally 
equivalent, but that their extensions are the 
same. To be and to be good are not the same 
conceptually, but whatever is is good and vice 
versa. This is the position that most Schol­
astics adopted (cf. Alben the Greafs Summa 
de bono I. 7, and Thomas Aquinas's Sum. 
Theo/. I. 5) and is known in terminology 
popularized by Francisco Suarez as the doc­
trine of the ·transcendentality of good' 
(Disp. Met. 111 and X). The roots of this 



GOOD AND EVIL 

position are to be found in Augustine's On 
Free Will, Boethius's De hebdomadibus and 
other early Christian writings. Good is con­
ceived, according to the scholastic formula­
tion of this view. as a transcendental attribute 
of being. along with other attributes such as 
unity and truth. A transcendental attribute, 
in contrast with a categorical one, extends to 
all Aristotelian categories. While white. for 
example, occurs only in the category of 
quality. good occurs in every category. Some 
Scholastics. like Suarez. formulated this 
doctrine by saying that good is really, but not 
conceptually, convertible with being. 

That good is a transcendental attribute of 
being implies that it always accompanies 
being and. consequently. evil must be a lack 
of being. Supporters of this view of evil, 
however. distinguish between two types of 
lack. One is an absolute lack (also called 
'negation'), such as man's lack of wings. The 
other is a lack relative to a thing's nature (also 
called •privation·), such as a man's lack of 
sight. and defined as a lack of what a thing 
ought to have according to its nature. The 
distinction between privation and negation 
goes back to Aristotle's Metaphysics (JV, 2). 

Opponents of the transcendental view of 
good and the privation view of evil typically 
argue against them on the basis of counter­
examples. A cancerous tumour, for instance. 
is something in an organism. and yet it is not 
good. Or they call into question the concept 
of nature !hat is a presupposition for the 
privation view of evil. These positions do. 
none the less, have a long history of support 
among philosophers which extends to this 
day, particularly among Christian authors. II 
does. indeed, make sense to argue that every­
thing a good. omniscient, and omnipotent 
God creates is good. while evil is simply a lack 
brought about by processes in which the good 
God has decided not to inlerfore. Apart from 
Augustine, Aquinas. and Suarez, this kind of 
defence is found among neo-Scholaslics ,uch 
as Jacques Maritain and Llienne Gilson and 
is widely discussed by contemporary philo­
sophers of religion ,uch a, Alvin Planlinga. 
John Hick, and James Koss. 

3. Good and Evil as Types of Being. The 
third view of good and evil ha, also hccn very 
popular in the history of philosophy, al-

322 

though it is subject to various interpretations. 
All its versions hold that good and evil are 
types of being, but some go on to interpret 
the being in question as a substance, while 
others think of it as a feature and still others 
as a relation. 

a. Good and Evil as Substances. As sub­
stances, good and evil are seen as independ­
ently existing entities that are neither predic­
able nor part of any other entity. Most of 
those who argue in this way identify good and 
evil with ultimate principles of reality, as the 
Manicheans did. Christian monotheists, on 
the other hand. like the ones already men­
tioned, identify the good with God, but reject 
the substantiality of evil. Platonists also, 
whether Christian or not, seem to favour this 
view. but vary in their interpretation of good; 
some of them, like Philo (c. 25 ec-c. 54 AD) 
and the Pseudo-Dionysius (6th century), in­
cline to a conception of it as divinity, while 
others, as Plato himself probably did, think of 
it rather as a form. In either case, however, 
the goodness of things other than that of the 
supreme good is understood to be derived, a 
copy of the ultimate good. Indeed, the basic 
argument in support of this view is that unless 
there is a substantial good which is good in 
itself, there would be no way to explain the 
accidental goodness of the things found in 
experience. 

The problems with the substance view of 
good and evil as presented turn on the 
relation of the substance-good and sub­
stance-evil ( I) to the good and evil of the 
things of this world and (2) lo each other. 
For, if good and evil arc suhslances, (I) how 
can they characterize in turn the substances 
of lhe world of experience. and (2) how can 
they relale tu each other"! Dillicuhies in 
finding acccplahle an,wers lo these question, 
have led ,upporters uf lhis position 10 adopl 
variou, modilicaliuns of ii by combining it 
wilh olher onlological charnclerizalions of 
good and evil. For example. many of !hose 
who accepl lhe subs1an1iali1y of good adopt 
abo lhc doc·1rinc of good as a lranscendenlal 
a11ribu1c of being and the doctrine of evil as 
privation. This is in facl the standard com• 
hinat,on adopted by many Christian philo• 
,ophcrs, induding most of those alread1· 
mcntiorn:d. · 
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b. Good and Evil as Features. Good and 
evil have also been interpreted as features of 
things. although this view, too. takes differ­
ent forms. The most well known of these 
interprets good and evil as qualities. Thus, 
for example. G. E. Moore argued. against 
what he regarded as naturalistic definitions of 
good, that good is an indefinable. sui generis 
quality. like yellow. that good things have 
(Principia Ethica, 1903). How these qualities 
come to be in things is, of course. a matter 
that requires discussion. but one which is 
only indirectly related to the present subject 
matter. since in fact it concerns the causes of 
good and evil rather than their ontological 
status. 

Most objections against this position 
centre not on the ontological character of 
good and evil themselves as qualities. but on 
how we come to know which things have 
these qualities. For many of those who adopt 
this position adopt also the view that. just as 
yellow is sensed. so good and evil are in­
tuited. Some people are blind and cannot see 
vellow. while: others can. Likewise. some 
people intuit what is good and evil. and 
others do not. Obviously. this intuitionist 
approach. favoured among others by ~loore 
himself. as well as by other objecti,ists like 
Max Scheler ( IS74-192S) (Da Fonnalismus 
in der Et/rik 1111d die mataia/e \\"atethik. 
1913-16) and Nicolai Hartmann ( 1882-1950) 
(Ethik. 1926). create, difficulties for the 
quality view of good and e, ii and has led 
some of its supporters Ill de, elop other 
versions of the vie" supposedly immune to 
this attack. For ex.impk. Risieri Frondizi 
(\Vh<1t i.< \"<1/11,··.'. 1%3). following Christian 
von Ehrenfels (IS5~1932) \Gr1mdbegriffe 
du Ethik. 1'107) and ,11hers. argued that all 
value is a Gestalt 4uality. a position that. with 
moditicatinns. has been recently defended by 
R. Chisholm and R. Nozick. The introduc­
tion of the notion of Gestalt is supposed to 
allow the settlement of disagreement about 
whether something is good or evil. thus 
removing the intuitionist component of the 
pure 4uality view. 

c. Good am/ £,•ii ct1· Relations. More 
popular even than the substance and feature 
views is the rdational view of good and evil. 
It usually comes in two versions: (i) one 
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interprets good and evil as conceptual rela­
tions, while (ii) the other conceives them as 
real relations. 

(i) Conceptual relations. The first posi­
tion, which is generally favoured by radical 
empiricists, holds that good and evil are 
nothing more than. say, a matter of emo­
tional responses to how we perceive things 
and/or feel about them. There is nothing in 
things that may be called good, and which 
causes desire to arise. Goodness is in fact the 
conceptual and/or emotional perspective of 
subjects when they regard something as 
desirable. Strictly speaking. then, when one 
calls something 'good' or 'evil', one is de­
scribing a mental phenomenon or attitude in 
a subject toward an object, that is a relation 
of a subject to an object, rather than some­
thing real in the world independent of the 
subject. Accordingly. propositions of the 
form ·xis good (or evil)' are descriptively 
inaccurate, and must be translated into pro­
positions of the form · Y thinks that Xis good 
(or evil)' or 'X appears good (or evil) to Y. 

This sort of view is frequently regarded as a 
form of subjectivism, since it reduces the 
value of an object to the way in which the 
subject perceives it or, as R. B. Perry ( 1876-
1957) (General Theory ofVa/11e, 1926) would 
have put it, to the interest the subject takes in 
it. Many emotivist views of value, and those 
that reduce value to commendation, etc .. can 
be interpreted as falling into this general 
category. even though most authors accused 
of this fault, like A. J. Ayer (1910-88) 
(Language, Tr111h and Logic, 1936) and 
Charles Stevenson (Fact and Val11e, 1963). 
try to disassociate their positions from strict 
subjectivism in various ways. 

The view that good and evil are conceptual 
relations neglects the intention that accom­
panies axiological propositions and, because 
of it, has been considered objectionable by 
many philosophers. None the less. many 
contemporary authors, like R. M. Hare (The 
Language of Morals. 1952). still maintain 
versions of it. 

(ii) Real relations. The second version of 
the relational view to which reference has 
been made holds that good and evil are real 
rather than conceptual relations. Good and 
evil. according to this position. are not simply 
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the way we perceive or feel about things. 
There is in things something that serves as a 
foundation for regarding them good or evil, 
but that something is not a feature they have. 
Sisterhood, for example, is neither a concept 
in the mind of someone who perceives that 
Leticia and Clarisa are sisters nor is it a 
feature of Leticia and Clarisa considered 
independently of each other. Rather, sister­
hood is an actual way in which Leticia stands 
toward Clarisa, and vice versa, regardless of 
what anyone may think. Likewise, good and 
evil are real ways in which things stand 
toward each other. Thus, for example, hem­
lock is bad for human beings while wine is 
good, but neither of them is good or bad in 
themselves; nor is their goodness or badness 
a matter of perspective or attitude. 

This view represents one of the weakest 
forms of objectivism and, consequently, has 
often been considered a halfway house be­
tween objectivism and subjectivism. It 
appears in a variety of forms. Among con­
temporary authors who seem to have 
favoured versions of it are A. N. Whitehead 
(Process and Reality, 1929) and A. C. Ewing 
(The Definirion of Good, 1947). The strength 
of the position lies in that it conceives good 
and evil as something real, while at the same 
time preserving their relational tie to the 
evaluating subject. Still, many find the posi­
tion unsatisfactory, for the subject's desire or 
aversion. although connoted by the terms 
that express the relations, are not, as the most 
recalcitrant subjectivists would want, the 
objects of denotation. And objectivists in 
tum criticize the fact that in this position good 
and evil are not real features in good and bad 
things, but merely relations. 

4. Good and Evil as Collections. Finally. 
we come to the last of our four views of the 
ontological status of good and evil. Accord­
ing to it, good and evil are nothing but the 
collections of good and evil things. There are 
no relations, features, substances, attributes, 
or privations that may be identified with good 
and evil. There are only good and evil things. 

As described, this view has frequently been 
found unacceptable, if for no other reason 
than the fact that there are, in addition to 
good and evil thing,, mental phenomena 
through which we relate to those things. The 

324 

given position is, for this reason, usually 
combined with the view that interprets good 
and evil as conceptual relations. The terms 
'good' and 'evil' are taken to refer, accord­
ingly, either 

I. to particular good and evil things be­
longing to the collections of good and 
evil things in the world, 

or 
2. to certain mental concepts and/or atti-

tudes. 

Still, whether considered alone or as com­
bined with the conceptual relation view, 
many philosophers find difficulties with this 
position. The difficulties usually have to do 
with the following: 

1. the lack of an objective foundation for 
value judgements implied by this view, 

and 
2. the lack of an adequate causal ex­

planation of what makes things good 
or evil. 

Indeed, it does not make sense to say that 
things are good and evil simply because they 
belong to a collection, since belonging to a 
collection does seem to imply that there is 
something common to the things belonging to 
it. But if that is the case, then good and evil 
must be more than the collections of good 
and evil things and there must be causes or 
principles of the good and evil in things. 

See also: Good 
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Grammar 
I: History 

Teaching and research in grammar through­
out the world is now the product of rather 
more than 2000 years of continuous thought, 
extending from ancient Greece to linguists at 
work today. This tradition has been influ­
enced and enriched by successive contacts 
with grammatical studies in other civiliza­
tions, principally Arabic and Hebrew from 
the early medieval period, Chinese scholar­
ship from about 1600, and, most important of 
all, the renowned products of the Sanskritic 
grammarians in ancient India in the first 
millennium BC, which became fully known in 
Europe from the end of the 18th century. 

Grammatical studies in Greece arose from 
two sources. Philosophers had brought ques­
tions relating to the Greek language into their 
speculations since pre-Socratic times. A 
Socratic dialogue. the Crary/us, was devoted 
to the origin and nature of language, and 
various statements of grammatical analysis 
appear in the works of Plato and Aristotle. 
But it was the Stoics who formally assigned a 
specific place to the study of language \\ithin 
philosophy, in their belief, shared by the 
Chomskyans today. that through an under­
standing of language we can attain to a 
uniquely penetrating insight into the nature 
and the operations of the human mind. 

A second and quite separate motivation 
appeared in the Hellenistic age. when as a 
lasting result of the Macedonian conquests, 
the Greek language. Greek literature. and 
Greek civilization were officially imposed on 
large areas of Asia Minor and Egypt, a 
cultural situation p.,rsisting right through 
Byzantine times and only checked by the 
Arnhic and Turkish conquests. This Hellen­
ization required the explicit teaching of 
Greek as a foreign language. and cities such 
as Akxandria and Pergamum became 
centres for continuing linguistic and literary 
research and advanced teaching. 

Linguistic work continued throughout 
pagan antiquity among the Stoic philosophers, 
but the literary and didactic orientation of 
grammatical studies became and remained 
the dominant one in the Greek world and 
among the Romans. who as in so much else 
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were always eager to follow and adapt the 
ideas of the Greeks. The conversion of the 
Roman Empire to Christianity did not make 
a great difference here, except that Christian 
texts were added to and in some cases 
substituted for the earlier classical literature. 
We have a number of extant Latin grammars 
written in late antiquity and the early Middle 
Ages, all following much the same lines, 
the best known being those of Aelius 
Donatus (fl. 4th century) and Priscian (c. 
500), whose very comprehensive grammar 
became the standard medieval authority. 

The study and teaching of Latin grammar 
was firmly secured in medieval scholarship, 
both by the practical need for any educated 
person to know and to use Latin in much of 
his daily life and work, and by the place of 
grammar as one of the Seven Liberal Arts, 
which formed the content of all post-primary 
education, grammar being, in fact, the basic 
component of the Trivium. 

The first major change in grammatical 
thinking came in the scholastic age in the later 
medieval period. This change centred on the 
University of Paris and arose from a number 
of sources. These included developments in 
logic in the 10th and 11th centuries, the 
rediscovery by the West of the major philo­
sophical writings of Aristotle, and the grow­
ing desire of commentators on Priscian to 
explain and to justify his form of grammatical 
presentation, as against the practice of earlier 
commentators who were primarily concerned 
with summarizing his work and making it 
easier of access to teachers and students. 

At its height in the 13th and 14th centuries 
this movement led to the production of 
grammars quite divorced from the require­
ments of Latin teaching and literary appre­
ciation. Grammar was now integrated into a 
unified, largely Thomistic. conception of the 
world, in which reality as created by God, 
human reason as given by God to mankind, 
and the grammatical structure of language 
were all congruent in their basic concepts, 
ultimately derived from Aristotelian logic 
and metaphysics. which the scholastic age 
found quite compatible with the tenets of the 
Christian faith. One implication of this view, 
explicitly stated at the time. was that the 
underlying grammar of all languages was 
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one and the same. the individual differences 
in the sounds and in the lexical forms of 
actual languages. however inconvenient, be­
ing mere ·accidents' and of no scientific or 
theoretical importance. Though these schol­
astic grammars were written in Latin and on 
Latin. and derived from Priscian. perhaps 
their most important legacy has been the 
notion of universal grammar. or linguistic 
universals. as a permanent focus of research 
and inquiry. 

Scholastic grammar could not survive after 
the demise of scholastic philosophy as a 
whole. and from the 15th century it fell under 
attack from various quarters. Philosophically 
the tripartite system of reality. thought, and 
language was rejected by the nominalists; 
and the humanist revival of classical studies 
returned the attention of linguists to the Latin 
of Cicero and Vergil (and to the Greek of the 
Greek authors) and led to the rejection of 
what was now considered the dry, artificial, 
and inelegant Latin of the scholastics. The 
rise in status in the Protestant churches and 
among the middle classes of the spoken 
languages of Europe drew more effort to­
wards the grammatical study of modem 
languages. an interest reinforced by the dis­
covery of languages outside Europe. such as 
Chinese on the one side and the native 
American languages on the other. exhibiting 
forms and structures hitherto unknown and 
unsuspected by European scholars. 

Philosophical grammar. however. went on 
alongside these new developments. The con­
trasting terms grammatica philosophica and 
grammarica ci11iliJ came into use to distingui!»h 
theoretical grammar on the one hand from 
practical and literary grammar on the other. 
Universal grammar remained a centre of 
attention. but it, justification came to rely 
more on the ·Jaw, of thought' orthe supposed 
working of the human mind than on an all­
embracing scholastic conception of reality. 
An intere!,ting contra!,t i\ ~~en between 
these two attitudes in 17th-century France. 
Attempts were made to formulate rule, 
governing the use ol relative pronoun, refer­
ring to noun!, appearing in <.:crtain con!,lrm.:­
tions without a definite article. Claude l·avre 
Vaugelas (1585-1650) explained in hi, 
Remarques ,ur la langue jra11rai,e that he had 
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arrived at his rules by careful collection and 
comparison of examples from French literat­
ure and from the usage of speakers of the 
upper classes and of court circles. Two gram­
marians of the Port-Royal School. which 
concerned itself with the study of logic, 
accepted his statements as correct but sought 
to base them, not on usage and literary 
evidence alone. but on the grounds of certain 
fundamental concepts of the mind such as 
determinacy and indeterminacy. This is just 
one case. The basic contrast between these 
two attitudes to grammar has continued to 
the present day. In general the philosophical 
grammarians have sought support in the 
rationalist tradition in philosophy, and the 
practical grammarians are strongly influenced 
by empiricist doctrines, though it must be 
stressed that rationalism and empiricism rep­
resent varying degrees along a scale rather 
than mutually exclusive epistemological 
positions. 

During the 19th century, partly as the 
result of the 'discovery of Sanskrit' and 
of its historical relations with the classical 
and with most of the modern languages 
of Europe, and partly as a product of histor­
icist and nationalist emotions arising in the 
Romantic age in Europe, historical linguistics, 
·comparative philology'. came to dominate 
linguistic studies, though. of course, theor­
etical grammar continued to be taught and 
researched. Indeed, the detailed excellence 
of the ancient Indian linguists' grammatical 
analysis of Sanskrit. of which PiiQini's 
grammar i, the best known. led to a remark­
able refinement in the morphological analysis 
of word structures in European languages. 

Philosophically. historical linguistics, be­
ing dependent on the careful gathering and 
comparing ol evidence from the forms of 
different languages, living and dead, was 
empirically dire,·ted, observed data being 
regarded a, the foundation of knowledge. 
with no speculative assumptions being made 
about universal grammar and the working of 
unobservable human minds. This empiricism 
persisted through the first half of the prcsem 
century in the revival and the ultimate domi­
nance of descriptive linguistics at the hands of 
such linguist, a, Leonard Bloomfield ( l887-
J 'J4'J J. unwitting toumlcr of the once most 
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influential 'Bloomfieldian' school oflinguists. 
Since 1957 a fundamental change has oc­
curred, again comparable to that brought 
about by the scholastic philosophical gram­
marians. This resulted from the work of 
Noam Chomsky, who with his large number 
of adherents has effectively developed and 
defended a rationalist approach to linguistics 
in contrast to the strong empiricism of the 
Bloomfieldians. Though some people con­
tinue to speak of the 'Chomskyan revolution', 
Chomsky himself constantly appeals to 17th­
and 18th-century rationalism for support in 
the theory he is defending and developing. 

In arguing his case Chomsky repeatedly 
draws attention to the facts of first language 
acquisition in early childhood. completed in 
its essentials without self-conscious learning 
or explicit teaching. This. he maintains, is 
only explicable if we assume that the part of 
the brain responsible for language is not the 
tabula rasa of the empiricists but a highly 
structured and constrained set of genetically 
inherited patterns and restrictions on the 
forms that a grammar can take. These are 
analogous to the classic •innale ideas' of 
the l 71h-cenlury rationalists and they are 
the basis of universal grammar. which in 
Chomsky's view is a main key to our under­
standing both language and lhe working of 
the human mind or brain. 

In considering lhe extent to which there 
may be valid links 10 be drawn be1ween 
grammar and oncology. bc1ween lhe forms 
and structures of grammars. and the forms 
and structures of lhe exis1en1 world. one 
musl keep in mind lhe dis1inc1h·e approaches 
10 grammar nn1iced in lhe preceding para­
graphs. There is an undeniable connection 
between cntitics pcn:ci,·ed or assumed to 
persisl 1hrough time.""'"· table . .mn. house. 
il/m•ss, l1t•,1/t/r. ll'isdom.folly. beauty, courage, 
clc .. and time-bound activities or states in 
which persislenl entities engage or through 
which 1hey pass. re1·ofre, kick. /rear. eat, fall, 
recol'er, teac/r. /e,m,. climb, be happy. grieve, 
.,ic. Such a dichotomy is ragged at the edges 
and may vary from language to language. but 
is generally mirrored in the grammatical 
dichotomy of nouns and verbs and in the most 
basic of sentence structures. noun. or nmm 
phrase+ wrb or 1·erb phrase. not necessarily 
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in that order or in any specific order: the sun is 
selling, the chair broke, his healt/r renirned, 
Romani Cathaginem vastaverunt, seges est ubi 
Troia fuit, nun wird der Mond hell sein, etc. 

Along with this rather general correspond­
ence, most grammarians would identify in 
statements and questions a subject, usually a 
noun ornoun phrase, and a predicate. usually 
built around a verb, and align these with the 
correspondingly named logical subject and 
predicate, and more pragmatically with what 
is to be talked about and what further in­
formation is to be given or requested. though 
there is no exact match between these three 
pairs. 

Empirically minded grammarians and 
those primarily concerned with language 
teaching would probably not wish to go 
beyond such general statements. But those 
who look to language as a key to our minds 
and to our understanding of the world are 
obviously motivated to go further. Perhaps 
furthest in this direction were the late medi­
eval scholastic grammarians, who grounded 
their theory of human language on a divinely 
ordained parallelism between three levels, 
existence, unders1anding, and grammalical 
presenlation. Olhers have concentrated on 
connections between language and under­
standing (or the mind). This is essemially the 
case with the Port-Royal grammarians and 
with the Chomskyans today. While empiri­
cism and rationalism contribute the main 
lines of debate today, a view of linguistics 
as a Platonic theory of abstract objects has 
been put forward by J. J. Katz; from an 
essentially Chomskyan starting-point. but in 
more traditional philosophical lerms, he goes 
beyond lhe nominalism of lhe empiricists and 
the conceptualism inherent in Chomsky's 
rationalism to a realist theory of linguistics 
as being concerned with ··a timeless. un­
changeable, objective structure" ( 1981, p. 9). 

So far we have been looking at some of 
the ways in which linguists have thought it 
legitimate and in1eresting to relate the struc­
tures and categories of grammar to the struc­
ture of the mind or of the world as understood 
philosophically. A reverse attitude is worth 
mentioning. known generally as the 'Whorf 
hypothesis' from the name of its proponent in 
i1s extreme and least acceptable form. but 
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found also in the thought of Wilhelm von 
Humboldt (1767-1835) and Edward Sapir 
(1884--1939), among others. On this ap­
proach it is the lexical and grammatical 
structures of a language that determine 
cognitive structure. and cognitive structure 
determines the form in which we perceive 
and understand the world we live in. On this 
basis it is argued that, so far from seeking 
universal grammar in a common world and a 
common rationality, we should recognize the 
somewhat different but overlapping worlds in 
which we live as speakers of different 
languages. That translation is possible 
between languages seems to rule out any 
extreme interpretation of the theory. but the 
fact that translation has not as yet been 
converted into a wholly mechanical proced­
ure is evidence for a significant influence of 
language structure on some lines of thought, 
science, and culture. In von Humboldt"s 
words: ""the variety among languages is 
not that of sounds and signs. but a variety of 
the world-views themselves" (Gesammelte 
Schriften. vol. 4, p. 27). 
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Grammar 
II: Modern Theories 
We shall restrict ourselves to the ontological 
import of grammar. Au:ordingly, we shall put 
aside problem, connected to the formal prop­
erties of grammar. in particular what concerns 
their formal equivalence. Thu, our discus­
sion of grammatical theories will be limited to 
those which were explicitly used a, a technical 
tool in the construction of a formal ontology. 
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Traditional and Modem Grammar. Gram­
matical studies were traditionally associated 
with an inquiry of metaphysical scope: think 
of traditional grammar, from Aristotle's 
Categories onwards. Concerning modern 
grammar, whose origins can be traced as 
far back as to the time of Port-Royal (cf. 
Dominicy 1984), ontological concern is un­
evenly shared out among various grammars. 
It is strong where we are dealing with general 
grammars, heir to the tradition of Port­
Royal, weaker when the rejection of paral­
lelism between logic and grammar is made 
explicit, and the way is thereby opened to a 
more empirically motivated study of syntax. 
James Harris's (1709-80) Hermes of 1795 is 
an exception here, because it brings about a 
synthesis of the grammatical Platonism of 
antiquity and the Middle Ages with the 
universal rational grammar of the Enlighten­
ment. 

Husserl's Pure Grammar. The fourth 
Logical Investigation of Edmund Husserl is 
devoted in part to the very idea of a pure 
grammar. Husserl here once more ties to­
gether formal ontology and pure grammar. 
But Husserl does not identify logic and gram­
mar: pure grammar is, he tells us, a pre­
liminary to logic in the general frame of a 
formal and general ontology. In this frame he 
once more takes up the classical distinction 
between dependent and independent or 
syncategorematic and categorematic expres­
sions, a distinction which corresponds to the 
ontological distinction between dependent 
and independent parts of a whole. Husserl's 
pure grammar is a philosophical grammar of 
a categorial sort. There is a sharp contrast 
between traditional grammar based on parts 
of speech and l-lusserlian universal grammar 
based on categories. The starting-point is 
very simple, derived from the aforementioned 
distinction between catcgorematic and svn­
categorematic expressions. A category i~ a 
function which applied to a category gives a 
modified category: if for example 'John' 
belongs to the category N (of Names), and 
·John run,· to the category S (of Sentences), 
then 'run,' belongs to a category which takes 
an expression of category N as argument and 
give, an expression of category S as value. 
which we can write as SIN. (N,S). or the like. 
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Montague Grammar. Richard Montague 
(1930-71). a pupil of Alfred Tarski. and 
through him an heir of Polish analytic philo­
sophy, gave a very high standard of rigour 
to the construction of a pure. formal, and 
universal grammar. mainly on algebraic and 
logical bases (more specifically on the basis of 
universal algebra and intensional logic). He. 
too, followed the categorial track. but he 
introduced something radically new: the idea 
of a systematic matching between categories 
and semantic types. Montague "s project. 
which in scope and ambition can be com­
pared in the modem age only to those of 
John Wilkins (1614-72). G. W. Leibniz 
(1646--1716). and Johann Heinrich Lambert 
( 1728-77). is not only linguistic: it is also the 
project of a formal ontology. Here. influ­
enced by Rudolf Carnap. he defends a 
constructionist and reductionist position. 
Certainly he admitted in his ontology inten­
sional entities. but he always took care to 
reduce these entities to extensional ones. 
exposing himself to criticism of both exten­
sionalist, and the more dernut proponents of 
intcn~ionali!,m. 

The leading hypothesis of !\lontague"s 
semiotics is the possibility of applying to 
natural languages. in strategies of translation 
and interpretation. the idea of a strict cor­
respondence between syntax and semantics 
of the sort th:it is perkctly accomplished 
in the standard propositional and predicate 
calculus of the tirst ,,rder. This correspond­
ence is :ipplied to the relation b.:tween syn­
tactic and semanti,· ruks of interpretation. To 
each synta..:-tk ruh:. \\hi~h foragi,encategory 
is ddined as a certain sort of op.:ration. there 
c,,rresp,,nds a semantic rule. which deter­
mines. with the help of quasi-Camapian 
meaning-postulates. the corresponding trans­
lation of the linguistic expression into the 
intensional language of translation (a higher­
order modal logic). Finally. the matching 
between syntax and semantics is based on 
a mathematkal rdation (structural homo­
morphism). between the syntactic algebra 
and semantic algebra of the two languages, 
the lirst ( the language of translation. inten­
sional logic) semantically perfect. the second 
(natural language. or rather a certain frag­
ment of regimented English) semantically 
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imperfect. A language is semantically perfect 
if each syntactic rule matches a correspond­
ing semantic rule. and therefore if there is a 
definition of truth in this language. 

The idea of semantic perfection derives 
from the Tarskian theory of models. The 
model-theoretically based semantics is a 
foundation for Montague's semantics of 
natural language. Some logicians doubt that 
intensional languages are semantically per­
fect (Donald Davidson, W. V. 0. Quine) and 
some linguists doubt that natural language 
can be described in terms of semantic imper­
fection (Noam Chomsky). This homomor­
phism in the case of formal languages is 
already given in the theory of models, and is 
applied to the empirical relation between 
syntax and semantics of natural language_.;. 
Montague's Universal Grammar contains 
therefore a universal theory of translation, 
which guides semantic interpretation. 

Some philosophers (e.g. Quine) have 
disputed the exact relation between inter­
pretation and translation in semantics. 
Montague's theory of translation is, how­
ever. distinguished by the fact that it does 
away with the intuitive character of semantic 
interpretation such as is found in generative 
semantics and elementary logic textbooks, 
where the relation between logical form and 
superficial syntactic structure was grasped in 
a capricious way. 

Properties, Types, and Meanings. The 
matching between syntax and semantics is 
identical with that between categories and 
types. Two primitive categories are given, e 
(for entity) and I (for truth value). The match­
ing mechanism gives for each primitive and 
derived category an extension and an inten­
sion. The category e of individual terms has as 
extension individuals and as intensions indi­
vidual concepts: the category I of formulas 
has as extension truth values ( in the old­
fashioned Fregean style) and as in tensions 
propositions. The category tie of one-place 
predicates has as extension sets of individuals 
and as intensions individual properties. Al 
least two important ontological theses are 
hereby presupposed. First. that there are two 
distinct ontological operations: assignments 
of category (in such a way as to obey com­
positional criteria) and assignments of type. 
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The classification of categories is distinct 
from the ascending order of types. Second, 
that there are intensional entities: individual 
concepts, properties, and propositions. 

Montague's grammar has been criticized in 
at least two points: the lack of flexibility in the 
matching between types and categories; and 
the need for an explicit theory of properties. 
Recent developments in foundational studies 
have touched on these two points. On the one 
hand there is the construction of grammatical 
theories admitting categorial polymorphism 
(Sells 1985); and on the other hand there 
is research into the theory of properties 
(Chierchia et al. 1989), both of which can be 
integrated into a totally explicit grammatical 
theory conserving the Montagovian postulate 
of matching. By 'categorial polymorphism· is 
meant a flexibility of categories and the 
introduction of rules for change of type (see 
van Benthem in Chierchia et al. 1989). These 
two modifications are of uneven ontological 
weight. but the relation between grammar 
and ontology will surely be affected both by 
categorial flexibility and by property theory. 
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Graph Theory 
A graph is an ordered triple ( V, E,/) such 
that: 

( 1) V, E are disjoint sets 
(2) I is a subset of V x E 
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(3) for each e e E. I n (V x {e}) has 
cardinality 1 or 2. 

Without further comment it would seem 
that graph theory is little more than the theory 
of sets with almost the most minimal structure 
imposed. Of course, our knowledge of set 
theory suggests the 'little more' might indeed 
be a great deal. The inherent attraction of 
graph theory is that we can give a pictorial 
representation of a graph. This has proved 
invaluable to the development of the theory. 

Elements of V and E are called respectively 
vertices and edges. A vertex v and an edge e 
are incident with each other if (v,e) e /. 

The picture below: 

R = red W = white B = blue Y = yellow 

represents the graph with: 

V = {a.b,c,d}, E = {e,.e2 ,e3.e4 ,e5,e0,e1), 

(a,e,J e /, (b,e 1) e /, (c,e4) e / etc. 

If 'loops' and 'multiple edges' are excluded 
then a graph is simply a symmetric binary 
relation on a sci. 

The Four Colour Theorem relates to plant 
graphs. A plane graph is a graph which can be 
drawn in the Euclidean plane without uny 
two edges crossing. The theorem states that 
the map in the Euclidean plane determined 
by a planar drawing of a plane graph G is four 
colourablc. This means that the regions into 
which G divides the plane (including the un­
bounded region 'outside' G) can be coloured, 
as indicated ahove. with four colours. e.g. 
red, white. blue, and yellow. so that each 
edge of G lies between two regions to which 
distinct colours have been assigned. One 
could easily argue that interest in the map 
colouring problem was the central reason for 
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the development of graph theory from its 
early beginnings in the late 19th century. 
Graph theorists are still interested in general­
izations of the Four Colour Theorem and in 
obtaining a more intuitive proof than the 
algorithm proof contained in Appel and 
Haken ( 1977). 

Modem research has focused on, among 
other topics, matchings, paths and cycles 
in graphs; Ramsey graph theory; extremal 
problems; the reconstruction problem; and 
the five-flow problem. 
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Greek Philosophical Terminology 

Technical terminology is important for any 
science or craft. It gives the community of 
practitioners a precise and rigorous vocabu­
lary which makes relatively unambiguous 
communication possible. While philo­
sophical terminolog)· has never been com­
pletely uniform. philosophers now enjoy a 
relatively st.ihlc set of common terms. Our 
present phil,,sophical vocabulary is a legacy 
of Greek philosophy. Beginning without any 
technical terminology and drawing only on its 
native resources. Greek philosophy gradu­
ally evolved a complex vocabulary which 
became the model for philosophical and 
indeed scientific terminology in all the 
Western languages. Thus the development of 
Greek terminology reveals some important 
relations between language and philosophy. 

Although it is difficult to reconstruct 
vocabulary from the remains of early Greek 
philosophy. we can say that the first Greek 

GREEK PHILOSOPHICAL TERMINOLOGY 

philosophers used new terms only incident­
ally. One of the terms associated with the 
early pre-Socratics is am. It is unclear 
whether it was first used by Anaximander 
(611-547 BC); but in any case it must have 
been used first in the sense of'beginning', and 
only later in the abstract and timeless sense of 
'principle'. As with &PX'i, other terms of art 
in early Greek philosophy are almost always 
common words philosophers have co-opted 
for special uses or words their theory has 
made especially important. Terms such as 
liuvaµL!; (power), ,puxlj (soul), and v6oc; 
(mind) come to express important philos­
ophical notions without changing their basic 
meanings significantly. A few other terms 
acquired new denotations as they became 
focal points for cosmological speculation. 
Thus for Heraclitus, Myoc; (speech) came to 
denote the underlying order of nature as well 
as its expression in philosophy. Beginning 
with Heraclitus (c. 540-c. 480 BC), x6oµoc; 
(order, ornament) came to signify the finite 
world system consisting of the earth and its 
heavens. The term q,uo~c; (birth, growth, 
natural form) gradually came to mean nature. 

While the pre-Socratics were slowly 
developing a small set of philosophical terms, 
they did without terms for many abstract 
concepts that seem essential to modem 
philosophers. In particular it is surprising Iha' 
the pre-Socratics, who were so conceme, 
with the original materials of the world 
had no word for matter. Not until Aristotle 
adapted the word iikl] ( originally ·wood' and 
then 'building material, material') could the 
Greeks speak unambiguously of matter in 
general. Anaximander, however, had 
already conceived of a perhaps characterless 
original substance which he called to ootE~pov 
(the boundless). In reaction to his predeces­
sors' too concrete conceptions of a basic 
substance, Parmenides (II. 5th century BC) 

argued that there was only to i:6v (what is). 
Anaxagoras (c. 500-c. 428 BC) posits as 
changeless elements substances such as bone 
and hair, but he gives the class no name. 
Empedodes (c. 490-430 BC) posits four 
unchanging elements, calling them meta­
phorically Q•~wµata (roots). His elements 
are the familiar substances earth, water, air. 
and tire; but for literary reasons he varies his 
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terms for all of the elements, for instance 
calling fire by five other names than 3tUQ, 
including the names of Zeus and Hephaestus. 
The one pre-Socratic who consciously de­
veloped terms of art was Democritus (c. 400-
c. 370 sc), who explained that atoms differ 
from one another by {>ultµ6i;, burltL yiJ, and 
,pomj ("rhythm', i.e. shape; 'touching', i.e. 
order; and 'turning', i.e. position). He seems 
to have carefully chosen his words to stress 
the concrete as against the abstract and the 
spontaneous as against the organized. 

Some Sophists, and notably Prodicus, em­
phasized 6pltOEltE( Cl'. ( correct diction) as a 
means of improving rhetoric. Although they 
may have furthered grammatical studies and 
encouraged attention to semantics, the 
Sophists made no lasting contributions to 
philosophical terminology. Both Socrates 
(c. 470-399 BC) and Plato stressed the import­
ance of discussion to philosophy while dis­
trusting technical terminology. Yet the 
novelty of Plato's philosophy forces him to 
express himself in new ways. For instance, he 
explains in the Phaedo that the many beauti­
ful things are beautiful by partaking (µEc£XELV} 
in beauty. But then he points out that the 
relationship between the particulars and the 
Forms can be called 3t0<pouai0< (presence) or 
,-.o,vwv(Cl'. (communication) or something 
else. In general he sees language as inad­
equate to represent reality; thus to adopt a 
rigid tenninology could only mislead us into 
thinking we have a grasp on reality through 
language. 

Typically Plato creates not new words but 
new meanings for old words, as K. von Fritz 
(1938) points out. To refer to his Forms, he 
borrows the non-technical terms Efllo;, illfo, 
signifying form, shape, or figure. He uses the 
term oua(Cl'. /possessions, property) in the 
etymological sense of being or essence, and 
contrasts it with 3tmlo; /affection) to provide 
the first rudimentary substance-accident dis­
tinction. He does create a few new words 
such as 3tOL6TI]; /quality) and EV(XV'[LITTTJ<; 
(opposite). However, in many other situ­
ations that might seem to demand technical 
terms for clarity, Plato supplies neither new 
terms nor new meanings of old terms. Thu, in 
the Prolagoras he distinguihhes between 
parts that are qualitatively alike and those 
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that are qualitatively unlike, with no generic 
terms for the two classes - which Aristotle 
will call ,ii: oµowµipTJ and ,ii: ii:voµOLoµtP'l, 
homogeneous and non-homogeneous sub­
stances, respectively. In the Euihydemus he 
distinguishes between possessions and their 
use - anticipating Aristotle's distinction of 
state (E';L<;) and activity (EVipyELCl'.) - again 
without using general terms. And in the 
Sophis1 Plato distinguishes for the first time 
between idealists and materialists by compar­
ing their disagreement to the mythical battle 
between gods and giants. In general Plato 
tends to make only ad hoc distinctions and to 
avoid using special terms. 

It is Aristotle who provides the great 
impulse toward technical terminology. His 
ideals of scientific rigour and precision 
demand exact terminology. In sharp contrast 
to Plato, Aristotle makes distinctions that 
will have universal applications. Thus he does 
not confine himself, like Plato, to occasional 
observations about logical relationships, but 
rather he develops a whole system of logic 
together with a theory of proof. As the 
creator of the first logic, he invents also the 
terminology of premiss, conclusion, syllo­
gism, conversion, etc. He freely creates new 
terms in all fields. sometimes. like Plato, 
reusing old words in new senses. Thus 
KCl'.TI)yop(a (in common usage 'accusation') 
he uses in its pregnant meaning of 'saying of 
to mean 'predicate, predication'. He also 
takes over Plato's ouoia to signify his central 
metaphysical notion of 'substance'. But 
Aristotle goes on to coin many new words. 
sometimes by using a descriptive term in a 
specialized way. as with imoxr(µEvov ('sub­
stratum', literally 'underlying') or hy creating 
new compounds such as ivepyna (activity, 
actuality). Besides more conventional com­
pounds Aristotle often makes single terms 
out of phrases or uses whole phruses as terms. 
Thus he creates the word xcrlt6A.ov (univer­
sal) from x<ril' <'SA.ou (asa whole). and uses the 
phrases ,o ,i i')v r!vaL /essence). to KCl'.t/i 

cruµflrflYJx6, /accident). ,6 3tp6i; n (relative). 
and to oiJ EVEXCI'. ( that for the sake of which) 
as set terms. 

Aristotle was not only interested in invent­
ing new terms for philosophical concepts. He 
also was concerned to disambiguate existing 
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terms. He recognizes relations of synonymy 
and homonymy - relations holding between 
things, not words. Synonymous things are 
called by a name that has the same meaning, 
and hence share a common property or 
nature; for instance man and horse are both 
animal. Homonymous things are called by a 
name that has a different meaning as applied 
to the respective things, and hence they do 
not share a common nature signified by that 
name, for instance a dining-room table and a 
multiplication table. Some homonymous 
things, however, presuppose a single central 
notion; for instance a healthy complexion 
and a healthy food are both defined in terms 
of health. Thus some homonymous things are 
related obliquely to one another. Aristotle 
uses his theory of meaning to define various 
philosophical terms. Most notably. Book V 
of the Metaphysics is a philosophical lexicon 
designed to clarify his own terminology. 

Part of Aristotle's programme of institut­
ing a rigorous language consists in his system­
atizing term,. Where pre,ious philosophers 
had been content to make intuitive distinc­
tions between contrasting terms, Aristotle 
creates a tree of precise classifications. The 
most general classification is into <l:vn><£iµ£Vo: 
(opposites) comprising four subclasses: tel: 
:tp6; tt (relatives). to ivavtio: (contraries). 
to: XatO: OtEpT]OlV ""' f;lV (privation and 
possession), and ><et"t<iq:nm; and <i.-Y6q;nou; 
(affirmation and denial) (Cat. 10). By order­
ing opposites in this manner Aristotle is 
servin,: notice that he "ill henceforth observe 
this t~chnical classification. He can thus 
assume a certain background knowledge 
about each class of opposites without restat­
in,: his distinctions. 

-Later Greek writers could build on Aristo­
tdian terminology in developing their own 
philosophtcal vocabularies. For instance the 
Stoics used Aristotle"s terms for substance, 
matter. and predication in developing their 
own theories. The Stoics felt compelled to 
develop their own account of categories, 
which though different was still inspired by 
Aristotle's account. Their own intense inter­
est in epistemology led them to develop a 
complex vocabulary of epistemological terms 
such as rvvma (thought), £VV6T]µo:(concept). 
llp6ATJ'i'"; ('preconception'. a term Chrysip-
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pus borrowed from Epicurus), Tiimoo1<; 
(impression), and ><ataAT],VL<; (compre­
hension). In logic the Stoics recognized 
meanings (kex,o:) as entities. In ethics they 
stressed duty (,<'> xaih'jxov) in the context 
of living in accordance with nature 
(,<'> oµo>.oyuµtvwi; ~ijv). 

Their value theory recognized the indif­
ferent (cl:o1&ipopov), lying between the abso­
lutely good and the absolutely evil; and the 
indifferent included what was to be preferred 
and what was to be rejected (llPOT]yµtva, 
d:rcollpOl]yµtvo:), i.e. the relatively good and 
evil. For the Stoics, only virtue was abso­
lutely good, but for instance health and 
wealth were to be preferred to poverty and 
sickness. Thus Stoic terminology recognizes 
both moral and non-moral goods but clearly 
subordinates the latter to the former. Many 
modem terms owe their origins to precise 
Hellenistic distinctions in logic, epistemo­
logy, and ethics. 

The attempt to philosophize in Latin was 
largely the attempt to introduce Greek con­
cepts into Latin. The pioneers of Latin 
philosophy, however, were not so much 
translators as popularizers. Lucretius (c. 99--
55 ec), Cicero (106-43 ec), and Seneca 
(c.4 ec--c. 65AD) all enriched Latin vocabulary 
with philosophical terms as they made Greek 
theories available to a Roman audience. 
Cicero often gives explicit equivalences 
between his Latin terms and their Greek 
originals, but his translations remain ad hoc 
and unsystematic. For instance in one treatise 
he translates a single Greek phrase by at least 
eighteen different Latin expressions. Evid­
ently he is more interested in evoking the 
Greek idea than in replacing it with a tech­
nical equivalent. Moreover, he does not 
translate Greek works into Latin, but only 
provides the verbal resources in Latin for 
discussing works one must read in Greek - if 
one wishes to be more than a dilettante. Thus 
early Latin philosophy remains parasitic on 
Greek thought. Yet despite their limited 
ambitions, the early popularizers provide a 
rich vocabulary especially of ethics and epi­
stemology. Thus Cicero translates Plato's four 
cardinal virtues as sapienlia, temperantia, 
fortitudo, and iustitia, chooses vitium (vice) 
to render xo:x(o:, and gives us comprensio for 
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the Stoic xan:cv,:r1,i,1,. He also provides basic 
metaphysical terms such as forma, materia 
( originally 'wood' like its Greek counterpart 
t'ilTJ), and (according to Seneca) essentia (cf. 
ouo(o:). Seneca first uses the term substantia, 
apparently modelled on the Greek u,woro:m; 
(reality, substance). 

When Christianity became the dominant 
spiritual force in the Roman Empire, it 
brought with it new concepts from the Judaic 
tradition (e.g. sin and atonement) and from 
primitive Christianity (e.g. faith, hope, and 
charity), and new theological terms from 
the Greek fathers (e.g. 0µ001lo10, (of the 
same substance), from the Nicene Creed). 
Augustine founded the Christian philosoph­
ical tradition for the Latin-speaking world 
by combining elements of Greek - especially 
Neoplatonic - philosophy with doctrines of 
Christian faith. Thus he held that the es­
sences of things existed externally as ideas 
(rationes) in the mind of God. In the wake of 
barbarian invasions, the western half of the 
empire lost touch with the Greek language 
and Greek learning. The early Latin Middle 
Ages depended heavily on Augustine for a 
knowledge of classical theories, and knew 
Aristotle only through a few translations 
Boethius had made. But by his translations 
and commentaries Boethius set the basic 
terms of Latin metaphysics. He distinguished 
substantia from accidens and universa/e 
from panicularelsingularelindividuum. Philo­
sophers of the 10th and 11th centuries began 
to develop new terms to deal with the prob­
lem of universals. a problem raised but not 
settled bv Boethius. 

In the -I 2th and 13th centuries Aristotle's 
works were translated into Latin from Arabic 
and Greek texts. The new translations effect­
ively brought the best of Greek philosophy 
into the Middle Ages. Greek terminology, 
now rendered into Latin, continued tu be 
important no doubt because Aristotle's 
philosophy continued tu be important. The 
Scholastics valued the precision of Aristotle's 
terminology and sought to supplement it 
with distinctions of thdr own creation. Thus 
Thomas Aquinas distinguishes between 'sig­
nate' and ·non-signatc' matter (i.e. matter 
with and without determinate dimensions), 
and between an analogy of proportion and an 
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analogy of proportionality. He identifies uni­
versa/ia ante rem, in re, and post rem to help 
resolve the problem of universals. Whereas 
Latin had once been poor in abstract terms, it 
was now rich. Scholastic terminology became 
the basis for philosophical terminology in the 
emerging vernacular languages of Europe. 

What emerges from this brief overview is 
the fact that Greek technical terminology 
arose only as Greek philosophy matured. 
When philosophers did seek fixed terms 
they had at their disposal a highly Hexible 
medium for expressing complex ideas. But 
the Greek language itself was not the moving 
cause of philosophical progress. For philo­
sophy had nourished long before the Greeks 
had any set technical vocabulary or any 
particular interest in language. A study of 
Greek philosophy thus provides no evidence 
for Martin Heidegger's famous claim that 
Greek is an especially philosophical language. 
The Greek language did not in any important 
sense make philosophy necessary or even 
possible. But the growing complexity of 
philosophical thought did in a certain sense 
make technical terminology necessary. 

It also appears that once a rich and com­
plex technical terminology develops, it is in 
general easier to modify that terminology 
than to abandon it completely. New philo­
sophical theories lead to new terminology. 
But they also grow out of old theories ex­
pressed in old terminology. While it is 
dangerous to put new wine in old bottles, it is 
difficult to make new bottles. Hence we note 
a tendency tu reuse old terms in new senses. 
Aristotle's forms arc quite different from 
Plato's, and Rene Descartes's substances are 
quite different from Aristotle's. Yet such 
basic metaphysical terms remain surprisingly 
constant. T. S. Kuhn has noted that during 
times of revolutionary change in science it is 
difficult fur rival factions to argue with each 
other because they use the same terms in 
radically different ways. For instance, prior 
tu Copernicus (1473-154:\) a planet is a 
wandering star; after Copernicus, a planet is 
a satellite of the sun. In the same way radical 
changes in philosophical theory are some­
times reHected more in changing meanings 
ol terms than in new terminology. Thus 
Christian philosophy differs radically from 
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classical philosophy by positing the creation 
of matter ex nihilo. and by allowing for the 
possibility of prime matter existing without 
an inhering form. Yet the notions of matter 
and prime matter are both to be found in 
Aristotle. Descartes makes a revolutionary 
distinction between mind. as thinking sub­
stance, and matter, as extended substance. 
Yet his terminology is perfectly compre­
hensible to a scholastic philosopher. What 
is new is the claim that mind and matter 
are separately existing substances and not 
respectively formal and material causes of a 
concrete substance. 

In metaphysics the Greeks' most important 
legacy was the theory of substance. Aristotle 
claimed that the perennial question of meta­
physics, ·what is being?· was just the 
question "What is substance?' (Met. I. 
1028b2-4). On a broad construal of ·sub­
stance·, Aristotle could reasonablv claim that 
philosophers from the earliest p;e-Socratics 
on were attempting to understand substance. 
Aristotle"s notion of substance sul"ived into 
the early medieval period in Latin and Arabic 
philosophy. when it existed side b\' side v.ith 
the incompatible Neoplatonic o~tology of 
hypostases. Scholastic philosophy returned 
to a more consistent Aristotelian ontoloe\·. 
but Neoplatonic elements remained. such-~ 
the nntion of the Mind of God as a receptacle 
for Platonic Forms. In the modem era the 
theory of substance underwent drastic trans­
formations: Descartes·s hifurcation of nature 
in mind and matter. Spinoza's invention of 
a single. all-encompas.sing substance. and 
LeihniL's inventi,>n of atomic spiritual sub­
stances called monad,. But while the Con­
tinental philosophers were desperately re­
designing suhstances to answer the mind­
body prohlem. the British empiricists were 
questioning the whole notion of substance. 
Ultimately Da,·id Hume·s attack proved 
fatal. But clearly the notions of substance. 
form. matter. essence. accident. property. 
subject. predicate - in short. the theory of 
substance with its associated terminology -
dominated metaphysical thought up to the 
time of Kant, who himself made a place for 
substance in the pure concepts of the under­
standing. Thus it was relatively late in the 
history of Western philosophy that ahem-

GREGORY OF RIMINI 

ative ontological theories appeared. Hume 
hinted at an ontology of events; H. Bergson 
and A. N. Whitehead developed ontologies 
of processes; Bertrand Russell and Ludwig 
Wittgenstein argued for ontologies of facts. 
But these alternative ontologies were largely 
reactions to substance theory, and often 
expressed in tenns borrowed from substance 
theory, such as 'property' and 'particular', or 
Wittgenstein's Form and Substanz. 

The Greeks began philosophizing before 
they had an effective vocabulary for express­
ing their abstract thought. They invented a 
language for philosophical discourse - hap­
hazardly at first, and then deliberately. Their 
tenninology embodied a wealth of subtle 
distinctions which reflected a powerful con­
ception of the world. That conception. modi­
fied by Christian faith and certain eclectic 
borrowings, dominated Western philosophy 
until recent times. The language of substance 
became the common heritage of Western 
thought. and, surviving the demise of sub­
stance theory itself, helped to provide the 
vocabulary of successor theories. Indeed 
modem physical science borrowed many of 
its technical tenns from Greek philosophy, 
terms such as 'energy', 'potential'. 'force', 
·matter". and 'atom'. And of course these and 
other terms with their origins in Greek 
philosophy have enriched our everyday 
vocabulary. In retrospect we can say that in 
their quest for philosophical understanding 
the Greeks first learned how to think ab­
stractly and universally. and having learned, 
bequeathed to future generations the lin­
guistic tools to continue their quest. 
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DANIEL W. GRAHAM AND GONYER SCHENK 

Gregory of Rimini 
Gregory of Rimini (born in Rimini c. 1300. 
died in Vienna 1358). a member of the order 
of Augustines. delivered lectures on the 
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Sentences - the theological handbook com­
piled by Peter Lombard (c. 1100-c. 60) 
about 1158 - at Paris in 1343-4. Although he 
had a forerunner in Adam Wodeham (c. 
1298-1358), and possibly others, Gregory is 
usually considered as the most typical ad­
vocate of the doctrine of the (tantum) com­
plexe significabi/e, that is, of something that 
can be signified only in a complex or pro­
positional manner. This doctrine is upheld 
against those who regard the object of know­
ledge and assent either as the act of pro­
positional conception or as the external 
thing at which that act is directed. 

For Gregory, the object of assent is a 
complexe significabi/e, which is at the same 
time the total and adequate significate of a 
proposition or declarative sentence and also 
a bearer of truth-values. Though a complexe 
significabile or, as he also frequently calls it, 
an enuntiabi/e or statable, has a truth-value 
only in a derivative sense: it is true if the 
corresponding proposition is true or would 
be true if it existed, and it is false if the 
corresponding proposition is false or would 
be false if it were formed. 

According to Gregory, a complexe sig­
nificabi/e or enuntiabi/e is not an entity in the 
sense of a substance or accident; it cannot be 
subsumed under one of the Aristotelian 
categories. Rather, it is of such a nature that 
it includes a kind of complexity which is the 
correlate of the complexio or predication 
that is a constitutive feature of a pro­
positional conception. It is a way things are 
in the world that is exactly parallel to the 
way they are represented in a mental act of 
compounding or dividing. Just as the syn­
categorematic act of the copula determines 
the essential form uf a proposition, so the 
adequate significate of a proposition has the 
peculiar complexity of a state of affairs that 
can be grasped on! y by a compounding or 
dividing conception. Moreover, as the 
copula indicates time, Gregory projects also 
this feature of the propositional sign into the 
mode of being of its adequate significate. 
Differences in the tense of the copula yield 
different statables, namely, past, present, 
and future ones. Consequently, the truth­
value of a complexe significubile may 
change. For example, the statable that 

336 

Christ is not risen from the grave was true 
before the Resurrection, but it ceased to be 
true and began to be false at the moment of 
the Resurrection. 

While a state of affairs as that which fits 
only a propositional conception cannot be an 
entity in the sense of an actual substance or 
accident, there are other senses of such words 
as aliquid, res, ens in which they do apply to it. 
In their most general sense, such words as 
'something' and 'entity' can be used for 
everything that is signifiable in an incomplex, 
non-propositional way or signifiable in a 
complex, propositional way, both truly and 
falsely. It is in this broad sense that false as 
well as true statables have some kind of 
being. Moreover, there is a narrower sense in 
which those words apply to everything that is 
signifiable in an incomplex manner and to 
everything that is signifiable in a complex 
manner, but only truly. In that latter sense, 
only a state of affairs which really obtains is 
called an ens or something that is the case. To 
false statables, therefore, the words 'some­
thing' and 'entity' are applicable only in their 
broadest sense, whereas to true statables they 
are applicable both in the broad sense and in 
the narrower sense. 

The type of being characteristic of com­
p/exe significabiliu is quite independent of 
the acts of conceiving that may be con­
tingently directed at them. Even before the 
creation of the world it was true that the 
world would exist and even after the dis­
appearance of the world it will be true that 
the world has perished. Gregory suggests 
that in such cases the truth of the statables is 
grounded in God, the uncreated truth which 
is the true assent to all statahles. There is, 
then, a realm of statables or only proposi­
tionally expressible states of affairs that exist 
in their own peculiar way and remain ident­
ical through the varying acts by which they 
are known, believed, or asserted by different 
persons at different times and places. It was 
mostly this version of logical realism de­
fended by Gregory of Rimini that was made 
the object of various criticisms by those late­
medieval authors who were less generous in 
their ontological assumptions and regarded 
Gregory as a thinker who multiplied entities 
without necessity. 
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GABRIEL st·CHilllA...-.is 

Grelling, Kurt 

Kurt Grelling was born in Berlin on ::! March 
1886. He studied mathematics. physics. 
philosophy. and political economy at the 
Universities of Frei burg Breisgau. Berlin. 
Lausanne. Munich. and Gottingen. 

At that time he was adherent of the 
Neufries'sche School highly influenced by 
Leonard Nelson. With Nelson. Grelling 
wrote the fam,,us article "Bemerkungen zu 
den ParaJoxien von Russell and Burali­
Forti" \published in the Abhandlungen der 
Fridsd1<!11 Sc/rule NF:! \1908). pp. 217-26). 
in which the then known logical antinomies 
were analysed and a general scheme for their 
derivation was developed. This article intro­
duced also th<! so-called Grelling paradox con­
cerning the property of being heterological. 

In 19l0Grelling took his doctor's degree in 
mathematics with David Hilbert. From 1924 
to 1933 he taught mathematics and physics at 
a school in Berlin. He did scientific research 
as well and also translated some of the main 
works of B<!rtrand Russell into German. 

GRELIJNG, KUIIT 

In the 1920s Grelling turned to logical 
empiricism and became a member of the 
Gese//schaft fiir empirische (after 1931 
'wissenschaft/iche') Phi/osophie. 

In 1939 he fled from Berlin to Brussels. 
After the invasion of Belgium by the 
Germans in 1940 Grelling was expelled as an 
undesirable alien to France and there in­
terned. On 16 September 1942 he and his wife 
Margaret were deported to Auschwitz, 
where they are presumed to have been 
murdered on 18 September 1942. 

Beside the above-mentioned paradox, the 
joint contributions of Grelling and Paul 
Oppenheim (1885-1977) to the formal ana­
lysis of the Gestalt concept ( collected in 
Smith 1988) are ofspecial philosophical inter­
est. Grelling and Oppenheim here sought to 
reconstruct the Gestalt concepts used in 
psychology in a logically precise manner. 

The authors recognize that 'Gestalt' is used 
with at least two different meanings. A 
Gestalt in Christian von Ehrenfels's sense is a 
property of wholes which satisfies both of the 
so-called Ehrenfels Criteria, i.e. the non­
s11mmativity criterion ("The whole is more 
than the sum of its parts") and the transpos­
abiliry criterion, which states that a Gestalt 
remains invariant under certain transforma­
tions. 

On the other hand, a Gestalt in Max 
Wertheimer's and Wolfgang Kohler's sense­
called 'determinational system' ('Wirkungs­
system'), 'dependence system'. or 'functional 
whole· by Grelling and Oppenheim - is a 
system whose elements stand to each other in 
relations of mutual causal dependence and 
fulfils only the summativity criterion. The 
definitions of 'Gestalt' and 'functional whole' 
given by Grelling and Oppenheim are in­
tended to capture these differences. 

In the case of Gestalten in the sense of 
Ehrenfels. Grelling and Oppenheim first 
introduce the notion of transposition. A 
transposition is a uansformation of an object 
which preserves the structure of the object 
undergoing the transformation. 

The Gfsta/t of an object with respect to 
certain transpositions is then defined as the 
invariant under these transpositions. Gestal­
ten as here construed fulfil the criterion of 
transposability by definition. 
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As regards the views of Wertheimer and 
Kohler on Gestalten. here the definition of 
'functional whole" is based on a concept of 
dependence. 

Let F be a class of functions. A function f 
depends on F iff fhas the same value for any 
two arguments for which each element of F 
has equal values. i.e. iff it holds for each f, 
in F. that if f,(x) = f,(y). then f(x) = f(y). F 
is interdependent iff each element f of F 
depends on F- {fl . 

A class F is a dependence system or func­
tional whole if F is causally interdependent. 

Grelling and Oppenheim take in this con­
text the criterion of non-summativity to mean 
that. when comparing a functional whole 
with its corresponding aggregate. it can be 
seen that the former is richer to the extent of 
a dependence relation. This criterion is then 
satisfied by a functional whole. for an aggreg­
ate is characterized by the absence of any 
causal dependencies between its elements. 

The studies of Grelling and Oppenheim 
served as a point of departure for further 
analyses in Rescher and Oppenheim (1955) 
and Simons (1987). 
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IU:INKICH Kl:.IIL 

Guise Theory 
Guise theory is a complex and far-reaching 
theory on mind, language, and reality. It has 
been developed by Hc~1or-Neri Castaneda 
and expounded by him in numerous papers. 
The first unitary exposition i, in Castaneda 
1974. although the name 'guise theory' is only 
used in subsequent works. 

Typical problems that guise theory was 
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designed to cope with include Gottlob 
Frege's paradox of reference and Alexius 
Meinong's data about talk of non-existent 
objects. These two issues can be illustrated 
respectively as follows: 

Problem I. Consider the following triad of 
sentences: 

(Fl) The morning star is the evening star. 
(F2) John believes that the morning star is 

bright. 
(F3) It is not the case that John believes 

that the evening star is bright. 

Intuitively. this triad could be empirically 
true, and yet it appears to be inconsistent if 
the 'is' occurring in (Fl), (F2). and (F3) is 
interpreted as identity obeying Leibniz's sub­
stitutivity law. 

Problem 2. Consider the following sen­
tence: 

(Ml) The round square is round. 

Meinong pointed out that (Ml) can be 
viewed as analytically true, and yet, as illus­
trated by Bertrand Russell, it must be false, 
since no square can be round. 

While describing the main features of guise 
theory, how guise theory deals with these 
issues will be shown. 

Guise theory i~ characterizable as a 
phenomenological ontology- a description of 
the most general aspects of the phenomenal 
world - as opposed to a metaphysical 01110-

lo,:y, which more ambitiously tries to invest­
igate the noumcnal world. 

Besides appealing to this Kantian dicho­
tomy, guise theory trace, back to Plato, 
Leibniz. Frcge. and Mcinoni,t (cf. Castaneda 
1974) a, proponents of a world-view in which 
abstract entities arc the most fundamental 
ontological units and have their being inde­
pendently from particulars. which are some­
how derived from them. 

Guisi, theory distinguishes two kinds of 
primitive simple abstract entities: on thi, one 
hand. 11-adic properties (relations) and. on 
the other hand, operators. e.g. connectives 
and quantifiers, which 'generati,' complex 
entities from simpli,r ones. 

<iui.ve.> arc complex cntitii,s who~c 'genera-
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tion' is characterizable as follows: first, 
given any number of properties, say 
F1, ••• , F., the set forming operator, { ... }, 
generates the set { F1, ••• , F.}. Second, given 
any such set, the concretizer operator, c, 
generates the guise c{F., ... , F.} (Castaneda 
1974, p. 10). The set {F,. ... , F.} is desig­
nated as the core of c{ F1, ••• , F.}. Two guises 
are to be considered identical if and only if 
their cores have exactly the same members. 

Guise theory proposes its guises as: 

I. aspects, facets. indeed guises of ordin­
ary objects such as people. cows, tables, 
chairs, considered, so to speak. in their 
massive entirety: 

2. the concrete individuals somehow 
present to our mind in our thinking 
episodes and perceptual experiences, 
whether veridical or not; 

3. the entities which function as (think­
able) denotata of singular terms. 

Ordinary objects are too "big" to enter the 
human mind. Guise theory characterizes this 
limitation as an inability to contemplate an 
object with an infinite number of constitu­
ents. e.g .. an infinite set. In fact. an ordinary 
physical object is characterized by guise 
theory as a cons11bs1anriational cluster (CC). 
i.e .. an infinite set of guises bearing to each 
other and to themseh·es the contingent re­
lation of consubstantiation c·. Among the 
laws gO\/C!ming c· are!: 

(I) consistt'11c_,·: no guise of the form 
c{ .... I' ..... -I' .... ) can be in a CC; 

(2) complt'lm,·ss: for any propeny P. and 
any CC"· there is some member of a 
that has either I' or -P in its core. 

For any set of propenies. there is a corres­
ponding guise. and all guises have being in 
the Platonistic sense. Nevenheless. not every 
guise exists. According to guise theory, to 
exist is to be st'lf-consubstantiated. lllis is 
tantamount to saying that all existent guises 
are members of one consubstantional cluster 
or another. Since both guises and CCs are 
sorts of bundles. guise theory can be consid­
ered a b11ndle-b1111dle theory of ordinary 
objects ( Castaneda 1977. p. 32~). 
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It follows from the laws governing c• that 
CCs are semi-lattices of consubstantiation at 
the top of which there is a Leibnizian indi­
vidual (Castaneda 1974, p. 25), i.e., a guise 
which in some sense can be said to 'mirror' 
the possible world it belongs to and any other 
Leibnizian individual in it. Leibnizian indi­
viduals have an infinite core having as 
member, for any propeny P, either Por -P 
{but not both). 

Given (2) above, and the fact that guises 
are not simply pointers to, but constituents 
of, ordinary objects (in the sense in which a 
set is constituted by its members), it follows 
that guise theory endorses a realist, non­
representationalist view of our epistemic 
'commerce' with ordinary objects. In other 
words, according to guise theory, the latter 
are not Lockean substrates which remain 
completely external to our mind. 

Although the human mind cannot contem­
plate ordinary objects in their entirety, it can 
attempt a never-ending piecemeal recon­
struction of them. For example, on the basis 
of empirical observations, backed by assump­
tions about causal laws, one can arrive to 
assert (Fl) above. 

In its default meaning, (Fl) is interpreted 
by guise theory as the assenion that c{ celes­
tial body, appearing in the morning} and 
c{ celestial body, appearing in the evening) 
are in the same CC. In other words: 

(Fl') C-(c{ celestial body, appearing in the 
morning}. c{ celestial body. appear­
ing in the evening}). 

C- shares much in common with identity, 
which justifies calling it a sameness relation. 
For example, it is an equivalence relation and 
allows for substitutivity in extensional con­
texts. Nevenheless. c• is not identity. The 
former can be true of distinct guises, as in 
(Fl'), whereas the latter holds only between 
an entity and itself and fully obeys Leibniz's 
substitutivity law. 

By reading the 'is' of (Fl) as C-, guise 
theory provides an original solution to Prob­
lem I above. Frege solved this problem by 
means of his serues and the distinction of two 
primitive semantic relations: expressing (a 
sense). and de11oting (an object, in exten­
sional contexts, a sense, in intensional con-
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texts). Although guises can be seen in a 
number of respects as the counterparts of 
Fregean senses, guise theory solves Frege's 
paradox with only one semantic relation: 
denoting (a guise. both in intensional and 
extensional contexts) (Castaneda 1974, p. 
30). 

In general, a definite description of the 
form the F,. ... , F" denotes the guise 
c{F,. ... , F.}. where the concretizerc corres­
ponds to the definite article 'the'. A proper 
name denotes a guise 'indirectly' in the sense 
that it is a restricted free variable ranging 
over guises (Castaneda 1974, p. 27). A 
demonstrative or indexical expression, in 
virtue of its generic meaning and of being 
'anchored' to a given experiential content, 
denotes an indexical or demonstrative guise 
(Castaneda 1977, p. 320) internal to the 
experiential content. 

For example. 'this' in its typical use 
denotes a guise having in its core the property 
of being in a certain position in a given 
perceptual field, as well as a number of, e.g., 
visual, auditory, tactual properties, depend­
ing on the kind of perception in question. 

In another example, the pronoun 'I', as 
standardly used in a given thinking ex­
perience. denotes an indexical I-guise (cf. 
Tomberlin 1983. p. 325) whose core contains 
the purely subjective property relating to the 
peculiar self-awareness of the thinking sub­
ject in that particular thinking experience. 
These inherently perspectival, subjective 
features of indexical guises are at the root of 
the phenomenon of quasi-indexical reference 
(cf. Tomberlin 1983). by means of which one 
gets as close as possible to denoting the in­
dexical guises thought of or perceived by 
other minds, without. however, fully suc­
ceeding in this. 

According to guise theory, consubstan­
tiation and identity provide but two of the 
senses of 'is (the same as)'. Guise theory 
distinguishes at least these other sameness 
relations ( cf. Castaneda I 974 J: 

1. Conflation, •c, which holds between 
two guises just in case they have logic­
ally equivalent cores. Two conflated 
guises may not be consubstantiated, but 
the laws governing c• and •c require 
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that any existent guise is consubstan­
tiated with any guise it is conflated with. 

2. Consociation, C .. , which holds be­
tween two guises that are thought of as 
consubstantiated by a mind, e.g., in the 
creation of fiction or in entertaining a 
belief. c• • is contingent like consub­
stantiation, but because of the limita­
tions of the human mind, laws such as 
consistency and completeness do not 
hold for consociational clusters. 

3. Transs11bstantiation, the relation which 
links guises across time or across worlds. 

4. Transconsociation, the relation which 
links guises across different pieces of 
fiction. 

According to guise theory, there are two 
fundamental senses in which one can pre­
dicate a property of a guise: 

1. A property P can be truly predicated of 
a guise g, in the internal sense, just in 
case P is in the core of g; 

2. a property Pean be truly predicatedofa 
guiseg, in the extemalsense, just in case 
there is a sameness relation S, and a 
guise g', having Pin its core, such that 
S(g,g'). 

The distinction between internal and ex­
ternal predication is used by guise theory, 
inter alia, to cope with Problem 2 above: 
guise theory considers (MI) true from the 
point of view of internal predication (thereby 
accommodating the Meinongian intuition), 
and false from the point of view of external 
predication (thereby accommodating the 
Russcllian intuition as well). 

Besides Problems I and 2, the guise­
theoretical machinery of guises. sameness 
relations, and internal predication accounts 
in a unitary way for a vast collection of duta 
that ground and motivate the theory. This 
collection includes: 

I. thoughts and talk about non-existents, 
whether in fiction or in real life situ­
ations, e.g., in planning; 

2. the aforementioned Frege paradox and 
similar puzzles having to do with refer­
entially opaque contexts; 
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3. P. T. Geach's puzzle of intentional 
identity, and related issues; 

4. issues of identity across different frames 
of reference, such as time intervals, 
possible worlds, stories; 

5. rigid vs. non-rigid uses of definite de­
scriptions; 

6. data related to the use of demonstrat­
ives, indicators, and quasi-indicators. 

Many issues related to 1.-6. above go 
beyond what guise theory was originally 
designed to address and this shows the fruit­
fulness of the theory. This fruitfulness is 
confirmed by the fact that guise theory has 
inspired work (by William Rapaport) in the 
reconstruction of Meinong's thought and in 
artificial intelligence. 

A number of interesting critical papers on 
guise theory. together "ith Castaneda's 
replies and extended bibliographies, are in 
Tomberlin 1983, 1986. 

See also: Meinong, Alexius I: Meinongian 
Semantics 
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Gurwitsch, Aron 

Aron Gum-it,ch ( 1901-73) was born in Vilna, 
Lithuania. into a family noted for rabbinical 
scholarship. B.:tween 1919 and 1923 he 
studied under Carl Stumpf (l~S-1936). 
Edmund Husserl ( 1859-1938). Adhemar 
Gelb ( 1887-1936), and Kurt Goldstein 
(1878-1965). His dissertation Phiinome­
no/ogie der Thematik 1111d des reinen /ch was 
published in P.vycho/ogiscl1e Forschung in 
11/29. Gurwitsch tkd National Socialism in 
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1933, teaching thereafter in Paris and in the 
United States. 

Gurwitsch developed the ontology of con­
sciousness as a revision and elaboration of 
Husserl's general theory of intentionality as 
set forth in Ideas I of 1913. He accepted 
Husserl's distinction between the event, 
sense, and referent of a mental act of atten­
tion, and accepted Husserl's transcendental 
idealism as the project of accounting for 
objects by describing the acts, senses, and 
laws of thematic transformation via which 
they become manifest to consciousness. 

Gurwitsch departed in various details 
from Husserl. He rejected Husserl's ego­
logical account of attention in terms of the 
act of a 'transcendenral ego', preferring in­
stead descriptions of thematic transforma­
tions as operations mappi11g from themes to 
themes. He rejected Husserl's account of 
intentionality as an act bestowing meaning 
on sense data, and rejected Husserl's 
account of the relation of the object which is 
intended to the Sin11e via which it is in­
tended. Finally ( under the influence of Max 
Weber and Alfred Schiitz), he rejected 
Husserl's account of the relation of the 
world of purely bodily nature (die Dingwelt) 
to the cultural life-world. 

These departures from Husserl derive 
from Gurwitsch's Gestalt-theoretic revision 
of the Stumpf-Husserl doctrine of dependent 
and independent parts. Gurwitsch defined 
any part of a theme of attention as in­
dependenr if it is thematizable via the trans­
formation of singling out. and as dependenr 
otherwise ( 1966. p. 264 ). Gurwitsch de­
scribed his denial "that an item which is 
susceptible of being singled out remains 
phenomenally the same when it is singled 
out" as the crux of his departure from Stumpf 
and Husserl. --who maintain that an item can 
merely be isolated and otherwise remain 
what it is" (1966, p. 264 ff.). 

Gurwitsch's definition of dependent and 
independent parts in terms of processes of 
consciousness whereby they become themes 
of attention is in striking contrast to the 
definition in terms of foundation suggested by 
Husserl in the third Logical Investigation. 
and lends a characteristic flavour to his work 
as a whole. 
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Hartmann, Nicolai 
Nicolai Hartmann (born 1882, Riga; died 
1950, G6ttingen), disciple of Hermann 
Cohen (1842-1918) and Paul Natorp (1854-
1924). the leading scholars of Marburg neo­
Kantianism. was appointed in 1922 to the 
chair of philosophy in Marburg, succeeding 
Natorp. In 1925 he was appointed to the chair 
in Cologne. in 1933 to the chair in Berlin, and 
in 1945 to the chair in G6ttingen. Influenced 
by the phenomenology of Edmund Husserl 
(1859--1938) and Max Scheler (1874-1928), 
Hartmann turned away from neo-Kantianism 
and initiated a ·new ontology' from 1919 
onward. After the publication of his first 
systematic work, Grwuiziige einer Melaphysik 
der ErkennlniJ (I 921), he soon became one 
of the leading thinkers of 20th-century 
German philosophy. 

Hartmann•, epistemology goes beyond the 
restriction to the subject of knowledge and to 
the objects as ·constituted' by the subject and 
reaches out once more to 'the being quu 
being' which is independent of all knowledge. 
On this basis Hartmann develops his ontology 
in four extensive volumes: Zur Grundlegung 
der Omologie (1935), Miiglichkeit und Wirk­
li,·hkeil (1938), Der Aufbuu der reu/en Welt. 

342 

Grundriss der allgemeinen Kalegorien/ehre 
(1940), and Philosophie der Natur. Abrissder 
speziellen Kategorien/ehre (1950). His pro­
cedure is strictly directed towards the trans­
subjective reality and he analyses in detail the 
categories thereof. Hartmann thereby dis­
tances himself from that other great 'new 
ontology' of our time, the existential ontology 
of Martin Heidegger. 

Hartmann embraces a stratified hier­
archical system of the world (Schichtenlehre). 
He defines the categorical characteristics 
of the four 'strata of being' (anorganic, 
organic, psychic or ·seelisch', mental or 
'geistig') and the laws of their interdepend­
ence. Hartmann lays stress on the distinction 
between 'seelischem Sein', studied by psy­
chology, and 'geistigem Sein', appearing e.g. 
in language, humanities and sciences, law 
and ethics. 

Generally, his method comprises three 
phases: 

I. phenomenological description; 
2. analysis of the problems that thereby 

become apparent; and 
3. solution or, if this is not possible, limita­

tion of these problems. 

By refuting neo-Kantian logical idealism, 
Hartmann not only creates a new ontology 
centred on being quu being, he also turns 
back to metaphysics, even though it is a 
metaphysics of problems only, i.e. limited 
to the mere analysis of those unavoidable 
though unsolvable questions which finally 
emerge for human reason in all fields of 
research. Remarkably enough, he practically 
excludes the queMion of the philosophical 
knowledge of God, even though he claims 
that reason must not avoid any of the prob­
lems which it is confronted with. 
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Hayek, Friedrich A. von 
Friedrich August von Hayek was born in 
Vienna in 1899. He studied law, and econom­
ics with Friedrich von Wieser (1851-1926). 
and subsequently worked with. and was 
influenced by. Ludwig von Mises (1881-
1973). He was appointed to a chair in eco­
nomics al the London School of Economics 
in 1931. and moved to Chicago in I 950. He 
subsequently taught in Freiburg im Breisgau 
from 1962 to 1967. 

Hayek is well known for his work on 
economics in the tradition of the Austrian 
School of marginalist economics. founded by 
Carl Menger ( 18-I0--1921 ). He was awarded a 
Nobel Prize in 1974. He has also written 
extensh·elv on political and legal philosophy 
and on th~ methodology of social science. as 
well as on the character of human sensory 
expc:rience. There are interrelations between 
his work in these different areas. 

In economics. in addition to work on the 
theor1· of capital .md on trade cycles, Hayek 
extended Ludwig nm Mises's ideas about 
the prohk•ms of ec,,m>mic calculation under 
socialism ([11dil'id11ali.,m and Economic 
Order. 1'141!). Hayek pictured markets as 
em1hling indi\'iduals who do not have face-to­
facc relations to co-operate. and to make use 
of dispersed and tacit knowledge of a charac­
ter that could not be made available to a 
central planner. He also stressed the way in 
which. within markets. individuals and com­
panies can learn by trial and error. aod 
developed a view of compc:tition in markets 
as a discovery procedure (New S111dies. 

19711). 
Like many economists, Hayek has been 

concerned with the systematic consequences 
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of self-interested human action; but his work 
is marked by a distinctive concern for human 
action and perception as subject to rules and 
kinds of ordering of which we are not ordinar­
ily aware (Studies in Philosophy, Politics and 
Economics, 1967; New Studies, 1978). 

Hayek has been interested in the relation 
between such rules and orderings and the 
large-scale consequences to which they give 
rise. In this connection he has discussed not 
only markets, but also other social institu­
tions such as law and language. He has also 
been much concerned with the idea of ·spon­
taneous order': with institutions that are 
neither innate to man nor deliberately de­
signed, but are the unintended products of 
human action, and seen as the products of a 
form of cultural evolution (Law, Legislation 
and Liberty, 1973--8; The Fatal Conceit, 
1988). 

In discussing social institutions, Hayek 
generalizes ideas drawn originally from his 
understanding of the market, contrasting a 
nomos or spontaneous order with a taxis or 
order in which the movements of each ele­
ment are fully planned. Hayek also allows 
that we can design institutions to work on the 
model of a spontaneous order. This idea is 
illustrated by his own constitutional pro­
posals, and by his proposal for the 'denational­
ization of money'. While in his more recent 
writings Hayek has offered an 'evolutionary' 
account of the development of social institu­
tions, he has stressed that we can. and should, 
make piecemeal critical improvements to 
them and has in this connection drawn paral­
lels with Karl Popper's 'critical rationalism·. 

Hayek has also written extensively on the 
methodology of social science. where he has 
emphasized that human action is performed 
in relation to objects as they are classified and 
understood by the agents involved (as op­
posed, say. to the way in which a physicist 
might understand them). (See Tire Counter­
Revolutio11 of Sdettce, 1952.) In his work on 
perception (notably Tl,e Sensory Order, 
1952). he has argued that objects as we 
perceive them have qualities which are the 
product of contrasts and differentiations that 
have been made by us unconsciously. In his 
view. these contrasts and differentiations also 
play an important role in constituting our 
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sensory and cognitive apparatus. Hayek pic­
tures our own reason as a product of cultural 
evolution, and has argued that the ordering 
of our experience has aspects of which we 
cannot become fully aware. 

Hayek has also argued that there are 
limitations on our ability to predict the be­
haviour of complex phenomena, including 
both spontaneous social orders and such 
natural phenomena as the tides. While we 
cannot hope to make detailed predictions of 
their behaviour, we can arrive at 'explana­
tions of the principle', which enable us 
to make ·pattern predictions' about them 
(Srudies in Philosophy, Polirics and Eco­
nomics). Hayek has also criticized the 
•scientism · of those who advocate, in the 
social sciences, ideas about method or ex­
planation drawn uncritically from the natural 
sciences. or from what they take the natural 
sciences to be. Hayek's work on these themes 
is offered as a contribution to methodology 
and the theory of explanation. Yet there is a 
connection with larger themes in Hayek's 
work. For Hayek is concerned that know­
ledge of the characteristics of markets, and 
of other complex phenomena, will be over­
looked. and useful institutions damaged, if 
scholars use inappropriate criteria to ap­
praise our knowledge in these areas. 
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Hegel, Georg Wilhelm Friedrich 

If someone had asked J. G. Fichte ( 1762-
1814), F. W. J. Schelling (l775-!H54), or 
G. W. F. Hegel (177~1H31) whether they 
had written a metaphysic,, they would have 
flatly denied it. For them ·metaphysic,· 
designated a pre-Kantian effort that, more­
over. relied on Leibniz', principle of identity, 
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which they considered a characteristic of a 
static type of thinking. 

Nevertheless it is obvious that at least some 
parts of their philosophies were a continua­
tion of the endeavour first conceived of by 
Aristotle. This is particularly true of Hegel. 
Strangely enough, perhaps with the excep­
tion of N. Hartmann, this was hardly noted 
by German scholars who were under the sway 
of historicism; the continuity between clas­
sical metaphysics and Hegel's philosophy 
was noticed mostly by British authors such 
asJ. M. E. McTaggart and W. T. Stace. The 
latter's ahistorical approach to Hegel through 
Aristotle was probably due to didactic 
motives: at the end of the 19th and the be­
ginning of the 20th centuries the philosopher 
whom British scholars and students knew 
best was Aristotle. The following remarks do 
not, however, rely on the comments of these 
authors. 

For Aristotle, being was in the primary 
sense of the term substance (otiaia); to 
him the real was a sum of individuals related 
to each other in many different ways. 
Therefore, the central problem of his meta­
physics was the question of how to define 
otiaia: it was something in all respects in­
dividual, to which universals could neverthe­
less be truly attributed. One of Aristotle's 
concerns was to show that his universals 
were more than Platonic ideas projected into 
the substratum of matter; for, on the one 
hand, what Plato had called ideas did not 
exist, except in man's (and since Augustine, 
God's) mind, and, on the other hand, 
Aristotle held that there existed immaterial 
substances. 

Neoplatonism and. later, Aquinas added 
an important insight which Aristotle had not 
dwelled upon: though all first substances do 
actually exist, they arc not equally 'present to 
themselves'. This 'presence of a being to 
itself, most clearly embodied in knowledge, 
they understood as a being's ability to retain 
for itself the 'producis· of it, acts. Mere 
bodies could only act on other bodies; animals 
(and tu a lesser degree plants) had an im­
manent activity called 'life' and they could 
tccl; being, endowed with an intellect re­
llccted within themselves the world around 
them and indeed the order of being; God, for 
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them, was a being whose very nature was an 
unlimited actuality of self-presence. 

In a way, Hegel continues to think along 
the same lines. Between classical metaphysics 
and Hegel, however, there were Spinoza and 
Kant. For Hegel, to be amounts to being 
present to oneself; in fact, Hegel describes 
the difference between potentiality and act as 
the difference between what merely is and 
what has a hold upon itself. As an heir to 
Kant, Hegel could not start with individuals 
in the way Aristotle had done. 

If individuals existed at all. they were limit 
concepts only; everything had to be ex­
plained by something issuing from a mind in 
which e,·erything is ·universal'. Accordingly. 
the real could not be a sum of individuals 
related to each other in different ways; it had 
to be a Mind generating individuals as its limit 
concepts. 

Of course. Hegel knew that our experi­
ence informs us only about minds that 
belong to. and thus presuppose. natural 
beings; mind. he said. presupposed nature. 
Therefore nature had to be described as 
something through which a cosmic intelli­
gibility becomes aware of itself. Logic articu­
lated the patterns of a Mind that expresses 
itself in the kind of realit,· studied bv the 
Philosophy of Nature; and ihe history ~f the 
minds in nature was the process through 
which the intelligibility of the real became 
present to itself. Without nature. the basic 
pattc,rn of Mind w,,uld b.: a mere possibility. 
a dynamic structure; without the history of 
the minds in nature the, latent Mind would 
ncvc,r become, truly itself. In the end. some­
thing like Hegel"s own philosophy. which is 
the completed sc,lf-prc,sencc, of the history of 
the, mind, in nature. is rhe Mind. Preposter­
ous as it may sound. Hc,gel"s teaching is the 
whole of rc,ality thoroughly present to itself. 
Thc,rdore. aftc,r having dc,scribed his philo­
sophy as· Absolute, Knowledge· itself. Hegel 
concludes his E11cyclopaedia with a quota­
tion from the twelfth book of the Mera­
physics in which Aristotle describes God as 
the vci11m~ vo,joewc;. the, knowledge of 
knowkdge. 

This grandiose, and pc,rversc, project has 
numc,rous consc,4uc,ncc,s. Above all. rdations 
cannot be, something supc,radded to sub-
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stance as individuals are not primary, they 
are a synthesis of relations (for universals are 
relations). Therefore all relations are of the 
kind which later scholastics such as John 
Duns Scotus called 'transcendental' and 
F. H. Bradley (as well as his critic G. E. 
Moore) dubbed 'internal'. What seems to be 
an individual in reality is nothing but a being­
related to something else and, in the end, to 
everything. The only subsistent reality is 'the 
whole', which may be grasped only by think­
ing about, and in the end reflecting upon, all 
of its dimensions. As a further consequence, 
each and every separate statement is false 
or at least one-sided; only the ultimate philo­
sophy as a whole is genuinely true. This 
ultimate philosophy is the self-understanding 
of the history of the universe, including 
everything this history presupposes. In fact, 
Hegel's pupils began to wonder how real 
history, not to speak of the history of the 
mind, was to continue. 

There is even a sense in which Hegel 
understands being just as Aristotle did. It is 
the most abstract of all concepts; but as 
nothing can be added to it, it is also the most 
concrete, in fact only reality. Therefore, 
Hegel argues. it is self-contradictory, which 
is why, thinking about it. we have to move to 
its opposite, nothingness. But nothingness i~ 
not; thus we return to being, which now ha 
to be understood as a unity of being am 
non-being, that is. becoming. But a be­
coming is always a becoming of something 
that is; thus we again reach a new notion. 
As this process goes on. the most abstract 
universal moves as if by itself. becoming 
more and more concrete; in the end it has 
become so concretized that it ·turns' into the 
reality of nature which Hegel discusses in a 
similar vein. But nature, being real, is a 
presence-unto-itself; therefore life and mind 
and culture develop and in each of them 
reality becomes more present to itself. In the 
end, there emerge art, religion. and philo­
sophy and the latter develops into a total 
comprehension of everything, including its 
own history. God. who at the beginning was 
nothing but an intelligibility presupposed by 
the real. has reached his ultimate com­
pletion. and he has reached it by an un­
folding. in part 'logical'. in part historical. of 
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what the notion of being contains. Aristotle 
and Thomas Aquinas, too, spoke of an 
unfolding of being; but they never under­
stood it as a ·real process'. For to them, 
being was ultimately a concept generated by 
the human mind. 

It has been rightly remarked that Hegel 
writes his philosophy from the point of view 
of the Absolute, i.e. of God: Logic describes 
how his own nature unfolds, the Philosophy 
of Nature tells how God creates the world, 
the Philosophy of Mind how God returns 
unto himself. One is almost reminded of the 
tripartition of Aquinas's Summa: God, the 
creatures, Ethics as the creatures return to 
God. Yet Hegel's God is not a pure actuality 
present to itself; he is the becoming of such 
an actuality and it is he himself, not his 
creature. who returns to himself. Between 
classical metaphysics and Hegel stand not 
only Spinoza and Kant. but also gnostic, 
cabbalistic. and theosophical speculations 
which suggest that created entities are a 
development of God himself. In Hegel, God 
literally needs the world in order even to be 
God; without it, he would only be a con­
ceptual framework in the mind of no one. 
This in turn means that if, as no one would 
want to deny. there is anything at all, then 
God cannot but culminate in an ultimate 
philosophy. As in Aristotle. he is a v611m,; 
voijaau;: but the latter is a human endeav­
our. namely. philosophy. 

The path to the Absolute's standpoint is 
mapped out in the Phenomenology of Mind. 
One of the many weaknesses of Hegel's 
philosophy is that he never succeeded in 
incorporating this ascent into his system. 
The Absolute is the universe comprehending 
itself: but man ·s way to the starting-point of 
its comprehension belongs neither to the 
universe nor to the Absolute. Hegel tried 
to disguise this fact by intimating lhal the 
history of philosophy from Parmenides to 
himself was just such an ascent; but as this 
ascent has to be repealed by everyone trying 
to think as Hegel did. ordinary life and ih 
experience remain 'unexplained'. These arc 
the lowlands of the Aristotelian individual, 
related to each other only by ordinary rela­
tions in the Aristotelian sense, both of which 
Hegel held in disdain. 
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Heidegger, Martin 

Martin Heidegger was born in Messkirchl 
Baden in 1889 and died in Freiburg in 1976. 
His enquiry into being-as-such began in 1907 
when, as a secondary school pupil he read 
Franz Brentano's On the Several Senses of 
Being in Aristotle, published in 1866. 
Heidegger obtained his Ph.D. in 1913 and his 
habililation in 1916 al the University of 
Frei burg im Brcisgau. He served for a time as 
Edmund Husserl's assistant, and concluded 
his probationary period in phenomenology in 
1927 as professor in Marburg with his main 
treatise Bein!( and Tim,•. a hook thal immedi­
ately gave rise lo much discussion. 

Phenomenology. according lo Heidegger, 
had up to then consliluled nothing other than 
"a primarily melhmlological approach anti 
conception". Heidegger seeks lo make the 
Husserlian conccplion more concrete. starl­
ing uul from the phenomenologist's trans­
cendental analysis of lhe inlenlionalily of 
consciousness and breaking through lo what 
he calls an exislcnlial analysis of heing-in-lhe­
world. Da.>ein or being-there for Heidegger, 
i.e. the human individual in his full integrity 
a, a living heing, has priority over mere 
consciou,ncss. 1 leidegger accordingly ana­
lyses expressly Iha! realm which llusscrl had 
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singled out under the heading "world of life 
experience", and which he later, under the 
influence of Heidegger's Being and Time, 
rechristened the life-world or Lebenswelt. 
Heidegger leads ontology back to its core, in 
man, in the human individual as a whole. 

In the years between 1928 and 1945 
Heidegger served as Husserl's successor in 
Freiburg. He twice declined a call to Berlin. 
In 1933-4 he served as rector, but resigned 
before his term was up. Later writings and 
lectures unveil a certain ambivalence vis-a-vis 
all political affairs. even towards human 
existence in general. an attitude suited to the 
insights of his ontology and to his rethinking 
of being-in-itself wherein he sees himself as 
having exposed a certain existential tension. 
tautness. or tom-apartness in the human 
individual. a conflict setting the behaviour of 
the human individual against his fellow 
beings. against the world. the universe, the 
cosmos. 

Suspended from his professorship in 1945. 
he opted in 1952 not to accept an offer to 
return to his former chair. From time to time 
he held lectures and seminars. especially in 
France and Switzerland. 

From Ontology to Fundamental-Ontology. 
Heidegger asks: what is being'? What is the 
meaning of being-in-general'? - this being 
that is always. e,·erywhere implicitly or expli­
citly presupposed in <lllr thinking and speak­
ing. explicitly in most of the Inda-European 
languages. This C<1m.:s across particularly in 
ancient Greek. where from 700 ec the forms 
·am. is. he. was. were. being· held philo­
sophers in suspense. .. Being is said and 
interpreted in many ways··. is how Aristotle 
worded the pr<1hlc:m of ontology. and this 
Heidegger considers the guiding principle for 
his own interrogations. Philosophy was and is 
ontology: it interprets being by unfolding. 
disentangling. analysing it: first and second 
substance I Aristotle). beings and their es­
sences or natures. reality and actuality. pos­
sibility and potentiality. these are ontology's 
fundamental concepts. They comprehend 
everything. all things as things that are and 
that simultaneously stand in relation to the 
whole of all that is. A tree. a house. a human 
individual. God - all are. There is one sole 
being in which essence and existence, possib-
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ility and reality, coincide: the perfect, con­
summate being, God. After the fashion of 
this unique coincidence of essence and exist­
ence devised in ancient and medieval onto­
logy. Heidegger conceives an analogous co­
incidence in man. The essence (nature) of 
Dasein, i.e. of the human individual, lies in 
his existence. This is Heidegger's initial pos­
tulate. The human individual is the funda­
mental notion of his fundamental-ontology. 
The latter has to perform the function of 
interpreting being-as-such, i.e. via man as 
Dasein. 

From the Question: What is Being-as­
Such? to the Question: What is Time? Dasein 
is the human being, which is to say that 
existent for which 'being' is or is present. and 
to which being opens itself. Being, which was 
traditionally understood as eternal and true 
being. becomes temporal, enters into time, 
according to Heidegger, in man. The ques­
tions of time and truth are thus addressed in 
the question of man. and all of these ques­
tions are addressed together in Being and 
Time. Heidegger's magnum opus. where he 
presents the being of man and at the same 
time presents being to man. 

Man is the ontological animal. He articu­
lates being, however, not only in his thinking 
and knowing, but also in the practical side of 
his life. It is in existing. and thus in his 
feelings. moods. and also in all forms of 
speaking and understanding, and not in 
theories that being expresses itself. Being is 
lived, not observed. Thus man experiences 
being in the entire span or tension between 
reality and possibility. These coincide and yet 
at the same time they tear man apart. 

The main thesis of the older ontology is 
this: that God, the perfect. consummate 
being has annulled tension and tom­
apartness. According to Heidegger. man 
never neutralizes this tautness. He carries it 
through to the full term, bears the tension 
until death. Thus. possibility is simultan­
eously reality, and reality is potentiality. 
More problematically expressed: existing for 
the human individual means on the one hand 
reality: on the other hand, however. and 
more importantly. it means possibility. 

Man is not. He has to be. This is man's 
task. The first division of Being and Time. 
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entitled "Fundamental analysis", makes this 
thesis more concrete. The essence of Dasein 
is his existing, and in this is announced his 
task, the obligation or condemnedness to 
be. Fundamental-ontology leads to specific 
categories which Heidegger singles out by 
calling them 'existentials'. as contrasted with 
the traditional categories of the older onto­
logy. While the latter had easily lent them­
selves to be expressed in substantival forms 
(which shows that they were more or less 
determined by the idea of substance), 
Heidegger has the alternative of formulating 
his existentials not so much by means of 
nouns as by means of verbs, adverbs, even 
prepositions. Certainly he, too, sometimes 
employs the traditional substantialistic style 
and employs nouns to describe his new 
existentials. In the last analysis, however, it 
becomes clear that the experience of exist­
ence and of being-as-such can be formulated 
only by indirect linguistic hints and indica­
tions. A substantivizing approach would be 
tantamount to substantializing or hypostas­
izing a constellation of actualities which 
allow themselves to be stated neither in 
categories of being nor in categories of con­
sciousness. but only, Heidegger claims, 
through existentials. The analysis begins with 
the existentials of being-there as ··being-in­
the-world"". of thrownness, forlornness. for­
sakenness, of the "project'" or life-task. It 
ends with the existential of concernedness or 
preoccupiedness with or caring-for. 

The second section of Being and Time 
concerns the correlation between being-there 
and temporality or time-like-ness. The two 
hang together in that a possible wholeness of 
being-there and a being-towards-death coin­
cide. Experiencing being-in-itself turns into 
the experience of time as 'truth' and as 
'horizon· of being. Likewise the existential 
analysis of being-there leads from being-as­
such to time. Heidegger's second section 
ends in an analysis of 'temporality and histor­
icity'. that is in an investigation of time in 
general and of our understanding of time. 
Being-as-such turns out to be thoroughly 
\uffused or marked by time and by the 
experience of time. Being-there and exist­
ence are ineluctably an experience of histor­
icity. There is no being-in-itself outside and 
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without time. Heidegger's investigations of 
being-in-itself hereby temporarily fade into 
the question: what is time or what does 'time' 
mean? Being-as-such and time once again 
mirror one another. 

The planned third section was destined to 
be called Time and Being. This, however, 
was never published. Throughout his life, 
Heidegger continues nevertheless to be 
obsessed by the 'turnabout': it remains his 
central task. In 1969, thematizing this re­
versal explicitly in his treatise Time and 
Being, he expounds the reasoning that had 
led to the appearance of Being and Time and 
emphasizes the temporal character of being­
in-itself and its historicity. He there calls 
being-in-itself destiny, fate, or doom. Finally 
he calls it the 'event' or Ereignis, the happen­
ing, a word used after 1936 and especially in 
the so-called ·second main treatise', Con­
tributions to Philosophy ( Of the Event), a 
work published posthumously in 1989 in a 
version in all likelihood edited by Heidegger 
himself. This book remains still but a torso, a 
fragment, and for good reasons: Heidegger 
did not want to have it published while he was 
still alive. In it. he wrestles for an experience 
of the being-as-such in its quality as the event, 
the happening in general, to which all beings 
- and more than anything else all human 
individuals - are consecrated, dedicated, 
doomed. 

An Insight Into Thu! Which Is. Heidegger 
seeks an insight into that which is, especially 
in a course of lectures discussing tool-making 
crafts as an anthropological phenomenon -
or, in other words. technology. In this course, 
under the title: "Tcchnics and turnabout 
(from being and time to time and being)". he 
calls tool-making and technology the Ci,•ste/1: 
the scaffolding, arrangement. the bringing to 
a stand or immohilizing of a being. Techno­
logy aims at Herstellung or creation. at the 
manufacture of instruments or utensils. at the 
making of machine, designed <'.t 11i/1i/o. From 
the beginning of the modern era, which is to 
say from Thomas Hobbes to Kari Marx. this 
thoroughly artificial. man-made. invented 
hringin~ forth i, seen as a creation of self and 
thereby also of a world. a world augmented. 
aggrandized from the merely hiologieal. 
From this point ot view man is considered as 
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the subject who presents and creates: this 
subject sets or projects inventions or designs 
before his mind's eye; on the one hand he 
visualizes, ideates, imagines, and on the 
other hand he makes, creates, brings forth, 
puts his imaginations into practice. Man is 
supposed to understand only that which he 
makes from nothing; he is supposed to under­
stand off his own bat exclusively the mechan­
isms of his own artefacts. 

Vorstellen, ideating, visualizing, imagin­
ing, inventing, Herstellen, making, the arti­
ficial, the man-made - all of this is what 
Heidegger tries to explain in its radicalness 
by naming it the Geste/1: the scaffolding, 
mounting. organizing. bringing to a stand. 
Regarding technologies, the point is not only 
to describe the fact that the human being 
creates artificial instruments and that he 
considers himself as their creator. One has 
to describe also the fact that man is prisoner 
both of his Vorstellen (ideating. ,isualizing. 
inventing). as also of his Herstellen (cre­
ating. making. constructing). He is thereby 
umstellt (encircled. surrounded) b,· his own 
man-made gigantic superhuman Geste/1: the 
scaffolding of his technology. He is. in his 
existence, put to a stand or dri,·en to the wall 
by his machinations and machineries. by 
himself as a sorcerer's apprentice. His exist­
ence is blinded and obstructed; it is barred 
and blocked up by the man-made realm. 
the artificial paradise of his gadgets. World 
and natur<! art! in this way themselves set at 
bay. or set in order: they are organized or 
structured and th<!reby 1·erstel/1 (blocked up, 
blinded, barricad<!d). Nature reaches the 
point where it is turned upside-down by the 
scaffolding of technology and is thereby 
disfigured beyond recognition. 

Heidegger wants to grasp and characterize 
a very intricate, and enormous. constellation 
of man-made facts and realities. It becomes 
thereby evident how much thinking is linked 
to speaking and depends on the idiomatic 
idiosyncrasies of a single language - in our 
case, on German and indeed on German­
isms ( on the German isms of the German 
idiom). Philosophizing. or speaking philo­
sophically. is conceptualizing an experience. 
stating a constc:llation of facts and circum­
stances. But that is always, again and again. 
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the question; and Heidegger - who intends 
to speak about being-in-general and about 
human being by characterizing them by 
using words such as ·event', 'happening', 
'doom, fate, destiny', 'scaffolding' - is fully 
aware of it. 

The History of Ontology. In the rough 
sketch and first project, Being and Time was 
supposed to comprise two halves, and not 
only the three divisions of the first half. The 
non-existent second tome ought to have 
concerned the issue whether and to what 
extent philosophies, metaphysics, and onto­
logies have as yet asked the question of the 
meaning of being, which is to say the ques­
tion: what does being mean, the question as 
to being-as-such and in itself and in general? 
Or has philosophy dodged this issue? 
Heidegger accuses philosophy hitherto of 
forgetting being-in-itself, of dooming being 
to oblivion. The second volume has never 
been published; but Heidegger did not cease 
to investigate exhaustively, in his subsequent 
lectures and various later writings, the 
history and the sins of omission of the older 
ontologies in the light of the question of 
being. His investigations are well docu­
mented in the "Complete edition" from 1975 
onwards. In it, many courses of lectures are 
surprisingly easy to read and to understand. 
In the so-called late writings, however, 
dating back to the appearance of Being and 
Time and treating of the turnabout from 
Being and Time to Time and Being. 
Heidegger is searching for a new language, 
and the wording of his ideas becomes ever 
more metaphorical. 
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Heraclitus 

Heraclitus of Ephesus, an Ionian Greek 
colony on the west coast of Asia Minor, 
probably lived from about 540 to about 480 
BC. He was said to be of aristocratic, even 
royal descent, and he was credited with a 
single book, later entitled On Nature, which 
was famous throughout antiquity for the 
obscurity of its language. Ancient writers 
have preserved for us only a somewhat 
random series of brief sayings of Heraclitus, 
and, although these number well over 100, 
there has been controversy as to whether the 
book itself was a mere collection of sayings or 
presented a continuous and perhaps rather 
more systematic account of his views. Doubts 
as to whether there was any such book at 
all seem to be answered, however, by a 
quotation specifically assigned to the be­
ginning of the book by Sextus Empiricus 
(c. 150--c. 225). Adv. Math. VII 132. 

It is clear that Heraclitus believed that he 
had arrived at a special insight into the nature 
of truth and reality, and his views had an 
immediate impact on those who came after 
him. an impact not exhausted even at the 
present day. The attempt to reconstruct his 
thought from the surviving fragments alone 
is difficult and unsatisfactory, yet their dis­
cussion in the context of the writings in which 
they occur is also dangerous as introducing 
distortions. Often, however, it is just the way 
in which his ideas were taken up by later 
thinkers which gives them their historical 
importance. This difficulty provides us at the 
outset with a kind of tension in interpretation 
which is itself Heraclitean in its operation. 

Central to his thinking is his use of the term 
Logos, combining three strands of meaning: 
what people say, what Heraclitus himself 
,ays, and a kind of universal formula found al 
the base of all cosmic processes including 
human experience. The Stoics equated thi, 
concept hoth with Reason and with God 
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as the Active Principle which controls the 
structure and activity of the universe. For 
Heraclitus its most important manifestation 
was in the provision of an underlying connec­
tion between opposites. He accepted from 
some of his predecessors the doctrine of an 
unceasing conflict both of physical opposites 
such as Hot and Cold (regarded as separate 
substances) and of other purely qualitative 
opposites such as harmful and beneficial. But 
he added a doctrine of the unity or identity of 
opposites according to which one thing is 
all things and all things are one thing, being 
both divisible and indivisible, generated and 
ungenerated, mortal and immortal and so on 
(Fragment SO). This identity was associated, 
however, with a belief in perpetual change 
and strife between opposites. So even Justice 
is Strife - all things are fitted together in a 
kind of two-directional tension as in a strung 
bow and a lyre (Fragment SI). 

This doctrine of perpetual change ap­
pealed strongly to Plato as explaining the 
phenomenal world in contrast to the un­
changing Platonic Forms. It is Plato who 
gave currency to the supposedly Heraclitean 
doctrine of Universal Flux expressed vividly 
in the statement that it is not possible to step 
twice into the same river because it will have 
changed in the meantime, to which a later 
Heraclitean, Cratylus, added 'no, nor even 
once either' because it is changing even as 
you step into it. For Heraclitus the world 
order itself is eternal and this could be 
expressed by regarding ever-changing Fire as 
the ever-living source of all things. Later 
writers fitted I leraclitus into their schema!• 
ized accounts of the pre-Socratics by suppos­
ing that for Heraclitus Fire was the primary 
substance, as water was for Thales of Miletus 
(II. c. 580 ec). But for Heraclitus it was prob­
ably a concrete manifestation of the Logos 
"kindling in measures and being extinguished 
in measures" (Fragment 30). 

This and similar statements led the StoiL-s 
to allribute to Heraclitus a doctrine of a 
world cycle leading to a periodic Universal 
Conflagration when everything returns to the 
original lire, followed by a rebirth of the 
world exactly as it was before. God is identi­
fied hy I leraclitus with the opposites, as thut 
which persists throughout their changes, and 
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as the knower of all things. The human soul in 
its proper state is made of fire - sleep, 
drunkenness, and foolishness generally are 
due to the moistening of the soul which 
is subject to the same cycles of change 
that apply to the rest of the world. Finally, 
language if properly used must reflect the 
structure of reality, the linguistic flux cor­
responding to the flux of experience, a point 
of continuing interest for those who are 
concerned with present-day theories of 
meaning. 
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Herbart, Johann Friedrich 

Johann Friedrich Herbart was born in 
Oldenburg in I 77t, and died in Gottingen in 
1841. He was a leading German educator and 
philosopher and is now known as one of the 
founders of modem scientific pedagogy. He 
e~erted a prnfound influence on teaching 
practices from the second half of the I 9th 
century until World War I. when the rigid 
systems into which some of Herbart's fol­
lowers had transformed his educational ideas 
were overcome with the appearance of re­
formist movements. The basic concept of 
Herbart's pedagogy is that of Bildsamkeit 
( fonnability), a concept situated between 
freedom and determinism. 

As a philosopher Herbart was important 
because, as a thinker who had studied under 
Johann Gottlieb Fichte and who had been 
appointed lo the chair of philosophy in 
Ki\nigsberg forml"rly occupied by Kant, he 
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reacted successfully against idealism and led 
to a renewed 19th-century interest in the 
doctrines of realism. His major philosophical 
works are Psychologie als Wissenschaft, 
neugegriindet auf Erfahrung, Metaphysik und 
Mathematik (1824-5), and Allgemeine Meta­
physik nebst den Anfiingen der phi/osophi­
schen Naturlehre (1828-9). 

For Herbart philosophy consists of logic, 
metaphysics, and aesthetics {in which ethics 
is included). The task of philosophy is die 
Bearbeitung der Begriffe (the treatment of 
notions): logic clarifies notions and their 
combinations, metaphysics 'supplements' 
them wherever logical treatment does not 
yield a clarification, and aesthetics has to 
consider that class of notions which imply 
judgements of value. 

The most important metaphysical ·supple­
ment' and basic concept of Herbart's philo­
sophy is that of das Reale {the real), which 
refers to an elementary entity of unknown 
qualities (cf. Trager 1982). Every phe­
nomenon is metaphysically constituted by a 
multiplicity of such ·real' components in a 
kind of atomistic world which can be com­
pared in this respect to that of Leibniz. (A 
comparison of Leibniz and Herbart was pub­
lished by Robert Zimmermann in 1849.) 

Herbart's psychology consists partly ol 
metaphysics (namely, his account of the ego 
as a 'real') and partly of a theory of associ­
ations in which he aims to explain the move­
ments of Vorstellrmgen (ideas) by different 
Assoziationsgesetze (laws of association). His 
exact mathematical approach in quantifying 
these processes has not endured. Many con­
cepts from his psychology of association did, 
however. exert a lasting influence on Sig­
mund Freud (1856-1939). 

The great importance of Herbart during 
the last century, especially his profound 
influence as a psychologist, as promoter of a 
renewed realism and as a representative of a 
strict formalistic aesthetics, is completely 
underestimated today. 
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Hierarchy 

A hierarchy is a type of order based on 
relations of priority ( anteriority) and posteri­
ority. A clarification of this definition re­
quires a specification of the principle that 
constitutes order as such. 

Order Based on an Immanent Principle­
There is an order, for example, between soul 
and body. Since the soul and the body form 
one living substantial being, the order obtain­
ing between them is that of an immanent 
organization. A living being is an organism, 
and its body is animated and determined in its 
order by the soul which animates it. When the 
living being dies. i.e. ceases to be animated, it 
becomes disorganized, and decomposes. The 
unity of a living being is thus a typical case of 
an order of which the specific principle is an 
immanent form; Western tradition has al­
ways called this principle a soul. Of course, 
this description i, acceptable only to those 
philosophies which recognize the substantial 
unity of soul and body (e.g. Aristotelianism 
and Maine de BiranJ, not to those which 
distinguish soul and body a, two separate 
substances (e.g. the Scotist tradition and 
Rene Descartes). But it i, compatible with 
any attempt to explain the unity of a living 
being via physiological law,. 

Hierarchical Order Based on Efficient 
Causality. For there to be a hierarchy in a 
stricter sense, however, there must be an 
ordering principle exterior to- if not separate 
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from - the reality that is ordered. Now the 
exterior, if not separate, principles of any 
reality are its productive agent, its exemplary 
model and its end. Thus, a series of acting 
agents can be ordered hierarchically accord­
ing to the degree of their participation in the 
causal efficiency of a primary agent. In 
medieval philosophy, it was usual to distin­
guish the divine primary agent from created 
secondary agents, the causal efficiency of the 
former being communicated to the latter. 
And there was an important controversy as to 
whether the communication of divine causal 
efficiency to the created causes meant that 
these should nevertheless be regarded as 
acting autonomously, or whether it meant 
that they were merely subordinate instru­
ments of God's action. Fearing the second 
alternative, late medieval followers of Duns 
Scotus conceived the human will as being 
capable of acting by itself in order to attain 
salvation without any motio praeveniens of 
divine grace (Pelagianism). This doctrine 
prompted the violent reaction of the 
Reformation. But Thomistic Aristotelianism 
continued to defend a conception of human 
will as being free under this motio praeveniens 
of divine grace, a doctrine that is much more 
satisfactory. Indeed, an instrument is hier­
archically subordinate to a principal agent, 
and lacks any causal efficiency proper to 
itself, whereas a secondary agent can be 
subordinate to a principal agent without 
losing the autonomy of its power of acting. 
This can be seen even in hierarchical organ­
izations such as armies and political societies, 
where the subordinate individual acts in 
virtue of the causal efficiency of his superior; 
this ensures the unity of action of the organ­
ization as a whole without endangering the 
subordinate', specific autonomy. 

Hierarchical Order Based on Exemplarlty, 
In such cases as the above, taken from 
metaphysical and social contexts, it appears 
that the secondary agent partakes of the 
causal efficiency of a primary agent, if not of 
its authority. and that the subordination of 
the secondary agent to the primary agent 
manifests a hierarchy basted on exemplarity. 
In general, a multiplicity of things is ordered 
hierarchically according to their more or less 
pcrfoct dcgrt:e• of participation in one arche-
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type. In this proposed definition, the expres­
sion 'more or less perfect degrees' taken by 
itself is enough to indicate a hierarchy. Thus, 
for instance, there is a hierarchy of beings in 
relation to their exemplary Idea in Plato's 
world. In Pseudo-Dionysius, there is a hier­
archy of angels and men based on their 
greater or lesser proximity to God (in this 
context the term hierarchy has the meaning 
of 'sacred order'). In more down-to-earth 
affairs, there is a hierarchy of functions in a 
political or military organization, which is 
based on the fact that each member exercises 
to a greater or lesser extent the causal 
efficiency communicated by the princeps. 
and thus partakes of his authority. whatever 
the form of the princeps may be. Although 
the ordering principle. referred to here as an 
exemplary model. is exterior or separate. this 
does not prevent it from ensuring the unity of 
the multiplicity that it orders hierarchically. 
Strictly speaking, the unity thus secured is 
relative. it is not absolute like that of a li,ing 
organism animated by a soul. This relati,·e 
unity is a unity governed by a principle of 
measure which determines the ,·alue. in itself 
and in relation to its principle. of each 
member of the hierarchical order. 

Hierarchical Ordu Based on Finality. A 
human institution. such as a city (po/is), 
pursues a specific good which can be defined 
as its unity or its peace (rranqui/liras ordinis. 
according to Augustine). Philosophers have 
very often been tempted to speak of it 
metaphorically in terms of an organic body. 
Indeed. a living being's acts or functions 
taken as a whole arc hierarchically ordered 
hy the ends the living being pursues, and 
principally by that ultimate end which is its 
survival; more precisely. according to the 
greater or lesser role they play with regard 
to survival. Here too. the ordering principle, 
which in this case is the end. determines the 
value of every act or function with regard to 
one another and with regard to the whole 
they constitute. What is here said of a living 
being can be extended to ethical life. The acts 
of a moral subject are in vain if they do not 
pursue an end. The question that arises in 
ethical life is that of knowing which good can 
be the will's real ultimate end, that is. im end 
which is really good and which is not relative 
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to other ends, but for which the moral subject 
is prepared to sacrifice his life, beyond the 
merely physiological imperatives of survival. 
Philosophers have proposed various doc­
trines on this issue. But it seems that the 
moral philosophies which most adequately 
correspond to the reality of the human con­
dition are those that propose, as an ultimate 
end to man's moral actions, not mere sub­
jective utility (e.g. J. S. Mill), but either man 
himself, in as much as he stands as a friend, 
or God, known and loved through contem­
plation. These are the ultimate ends on which 
the unity of a moral person is grounded; it is 
according to these ultimate ends that he can 
organize the whole of his subordinate and 
secondary objective ends, and that he can 
represent to himself the system of values he is 
ultimately prepared to defend. 

Exemplary Hierarchy and Hierarchy of 
Ends in Political Society. Th us, the hierarchy 
of ends is not the only type of hierarchy to be 
found in moral life. Moral life presupposes a 
hierarchy of values according to law and 
duty. But this hierarchy of values is itself 
ordered according to the hierarchy of ends, in 
a way analogous to the order there is between 
matter and form. From this point of view, it 
appears that the Kantian understanding of 
law and of the categorical imperative implies 
a 'Copernican Revolution' in ethics, too. It 
considers duty and law as the moral form of 
human action, and the real good (i.e. the 
possible end of a moral action) as its mere 
maner. But on this issue, it seems preferable 
to maintain the hierarchy set forth by Greek 
philosophy, according to which the exem­
plary order of law and duty is ultimately 
ordered according to the hierarchy of ends, 
the relation between them being analogous to 
that of a formal instrument to an end. It is 
only this relation of ordering. not sub­
ordination, that can secure an objective hier­
archy of values, where Kant's subjective 
ethical form provides a mere transcendental 
substitute for this objective hierarchy of 
values. For, in contrast to this relation of 
ordering. the relation of subordination abol­
ishes the freedom of the subordinate agent. 
Still. the controversy between defenders of 
hierarchy based on legal exemplarity and 
advocates of hierarchy based on the finality 
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of the good remains lively in political philo­
sophy. Should one ground the principle of the 
hierarchical order of political society in law or 
in the common good, i.e. in the ultimate end 
of a political community? The first altern­
ative guarantees the formal equality of each 
person before the law, the second alternative 
is a basis for the concrete equality of each 
person in society. Twentieth<entury thinkers 
appear to be gradually discovering an inter­
mediary solution, which is doubtless minimal, 
but universally practicable: a political con­
stitution inspired by 'human rights' as exem­
plary values which ensure the individual 
good in social life. 
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Hilbert, David 

David Hilbert (1862-1943) was, after the 
death of Jules Henri Poincare (1854-1912), 
the greatest mathematician of his era. From 
1892 to 1895 he occupied extraordinary and 
then ordinary professorships in Konigsberg, 
where he received his doctorate (1885) and 
habilitation (1886). In 1895 he took up a 
professorship al Giittingen, joining Felix 
Klein (1849-1925) there, and remaining until 
his retirement in 1930. It is fair to call him the 
last of the great universalist mathematicians; 
he made fundamental contributions to all the 
major fields of mathematics, including math­
ematical physics. ( For a review, sec the 
article by Hermann Wey! (Il-lMS-1955) in the 
Bulletin of the American Muthemu1icul 
Society for 1944, 50, pp. 612-54.j lfo import­
ance to philosophers b immense, for he had a 
lasting interest in the foundations of math­
ematics; in fact, this was the only one of his 
interest, on which he published thruughuul 
hi, career, hi, usual habit being tu work on 
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and publish in an area, and then to leave it for 
good. He made seminal contributions to this 
subject, beginning in the late 1890s with the 
important work on the foundations of geo­
metry, and culminating in the 1920s with 
what has become known as Hilbert's pro­
gramme, the underlying philosophy of which 
is often called, misleadingly, formalism. 

Hilbert insisted that classical mathematics 
does not need to be substantially revised, and 
was thus opposed to L. E. J. Brouwer (1881-
1966) and, for a time, Hermann Wey!, and 
also to their antecedent, Leopold Kronecker 
(1823-91). The last named was one of the 
leading mathematicians of Hilbert's youth 
who objected not only to the non-construct­
ive developments due to Georg Cantor 
(1845--1918) and Richard Dedekind (1831-
1916), but also to the mathematical analysis 
developed and pursued by his colleague and 
contemporary, Karl Weierstrass (1815--97). 
(However, as will be indicated, there is a 
sense in which Hilbert thought Kronecker 
right.) 

Hilbert's main general contribution was to 
transform the study of the foundations of 
mathematics into a mathematical discipline, 
thus creating what we know as metamath­
ematics in general and mathematical logic in 
particular. Indeed, all the main branches of 
this latter discipline (proof theory, model 
theory, recursion theory) have their origins in 
Hilbert's work. Hilbert was guided through­
out by the fundamental principle that the 
central philu,uphical problems concerning 
mathematics should be t.lckled by making 
them as precise and as mathematically tract­
able as pus.,ible. It should be stres.sed that the 
way in which he achieved this i., of interest nut 
just to the philosophy nf mathematics, but tu 
analytic philosophy generally, shedding light 
on central issues in the theory uf meaning, in 
the current debates on realism, and in the 
philosophy uf mind. One way uf underlining 
this indirectly is simply tu note Hilbert's 
profound inlluence un the logical positivists, 
and un Rudolf Carnap in particular. 

Tu turn tu 1-lilbert's treatment uf founda­
tions ihdf, the thread which links all periods 
uf l lilbert's concern is the notion uf consist­
ency. The early work stressed the funda­
mental philosophical position of this notion: 
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the later work, reaching its climax with Kurt 
Godel's incompleteness theorems in 1931, 
made the study of proof a mathematical one, 
and proposed dealing with consistency in a 
mathematically elementary and direct way. 
The place to begin consideration of Hilbert's 
work on foundations is his work on geometry, 
and in particular the important debate on the 
purpose and status of axioms, and on the 
existence of mathematical objects. in his 
correspondence with Gottlob Frege. 

According to Frege. the axioms of a 
science should be fundamental truths about 
the basic objects of that science. This leads to 
the position that one should know what the 
sense and the reference of a term are before 
one can frame axioms which contain that 
term. Hilbert claimed that we don't need to 
do this. that the axiom system as a whole acts 
as an implicit definition of the key terms in it 
(terms like ·point". 'line'. ·plane'), and this 
was the approach he adopted in his Gnmd­
/agen der Geometrie of 1899. Indeed. ~eo­
metry provides a good test case. Consider 
arithmetic for a moment. Suppose one 
accepts the view. as Frege did. that numbers 
are extensions of a certain kind. Then 1t 
seems possible. and actually feasible. to ask 
of the basic principles of arithmetic whether 
thev are indeed true of numbers so construed. 
Ho;.,ever. in the case of geometry. it is 
difficult to see how the pro.:es.s can even 
begin. for one would first ha,·e to say. for 
example. what P<'ints <1re. Hilbert"s view was 
that this will lead Ill c"Onfusion. for it will 
tempt us to explain points as extensionless 
or to use other buy or empty locutions. If 
wt: return to the case llf numbers now~ we see 
something similar. As long as numbers are to 
i,., taken ·a, extensions. asking whether the 
axioms of number theory express truths 
about number-extensions seems to make 
sense. providing we have precise principles 
governing extensions. But it seems difficult. 
if not impossible. to answer the question as to 
what exh:nsions themselves are. i.e .. what 
their essence is. ( Witness the set-theoretic 
antinomies.) Hilbert's view was that. in addi­
tion to being ultimately fruitless. such exer­
cises are unnecessary. We can proceed with 
everything we would want to do in the 
mathematical study of geometry. or even set 

HILBERT, DAVID 

theory, without having to answer this type of 
question. Of course, questions concerning 
the existence of abstract objects are import­
ant, as opposed to questions about their 
nature; but Hilbert claimed that such ques­
tions can simply be replaced by that of the 
consistency of the axioms governing them. 
One can detect a strong anti-metaphysical 
bent here, similar to that which permeates 
much of Ernst Mach's writings, and which 
was to be adopted in a strong form by the 
logical positivists. Indeed, much in Hilbert's 
views on these matters is reminiscent of the 
views of Heinrich Hertz ( 1857-94) and Ernst 
Mach (1838-1916) on the role of theoretical 
terms in physics. 

As is clear, this position lays stress on the 
notion of consistency. But if concentration on 
consistency is to replace metaphysical con­
cern with semantic notions like truth and 
reference, how is the consistency question for 
theories to be tackled mathematically? One 
approach can be seen in Hilbert's work on 
geometry, for much of this was concerned 
with the question of exactly which axioms are 
needed for the proof of specific theorems, 
and with the related question of the independ­
ence of various axioms. Consequently, to 
answer these questions, Hilbert's work ex­
hibits a sequence of relative consistency and 
independence proofs, and, in doing so, it 
produces 'models' of various systems of geo­
metrical axioms in various types of algebras 
of systems of numbers; in other words, 
models of the geometric in terms of the 
arithmetic. What this shows. as Hilbert 
pointed out in his famous lecture to the 
International Congress of Mathematicians in 
Paris in 1900, is that any contradiction prov­
able in the geometrical systems must be 
matched by a corresponding contradiction 
provable in the arithmetical systems. This 
provision of models is quite in line with the 
shift from semantic questions to syntactic 
ones. It is not to say that mathematics is 
simply concerned at root with the formal 
manipulation of symbols. Rather, this shift 
underlines the metaphysical position Hilbert 
had adopted towards Frege, for it implies that 
the aim of a mathematical theory is not to 
describe a realm of independent facts. either 
given by the natural world (as might he 
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thought to be the case with geometry), or in 
some other abstract, theory-independent 
way. Thus. given this view that models of 
mathematical theories are not construed as 
theory-independent realms of facts built up 
around (mathematical) objects, what consist­
ency proofs of this type do is to exhibit the 
translation of the terms and sentences of one 
theory into those of another. In addition it 
stresses that the providing of interpretations 
does not change the basic meaning of the 
theories interpreted. Terms, and thus 
theories. do not gain and lose meaning as 
they gain and lose possible referents. 

However. the suggestion that, by acting as 
a source of models. arithmetic is to establish 
the consistency of all other theories ( even 
physical theories, Hilbert claimed) exposes 
arithmetical theories themselves, for the con­
sistency question for these theories. once 
axiomatized. clearly cannot be answered in 
this way if the various claims that rely on the 
notion of consistency are not to be circular. In 
the 1900 address mentioned above, Hilbert 
proposed a list of twenty-three problems 
from all domains of mathematics. Second on 
this list (solving Cantor's continuum problem 
was first) was the problem of specifying a 
direct way of showing that the axioms of 
'arithmetic' (i.e., the theory of real numbers) 
lead to no contradictions. This creates both 
the mathematical problem of proving consist­
ency directly, and also the philosophical 
problem of explaining just why arithmetic is 
fundamental in this way. Hilbert's pro­
gramme addresses both questions. 

The programme relies on one central 
assumption and one central insight. In the 
first place, it assumes that mathematics can 
be formalized in a sequence of axiomatic 
systems. In effect, this was a generalization of 
Hilbert's success in providing both axiom 
systems for geometry and for the theory of 
real numbers (published in 1900). This was 
followed by various axiom systems for other 
branches of mathematics, in particular for set 
theory, following the work of Ermt Zermelo 
(1871-1953) in 1908, and later that of 
Abraham Fraenkel (18\11-1965/, Thuralf 
Skolem (1887-1963), John von Neumann 
(1903--57), and others in the 1920s. (It should 
be strcs!>Cd that Hilbert's was not the only 
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influence pressing in this axiomatic direc­
tion.) The insight is that if these theories, and 
deductions in them, are viewed as com­
binations of symbols - that is, if we abstract 
from their content - then they become com­
binatorial systems in which the construction 
of a proof amounts to just the application of a 
finite number of rules of inference to a 
precisely specifiable list of sentences laid out 
at the beginning (the 'axioms'). In this frame­
work, the problem of consistency can be 
posed as a purely combinatorial problem, 
the problem of whether there is a 'proof 
combination' which ends with a particular 
'symbol combination', say 'O = 1'. Thus, the 
consistency question (and with it the question 
of the existence of mathematical objects) is 
mathematicized, at least potentially, in line 
with Hilbert's fundamental principle. 

The central conjecture proposed by 
Hilbert's programme is that the question of 
consistency can not only be posed but 
answered by elementary arithmetical means 
suitable to the combinatorial nature of the 
axiom systems. This crucial conjecture relies 
on the philosophical reasons given as to why 
parts of arithmetic are fundamental. 

It is clear that, if the consistency question is 
to be answered mathematically, then it has to 
be answered using some theory of arithmetic. 
(Godel confirmed this by showing unequi­
vocally that consistency can be framed as an 
essentially arithmetic question.) But if the 
consistency question is to be answered for the 
full arithmetic of the natural numbers (say, 
the Peano theory), then a proof will only be 
suasive if we use a weaker arithmetic in 
carrying out the proof, and only then if the 
weaker theory itself is accepted as consistent. 
Hilbert was clearly aware of these possible 
stumbling blocks. He conjectured that the 
consistency question for full arithmetic can 
indeed be answered by reliance un a weaker 
theory, but on a theory which is sufficiently 
weak that its consistency does nut require a 
proof. i.e., is self-evident. This arithmetic is 
called •finitary arithmetic'. 

It is not entirely clear exactly how finitary 
arithmetic is to be understood. However, 
four things are clear. First, finitary arithmetic 
is tu he much weaker than theories accepted 
by the intuitiunists. Second, this arithmetic is 
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to be contrasted with the bulk of classical 
mathematics, which Hilbert called 'ideal', 
and the two are to be distinguished by the fact 
that the former is to contain no direct or 
indirect reference to infinite totalities, i.e., 
no terms standing for such totalities and no 
unbounded quantification over them. Third: 
the reason for this division is two-fold: 

I. It is claimed that there is no way of 
giving any physical content to the asser­
tions, even indirect. that infinite total­
ities exist. for it is quite possible that 
everything in the physical world is finite 
in nature. Any such existence claims 
are, in this sense. abstract, and classical 
mathematical theories essentially ideal 
in nature. Consequently. in line with 
the earlier approach. any existence 
claims can only be established by prov­
ing the consistency of the theories which 
embodv them. 

2. Hilbert ckarly recognized that the 
understanding of any theory whatso­
e,·er presupposes such •finitist' ability. 
for it must presuppose the ability to 
treat the symbols of a language them­
selves as discrete objects. and to differ­
entia1e concatenah:d strings of them. 
He thus proposed using this sine qua 
non. howen:r it be formulated. as 
the ultimate source of consistency 
proofs. 

This represents Hilbert's fundamental 
agreement with Kronecker on the primacy of 
1he natural numbers. though. for Hilbert. it 
was an agreement which does not involve the 
sacrifice of any part of classical mathematics. 
It is worth pointing out that this is the origin 
of the view that the mind works in a com­
pultJtiona/ way. at least in part. It can also be 
seen as a weak version of Kant's doctrine of 
outer sense. with the claim that outer in­
tuition depends on Euclidean geometry re­
placed by the assertion that. whatever else it 
may require. outer intuition presupposes the 
ability to differentiate finite sequences of 
discrete objects. Fourth, Hilbert conceived 
of the relation between finitary and ideal 
mathematics in analogy with the extension of 
existing theories by the addition of ideal 
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elements or statements, for instance, of the 
point at infinity to geometry. 

Given this, the proposal is then to prove 
the consistency of ideal theories via a con­
servativeness claim concerning them. To say 
that an ideal theory is conservative over a 
finitary theory is to say that, given a state­
ment formulated in the language of the weak, 
finitary theory which is known to be provable 
by the ideal theory, then it must be provable 
by the finitary theory as well. This entails 
consistency, for the statement ·o = l' cer­
tainly belongs to the language of finitary 
arithmetic, and cannot be derived from this 
weak theory. Hence. if we know that a given 
ideal theory is indeed conservative over the 
finitary theory, then we would also know in 
particular that the statement •o = l' cannot be 
proved from it either. 

However, the two incompleteness 
theorems published by Godel in 1931 show 
that these claims cannot hold. From the 
second theorem in particular it follows that, if 
full arithmetic is consistent, then even this 
theory itself would not be strong enough to 
prove this. Most ideal theories are therefore 
1101 conservative in the sense that Hilbert 
thought. One way of encapsulating Giidel's 
discovery is to say that his work confirms the 
combinatorial nature of the consistency 
problem, but shows that the possible com­
plexity of proofs in an ideal theory such as 
Peano arithmetic is a function of its actual 
provability strength, and not independent of 
this strength as Hilbert's conjecture implies. 

It is often thought that Godel's theorems 
refute Hilbert's programme. These theorems 
do show that consistency cannot be proved in 
the way that Hilbert thought. However. the 
claim that they refute the programme has to 
be tempered. 

In the first place. mathematics has become 
by and large axiomatic. as Hilbert insisted it 
should. Moreover, Gode l's work itself makes 
clear how we can treat the consistency 
question in a combinatorial, indeed, arith­
metic. way. via a mapping of the syntax into 
the natural numbers (Godel numbering). It 
also begins to isolate an elementary arith­
metic theory in which it is possible to carry 
out this combinatorial work, in particular in 
which to pose the consistency question for 
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any first-order theory whatever, within cer­
tain broad limits. This has become known as 
primitive recursive arithmetic. (It has been 
argued that this satisfies precisely what 
Hilbert took finitary arithmetic to be. See 
Tait 1981.) The precision which Godel's work 
exhibits is thus not only fully in the spirit of 
Hilbert's approach to philosophical questions 
about mathematics, it actually seems to con­
firm the approach of the programme. 
Because of his theory of ideal versus finitary 
mathematics, Hilbert has sometimes been 
treated as an instrumentalist, a view accord­
ing to which the function of an ideal theory is 
nothing other than to provide derivations of 
true finitary statements while being in itself 
meaningless. Godel's theorems indicate that 
we cannot abide by the finitary alone as being 
the meaningful part of mathematics, for 
"ideal' theories are not conservative, and thus 
we cannot automatically ignore their mean­
ing. Thus. it is contended that these theorems 
refute instrumentalism. But Hilbert was not 
an instrumentalist in this sense, although he 
was certainly influenced by the belief of the 
influential 19th-century mathematician Peter 
Gustav Lejeune-Dirichlet ( 1805-59) that 
statements of higher mathematics can be 
expressed as statements about the natural 
numbers, and also by Kronecker's insistence 
that the natural numbers are primary. But he 
did not accept the view that only statements 
solely about the natural numbers have mean­
ing. Jet alone just those of finitary arithmetic. 
His stress on the consistency of the ideal 
theories is really an attempt to provide spe­
cific criteria for the acceptability of a theory. 
and his doctrine of ideal elements must be 
seen in this light, strongly connected as it is to 
the views of Cantor and Dedekind on accept­
ability and the integration of new theories 
into the existing corpus of mathematics. 
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MICHAEL HALLETT 

Hildebrand, Dietrich von 

Dietrich von Hildebrand (1889-1977) was a 
member of the Gtittingen circle of phenom­
enologists influenced by Edmund Husserl 
(1859-1938), Max Scheler (1874-1928), and, 
above all, by Adolf Reinach (188J...1917). His 
primary fields are ethics and epistemology. 
Among his main works are: Metaphysik der 
Gemeinschaft (1930), What is Philosophy? 
(1960), Ethics (1978), and Das Wesen der 
Liebe (1971). 

In the order of their role in his work, his 
primary contributions to ontology and meta­
physics include the following. 

Ontology or Value. The traditional notions 
of good and of value correspond in Hilde­
brand to that of 'positive importance'. Im­
portance is here contrasted with what is 
neutral either in itself or with respect to our 
motivation. A thing can be positively or 
negatively important. Within positive im­
portance, Hildebrand distinguishes in his 
Ethics three radically different categories: 
the merely subjectively satisfying; that which 
is objectively good for a given person; and 
value proper. which he understands as in­
trinsic positive importance. 'Intrinsic'. here. 
means a special character of importance 
itself, and is to be identified neither with the 
ontic autonomy of its bearer (in Roman 
Ingarden 's sense), nor with tht: importance of 
the end as opposed to that of the means. 
Intrinsic positive importance means an in­
herent goodness or preciousness which is 
neither relational nor relative to a subject nor 
dependent on it. What is good in the sense of 
value is simply ,peaking good and not only 
good 'for someone'. 

Thc\e di,tinctions allow lfildehrand a 
radi,ally objective ontology of value. While 
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all three types of positive importance can 
have the character of an objective property of 
being, this is true most of all of value as 
inherent intrinsic goodness. Value is wholly 
independent of appetites, subjective valu­
ations, feelings, etc. In a way which recalls 
G. E. Moore's and D. F. Ross' views on the 
definable and consequential nature and the 
objectivity of good, Hildebrand speaks of the 
irreducible datum of the good (of value). 
Hildebrand goes further than Moore and 
Ross, however, both in his elaboration of the 
objectivity of the good in the light of his 
distinctions between the three categories of 
importance and also in his detailed criticisms 
of value-relativism, ethical relativism, aes­
thetic subjectivism, and of the traditional 
theory of the good as appetibile (Crosby 
1977). 

In his philosophy of objective value. 
Hildebrand seeks to provide the ontological 
and epistemological basis for what Franz 
Brentano called a "IO\·e that is characterized 
as right' (als rid11ig charakterisiene Liebe). 
The subjectively satisfying is. Hildebrand 
argues. so dependent on the subject that it 
cannot ground a correctness and justness of 
our response in the manner intended by 
Brentano. Even some objecti,·e goodsforthe 
person (for example. water for the thirsty) 
depend on drin,s. inclinations. etc. in the 
subject for whom an object is important. 
Only value is entirely objecti,·e and does not 
contain any ·for'. Yet predsely because of its 
objectivity. value can be,-ome the foundation 
of objectin, goods which address themselves 
to the individual centre of the person for 
whom thev are objecti,·e goods. Hildebrand's 
detailed ,;,·count of the different marks of 
moral and other values allows him to elabor­
ate an objective hierarchy of values and to 
establish the sense in which moral values are 
of a higher rank than non-moral values. 
Hildebrand's ontology of objective value is 
complemented by an epistemology of many 
kinds of value-cognition (Wertnehmen) and 
ofvalue-blindness and by a critique of various 
substitutes for true moral values. Especially 
noteworthy are the parallels between 
Hildebrand's philosophy of value and John 
Duns Scotus 's criti4u<= uf the Thomistic thesis 
of the relationality of th<= 1>01111111 to <1ppeti11,s 
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and of Scot us 's insistence that the bonum is a 
transcendental in se, rather than only ad aliud 
(Seifert 1989). Important also is the critique 
of David Hume's and of George Santayana's 
value-relativism and subjectivism contained 
in Hildebrand's Aesthetics. Hildebrand's 
ontology of value in general is complemented 
by his investigations, sorely missing in 
Moore, into moral and necessarily personal 
versus non-moral values and goods and into 
the irreducibility of moral value to a means 
towards non-moral goods or towards happi­
ness. At the same time, Hildebrand's category 
of 'morally relevant goods' allows him to fully 
recognize the close connection between 
moral values and nonmoral ontic and qualit­
ative values, to elaborate three ontologically 
distinct modes of participation in value, and 
to make other significant contributions to 
axiological ontology. 

Metaphysics or the Person and or Com­
munity. Hildebrand developed also an onto­
logy and metaphysics of the person and of 
community. He criticizes in depth (mostly in 
his unpublished writings) a metaphysical con­
fusion which dominates philosophy from 
Plato to the 20th century: the confusion 
between the 'mental' (dos Geistige) and the 
mind (der personale Geist). Ideas, abstract 
concepts, and judgements are radically dis­
tinct from the living individual mind or 
spirit. Erroneous ideas such as that the soul 
is similar to the forms or is something like 
an 'individualized general forrn'. or that the 
soul will be an abstract essence after death, or 
that it is a transcendental logical subject, 
etc .. result from this confusion and obscure 
the nature of the person. which in Hilde­
brand's metaphysics takes on the central 
position of substance in Aristotle (see Seifert 
1989). 

The person. for Hildebrand, is the focal 
point of the universe. a substance in a more 
important sense than things of other sorts, a 
world unto itself. Intentionality- understood 
as a conscious and meaningful relation be­
tween a subject and an object - and ration­
ality in a broad. non-rationalistic and non­
restrictive sense of Geistigkeit or rational 
meaningfulness. characterize not only intel­
lectual and volitional responses but also 
various spiritual forms of affectivity. 
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Many other features of the person - espe­
cially freedom and moral values and the 
capacity for love - are studied in detail by 
Hildebrand. The person, he argues, cannot 
be understood eudaemonistically, as striving 
for self-actualization. Rather, he is a tran­
scendent being called upon to conform his 
intellect to reality and his will and affective 
responses to the goods which possess intrinsic 
value and demand a due response. Yet far 
from losing his own self in value-response, 
the transcendence of value-response leads to 
happiness as its superabundant fruit. 

Hildebrand continues Reinach 's analyses 
of social acts by analysing a unique type of 
acts among the sort of acts which are in need 
of being heard: "the act of simultaneously 
revealing and 'uttering' an act ( Verlaut­
barung ). which has the same person as its 
object and addressee". It is of the essence of 
such an act of Verlautbarung that it is regist­
ered, taken up by the very person who is its 
object. From mutual Verlautbarung and also 
from other material and formal factors there 
result not only legal bonds such as claims and 
obligations (Reinach 1989) but also com­
munities. The latter are ontologically de­
pendent on persons but they are indefinable 
data (Urgegebenheiten) in their own right. 
Hildebrand presents a comprehensive phe­
nomenological ontology and axiology of 
community which emphasizes the irreducible 
nature. value, and rights of the individual as 
much as the value of community. Hildebrand 
also criticizes that sort of individualism which 
falsifies the social nature of man. At the same 
time, however. he developed in the 1930s a 
sharp critique of national socialism and also 
the outlines of a critique of Hegel and Marx 
as well as of all forms of totalitarianism. 

General Ontology and the Ontology of 
Sachverhalte, Wesenheilen, and Things in 
Themselves. Inspired by Reinach, Hildebrand 
developed a phenomenological ontology of 
states of affairs. seeking to show that certain 
values or disvalues (e.g., moral ones) can be 
borne only by person,, other, - such as the 
tragic or das Erfreuliche (glad,,omenc,,J -
only by states of affairs, i.e., by ,tructun:s of 
the form: A is b, A is not b, and so on. In 
criticizing Kantianism and Husserl's later 
tram,ccndental phenomenology, Hildebrand 
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presents an ontology and epistemology of 
necessary essences which he distinguishes 
from various sorts of non-necessary such­
being unities and from purely accidental so­
being. The absoluteness of the necessity of 
the essence of morality, of value, of the 
person, of being as such, etc. forbids their 
interpretation as subjective forms of con­
sciousness or as constituted and mind­
dependent noemata in any sense. Such 
essences characterize things in themselves 
and possess an ideal existence wholly in­
dependent of human consciousness. Their 
intrinsic and absolute necessity is intelligible 
and evident to our intellect. In the cogito, as 
well as in the justifiability of sense perception, 
also real beings and the world as independent 
from conscious acts are given with various 
kinds and degrees of indubitability. From 
such a basis, a realist phenomenology and 
ontology become possible. 

Hildebrand's Nachlass contains several 
longer manuscripts on the metaphysics of 
substance, of accidents, of absolute being. 
etc., and also a careful treatment of the 
ontology and phenomenology of causality 
and of the metaphysics of the will and affect­
ivity. His published work also contains con­
tributions to a metaphysics of death and 
immortality. Hildebrand develops also an 
ontology of the work of art, of historical 
epochs and ideas, and other substantial parts 
of ontology. Some of his students made, in 
Hildebrand's spirit, contributions towards a 
more complete general ontology and sys­
tematic metaphysics of the person than 
Hildebrand has left behind, thereby also 
demonstrating the fruitful dynamism of his 
thought and integrating his work more fully 
into traditional and contemporary contexts of 
discussion. 
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JOSEF A. SEIFERT 

Hobbes, Thomas 
Thomas Hobbes (born in Westport in 1588, 
died at Hardwick Hall in 1679). English 
philosopher. is chiefly remembered as a 
political theorist and as the writer of Levia­
than (1651), a study on absolute sovereignty. 
Yet he had many other interests, including 
mathematics, physics ( especially optics), and 
history. From the slow stan of his career as a 
philosopher in the 1630s. Hobbes was driven 
by the urge to provide an indubitable basis 
for knowledge and to show how from that 
foundation a coherent system of sciences 
could be derived. That ideal is pre-eminently 
embodied in his trilogy on the elements of 
philosophy consisting of De Corpore ( 1655). 
a work on bodies as such: De Homine ( 1658). 
treating of human bodies: and De Ci,·e 
( 16-12): a study of political bodies. Most of his 
works met with solid opposition. Ne,·erthe­
less his ideas had a strong intluence on moral 
and political philosophy. 

Traditionally. philosophy was conceived of 
as a theoretical sc1cn..:-c of ohjecti\"e, un­
chanecahle. and eternal essences. Hobbes 
repl,;ccd thi, ,uhlime view with the mundane 
idea of philosophy a, a logical system. con­
structed in the sen ice of man. of applied 
sciences concerning natural phenomena. In­
spired hy Galileo Galilei"s theory of motion 
and hv Euclid"s axiomatic-deductive method, 
he tri~d to integrate empiricism and rational­
ism in a comprehensive doctrine. This re­
sulted in a philosophical system based on a 
materialistic-mechanistic metaphysic'S and on 
a theory of language conceived as an instru­
ment of cognition. 

According to Hobhes. reality consists of 
nothing but a collection of singular, material 
bodies. Thus he lirmly rejects the idea of 
immaterial substances. By bodies he under-
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stands material entities that, independently 
of our thinking, coincide with some part of 
space, and are distinguished exclusively by 
motions which differ according to the way 
they are generated or produced. This means 
that not only natural phenomena but also the 
construction of _geometrical figures can be 
explained in terms of matter in motion. The 
same holds good for the causal explanation of 
psychological processes like perception, re­
collection, or thinking, and indeed of socio­
political phenomena. Thus Hobbes extends 
his mechanistic view from physics to geo­
metry as well as to the behavioural and social 
sciences. He conceives reality, including states 
of consciousness, as a network of efficient as 
well as material causes and effects that is com­
pletely determined in the sense that it leaves 
no room for final causes. Freedom means 
nothing but the absence of external coercion. 

In Hobbes's view, not the world itself but 
our ideas of reality constitute the proper 
object of science. Accordingly he begins his 
natural philosophy with a detailed analysis of 
these ideas, which issues in the conclusion 
that ultimately all sciences can be reduced to 
one and the same set of concepts, primarily 
those of space, time, quantity, and motion. 
These concepts, derived from sensation, con­
stitute our most general ideas and are to be 
considered as the elements of philosophy. 
Thus all knowledge starts with the senses. 
These, however, inform us only about the 
effects of external objects on the sense­
organs, without telling us anything about 
those objects and their actions themselves, 
that is. about the causes of sensation. Percep­
tions contribute, in other words. only to 
experience - that is, knowledge of facts; 
while the acquisition of causal knowledge -
that is. science - requires reason. 

By reason Hobbes means a kind of mental 
arithmetic - that is. addition and subtraction, 
also called composition or synthesis and 
resolution or analysis - of ideas. These, 
however. in view of their inconstancy and 
transitoriness need to be named or fixed by 
words, arbitrarily chosen marks which func­
tion as aids to memory and as signs which 
enable us to convey our thoughts to others. 
Hobbes's nominalist conception of reality 
as a collection of concrete. singular bodies 
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implies that by universals he understands 
nothing but names that signify more than one 
thing. This means that the scientist, in search 
of universal truths, 'calculates' only with 
words. Such calculation is carried out on the 
basis of strict definitions and according to the 
rules of logic. On the one hand, the scientist 
deduces effects from known causes by the 
combination of simple names. On the other 
hand, he infers possible causes from known 
effects by an analysis of complex names. 
Confining his enquiries to those bodies whose 
generation lends itself to conceptual analysis 
and synthesis, and knowing how to range his 
words, the philosopher methodically reveals 
the truth. understood not as a property of 
things but of our judgements of them. 

Accordingly Hobbes characterizes philo­
sophy as an an based on words leading to the 
knowledge of consequences of names, that is, 
necessarily true conclusions. Now the causes 
of natural bodies. in contrast with those of 
anefacts like geometrical figures or forms of 
government, cannot be known with absolute 
cenainty. Only of man-made things do we 
know exactly how they are produced. Con­
sequently Hobbes distinguishes geometry 
and civil philosophy as apodictic sciences 
from the natural sciences which bear a hypo­
thetical character. 

Yet all sciences, in Hobbes's view, con­
stitute a deductively organized system, deal­
ing respectively with motion as such (geo­
metry J, visible motions between bodies 
(natural philosophy). and the invisible 
motions within bodies (civil philosophy). 
Science derives its unity from the elementary 
notion,. collected and defined in what 
Hobbes call,. using the traditional expression 
for metaphysic,. •first philosophy'. A, 
opposed to the Peripatetics, however, he 
understands by !hi, not the science of beings 
qua being,, but a true, proper, and accurate 
nomenclature of thing,. A, a methodical pre­
requisite of science it precede, philosophy and 
aniculates the logically con,tructed building 
blocks of reality as an object of knowledge. 
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JAN PRINS 

Holism 

If we inductively infer the future conjunction 
of two events ( the rain falling, the ground 
becoming slippery) from the regular occur­
rence of such conjunctions in the past, then, 
when once the anticipated conjunction 
begins to fail to occur, the expectation dis­
appears. When we deduce a prediction from 
a set of hypotheses, however, the situation 
is quite different. Here, the failure of the 
prediction entails that one of the hypotheses 
at least is wrong, but it does not tell us which. 
To borrow a well-known example: from the 
fact that the prediction expressed by the sen­
tence 'The decks of a receding ship will not 
disappear from view before the masthead' is 
refuted by observation, we can infer only that 
one at least of several hypotheses which 
together imply it is false (such as, e.g .. The 
earth is flat', 'Light rays follow a rectilinear 
path'). 

The French physicist and historian of 
science, Pierre Duhem ( 1!!61-1'116), claimed 
that it is the second situation that prevails in 
physic,: 

To 1ry lu \cpar.atc each of lhc hypolhc\C\ of 
1hcurclical phy!<.i1.·\ from the (>thcr \Uppm,itil111\ on 
which 1h1!-> \cicncc rc\h, in onkr lo \Uhmit ii in 
i!-.olatiun 10 lhc IC!-it uf cxpl·ricncc i!-i tu pursue a 
l"himcra ... The only cxpcrimcnlal 1cs1 ol' physical 
lhcory thal i!-1 nol illogical l'Ull!lli!-it, in comparing the 
en lire !'JY!-!ICm ul phy!-,ical lhcory wilh the whole !-.Cl 
of cxpcrimcnlal law, (Duhl·m. L,1 tht'orit 
ph)'.\ilfUt' .. \·011 oh/l'I t'I .m structur,•. l'>Oh). 

Duhem docs not, however. extend this 
claim to other science, such as physiology. or 
to our common-sense knowledge. 

Quine'• Hollsm. In his Methods of Logi<' 
( 11J52J, W. V. 0. Ouinc stated that: "Our 
statement, about external reality face the 
tribunal ol sense experience not individually 
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but as a corporate body". This broadened 
holism rests on the view that all parts of 
science are connected in so far as they share 
logic and some mathematics. Quine there­
fore extends Duhem·s holism. But he also 
mitigates it: 

. . . the Duhem thesis would be wrong if under­
stood as imposing an equal status on all the 
statements in a !teicntific theory and thus denying 
the strong presumption in ravour of the obser­
vation statements. It is this bias that makes science 
empirical (Quine 1975). 

Quine advocates both epistemological 
holism (no sentence is verifiable or falsifiable 
in isolation) and semantic holism (no sen­
tence has a separable empirical content); the 
second is narrower in scope. Quine only 
maintains that "many scientific sentences 
inseparably share empirical content- (Quine 
1986). he docs not claim that all do. 

Holism Versus lndhiduallsm in Social 
Sciences. Social scientists make statements 
about groups. institutions. cultures. The 
question arises whether the latter statements 
can be reduced to or translated into state­
ments about the individuals who are mem­
bers of these groups or who act within these 
institutions or cultures. lndi,idualists give an 
affirmative answer. Holists give a negative 
answer. Reluctance to admit holistic ex­
planations springs from the fear of reifying 
abstractions. !'lcu-classtcal microeconomics 
provides an illustration tlf methodological 
individu.1lism. The macrostatcs of the market 
arc seen ~1s resulting from the dispositions 
and actions <lf individual producers and con­
sumers. The explanation of behaviour in 
terms of ,•sprit tit' corps illustrates methodo­
logical holism: ·· ... 10 say Iha! esprit de corps 
has intlucnccd an individual is no! to say that 
he has been intluenced by isolable individuals 
or thdr acts .. (Gellner 1968). One might. 
however. object that what is acting here upon 
the individual is not so much a whole as such 
but a mt:ntal rt:prest:ntation of a whole. 

Three Claims Associated with Holism. A 
first claim of holism is that th<: whole is not 
reducibk to its parts and that interaction 
between parts produces new properties 
(emergence). The second daim is !hat the 
parts cannot be understood in isolation from 

HUME, DAVID 

the whole to which they belong. A third claim 
is that the knowledge of the whole cannot be 
obtained by placing the contents of the 
knowledge of the parts side by side. Before 
trying to assess these claims one should first 
examine how holists construe the part-whole 
relation . 
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Hume,David 
David Hume was born in Edinburgh on 26 
April 1711. Being one of the most impressive 
representatives of the Age of Enlightenment, 
he not only sought to revolutionize the study 
of human nature. but also made major contri­
butions to a great variety of areas ofresearch. 
including political theory. economics, 
religion, and sociology. Above all. however. 
Hume has to be regarded as a philosopher 
who was also a great and very influential 
historian. In fact. regarding Hume as philos­
opher and historian gives us a clue to under­
standing the essential features of his philo­
sophy. Apart from being an author. which 
was the major passion of his life. he also 
started a political career ending in the position 
of an undersecretary of state. and for a 
couple of years he served as the librarian of 
the Faculty of Law at Edinburgh University. 
Hume died in Edinburgh on 25 August 1776. 

Hume's major works include his early 
masterpiece A Treatise of Human Nature 
(1739--40). the Enquiry Concerning Huma11 
U111it'rsta111/ing (1742). the Enquiry Concern­
it,g the Pri11ciples of Morais ( 1748). several 
collections of essays. the Dia/og11e Concern• 
i11g Natural Religion (1779). and the six­
volume History of Eng/a11d. 
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All these different works are devoted to 
the realization of the central aim of the 
enlightenment project: the destruction of 
prejudices and ideologies. What Hume was 
most interested in were those prejudices 
which concerned "human nature' (one of the 
key concepts of his philosophy). A true child 
of his age, Hume strongly believed in the 
methods of natural science as developed by 
e.g. Galileo, Francis Bacon (1561-1626), and 
Newton. His all-embracing plan was there­
fore the establishment of a science of human 
nature based on the methods of the New­
tonian natural science. Accordingly he tried 
to explain human nature by finding those few 
simple and basic laws that govern human 
thought and human behaviour. The most 
essential insight which he gained both by 
reflection and by his historical studies was an 
anti-rationalistic philosophical idea of man. 
Man, according to Hume, is not governed by 
reason. but by his passions. As he puts it in 
the Treatise: "Reason is. and ought only to be 
the slave of the passions, and can never 
pretend to any other office than to serve and 
obey them". 

This feature of his philosophical anthro­
pology. which Norman Kemp Smith called 
·naturalism'. may be regarded as one of 
several sceptical ideas characterizing Hume's 
epistemology. ethics. theory of religion, and 
most of his political essays. These sceptical 
ideas are based on his conviction that human 
reason is weak and that one must not expect 
too much from the moral behaviour of a 
being that is governed by his passions. 

The most famous of these sceptical ele­
ments, is, however. Hume's theory of causa­
tion. The main thesis of this theory is 
sceptical, because it denies the possibility of 
causal knowledge. What we know about the 
relation of cause and effect is only a psycho­
logical mechanism governing our mind. This 
mechanism, based on cu,tom. leads us lo 
expect an event B following A just bec:ause 
we have experienced such a sequence of 
events sufficiently often in the past. But, 
having no knowledge as to the material 
powers connecting A and H, and having no 
guarantee that nature will be the same in the 
future a, we have experienced it up to now. 
we do nut have a logical foundation for our 
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causal convictions. The method of induction, 
therefore, can be applied only tentatively. Its 
sole justification is pragmatic: behaviour 
based on custom has proved successful. But 
custom cannot be the foundation of know­
ledge in the dogmatic (rationalist) sense of 
the word. Instead, Hume insists, we must 
accept that all our endeavours in philosophy, 
science, and history will lead us to nothing 
more impressive than beliefs, based on 
custom and dignified only by their pragmatic 
success. 

Hume's pragmatism does not express itself 
only in this respect. Pragmatism is also his 
main weapon against scepticism in its most 
radical form: Pyrrhonism. Arguing against 
such radical scepticism, Hume develops an 
idea which I propose to call 'Hume's theory 
of the sceptical paradox'. This paradox con­
sists in the fact that the sceptical arguments 
'admit of no answer and produce no convic­
tion'. Scepticism admits of no answer in the 
sense that we cannot find a foundation for our 
knowledge that would resist any serious 
sceptical doubt. But nevertheless, scepticism 
does not convince, because as pragmatic 
beings governed by passion we tend to think 
that the failure of our reason to prove scepti­
cism wrong does not prove scepticism right. It 
only makes obvious that reason is not reli­
able; but in a way it docs not need to be, for 
we do, after all, get along quite well with a 
less than perfect intellect. 

Pragmatism as a weapon against scepticism 
also determine, the main features of I lume's 
ethic,. llis moral reflection, do not seem to 
be guided hy the question: what am I to du'/ 
Rather 1-lumc seems In he occupied by the 
question: how i, it possible In make people dn 
what they ought to dn'! This is an essential 
problem for a realistic ethic, in the I lumcan 
style. hecau,c it refers lo the conflict under­
lying all ethical reflection, the conllict he­
tween the social character of man and his 
selfishness. For llume it is obvious that there 
can he only one way to reconcile these 
antagonistic powers. A man will never do 
good ju,t for good', sake: the philosopher 
must prove to him that it is in-his own interest 
to do good. llume', argument in this context 
is the following: everyone wants lo lead a 
happy life; and he also want, some share of 
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happiness for his family and his friends. In 
order to be happy he must, however, be 
secure from the malice of bad people. There­
fore, beside his own liberty and that of all 
fellow beings, he needs order. The antagon­
istic powers of liberty and order can only be 
brought into some kind of equilibrium if 
everyone is prepared to accept some social 
values as obligatory. The most central of 
these social values is justice. Therefore it is in 
everybody's interest to preserve justice and 
to make others preserve it, and from justice 
there follow most of the other relevant 
virtues. In fact, it seems to me that Hume·s 
ethics is a theory about those ,irtues which 
are necessary to preserve a stable social 
order. 

Pragmatism also determines Hume's dis­
cussion of religion. The most interesting 
aspc:ct of his criticism of religion - making 
itself felt most clearly in his History of 
Englancl-is his social criticism of religion and 
the churcht:s. Its main idea is Hume's histor­
ically supported comiction that religious 
ideas are in such immediate connection \\ith 
the passions guiding human action that reli­
gious conHicts tend to be ruinous to social 
order and stability. It is because of these anti­
social effects of religious enthusiasm that 
Hume says in the Tm11ise: ··Generally spc:ak­
ing. the errors in religion are dangerous: 
those in philosophy only ridiculous-. Philo­
sophical errors are not dangerous, because 
they are not accomp;mied b~ passions guiding 
human :.u:tion. 

Hume·, attitude to religion seems to be 
characteriLcd by se,·eral sceptical ideas. Each 
applies to a different kind of religion and 
proves its specilk weakness. First. there is a 
kind of sceptical doubt that is directed by 
Hume against the concept of miracles - and 
miracles having been proved impossible, it is 
obvious that there can be no convincing kind 
of religion based on revelation. Second, there 
is a kind of scepticism that is directed against 
the religious conviction typical of many men 
of letters in the period of the Enlightenment: 
deism or natural religion. The weakness of 
this kind of religion lies in its dependence on 
certain proofs of the existence of God. In the 
Dialug11es Cm1ami11g Nmural Re/igiu11. the 
most celebrated of these proofs. the so-called 
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argument from design, is presented in such a 
way that no serious person would be inclined 
to found his religious conviction on it. 

Therefore, it would certainly be inad­
equate to call Hume a deist, without speci­
fication. I think, G. Gawlik is right when he 
calls Hume a critical, but not a constructive 
deist. Hume accepts all criticism of tradi­
tional religion as formulated by the deists 
without becoming a deist himself. Rather, he 
seems to have remained a religious agnostic 
throughout his life. 
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Husserl, Edmund 
I: The Early Husserl 
Edmund Husserl was born in Prostejov 
(Prosnitz), now in Czechoslovakia. in 1859; 
he completed the Gennan Gymnasium at 
nearby Olomouc in 1876. and for the two 
years following attended lectures at the 
University of Leipzig. In 1878 he transferred 
to Berlin where he was deeply influenced by 
Friedrich Paulsen (184f>-1908) and Karl 
Weierstrass (1815-97). He entered the 
University of Vienna in the summer of 1881, 
finishing his doctorate in mathematics under 
Kiinigsberger in the autumn of 1882 with a 
dissertation on the theory of the calculus of 
variations. After military service he came in 
1!!114 under the influence and teaching of 
Franz Brentano. who resolved his long­
standing vacillations between mathematics 
and philosophy in favour of the latter and. a 
few years later. sent him to Carl Stumpf in 
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Halle for habilitation in philosophy. There 
he became Privatdozent in July of 1887. He 
moved to Gottingen as extraordinary pro­
fessor in 1901, and to an ordinary professor­
ship in Freiburg in 1916, where he retired in 
1929. He died in Freiburg in 1938. His work is 
generally regarded as the primary source of 
the Phenomenological Movement in con­
temporary philosophy. 

Husserl's first philosophical project de­
rived from his mathematical studies under 
Weierstrass. whose concern for the logical 
clarification of mathematical knowledge he 
came to share. Such clarification he took to 
involve: 

l. analysis of the concept, or elucidation 
of the essence. of number. and 

2. rational justification of every aspect of 
the algorithm used in mathematical 
analysis. 

To begin with he restricted his attention to 
arithmetic alone, resulting in the Philosophie 
der Arithmetik of 1891 (Husserliana, vol. 
XII). Its first or 'psychological' part elucid­
ates the essence of number, while its second 
or 'logical' part attempts, without success, to 
provide an understanding of how the most 
elemental parts of lhe symbolisms of math­
ematics serve to establish arithmetical truths. 

With respect to lhe concept and essence of 
number. Husserl's method was to select clear 
cases from the extensions of the concepts of 
particular numbers. and then. lhrough a pro­
cess of comparison and analysis. 10 determine 
what it is about the given case that constitutes 
it as a case of the particular number. What, 
for example, does being three amount to in 
those things which arc three in number. say 
the group of pencils on this desk'! In every 
case of a number of objects, ,ome objects will 
be 'inside' the whole to which the number 
applies, and others outside. The whole con­
stituted by that fact will be of a type which 
can take any kind of entity whatsoever a, 
it, parts, since every type of entity i, numer­
able. The analysis of number mu,t focus, 
accordingly, not on the part,, whose nature i, 
of no significance. but upon the intcrrclation­
,hips which they have us part, of a 'totality' 
( lnbe11rifn of three thing,. This relation i, 
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given the name 'collective combination', and 
the first part of Phi/osophie der Arithmetik is 
devoted to clearing up its precise nature. 
Husserl holds that this relation and the 
peculiar type of whole ('totality') which it 
founds are directly given to consciousness; 
however, mistaken accounts of it still must be 
refuted and an essential characterization pro­
vided for it, as well as for the acts of cognition 
in which it is 'itself given·. 

The collective combination cannot be 
identified with any relation commonly recog­
nized in philosophical discussions, and be­
longs, in fact, to a new class of relations, 
which he unhappily decided to call the class 
of 'psychical' relations - after its most prom­
inent member, the intentional union of act 
and object, which Brentano had chosen as 
one characterization of the psychical over 
against the physical. The 'psychical' relations 
have three essential features: 

l. There is complete variability as to one 
or more of their terms. 

2. The intuitive grasp of them is founded 
upon a reHective apperception of a 
relevant act or acts of consciousness. 

3. In that cognitive grasp there will be 
no ·primary content' or senswn cor­
responding to the 'psychical' relation in 
question. 

All three feature, hold true for the paradigm 
of the class, of course, the intet11ion11/ union 
ilsclf. but also for the diff1•rence perceived to 
subsist between thing, judged to be non­
identical. and for the mllectfre combimllion 
perceived to unify a totality of a certain 
number of things. What i, here called ·psy­
chical' is in llusserl', latter terminology the 
•formal', since it effects no modification of 
the matters which it interrelates. 

These arc the three relation, mentioned bv 
Husserl a, belonging to the class nf ·p,ychicai• 
relations. ( Hi, di,cuS\ion of the catcgorial 
property of being a mere ·something' pro­
ceed, along ,imilar lines. Hu.sser/iunu XII. 
p. 80.) It i, to be noted. however. that only 
the intentional union is ·mental' in any ordin­
ary scmc of Lhc term. The choice ol termin­
ology in callin11, the collcctiw combination 
'p,ychical'. while explainable. wa, little short 



367 

of disastrous. As Marvin Farber and others 
have long recognized, the collective com­
bination and the resultant whole is not a part 
of the mind; and the terms which it unites 
are not necessarily mental, nor are they 
intentionally directed upon one another as in 
the case with the mental act and its object. 
But the theory of number Husserl advanced 
has generally been misunderstood - most 
notably by Gottlob Frege - as implying that 
number is subjective or mental. Neverthe­
less, Husserl was quite clear as of 1891 that 
in his analysis of number he was dealing with 
the objective, categorial features of objects 
(Husserliana XXI. p. 84), though features 
which are given only to acts of higher order. 
acts which contain other acts as parts. 

In the ·psychological' part of the Philosophy 
of Arithmetic, Husserl not only explicates 
the concept and essence of number. as the 
general type of structure found in all par­
ticular numbers. but prO\ides the same kind 
of ·psychological' analysis for the relations of 
more and less as found between the smaller 
numbers (Chapter V). With this done. he has 
also brought the lowest part of the number 
series before us. providing the intuitional 
base from which we can and do proceed to 
think and know. "ith the aid of appropriate 
mathematical symbolisms. the whole domain 
of numbers. ··an unlimited manifold of 
species··. which constitute ··the numbers in 
themselws· (Hrma/i,ma XXI. pp. 2:!.'.!. 260). 
But here the ·psychological' \\Ork must end. 
It is m,1 possible 1,, gi,e a psychological 
analysis of ,,ur kn,,wledge of this series, 
because such an analysis is an analysis of the 
essential conscious prncesses through which 
the objcct in quc,tion becomes itself present 
to us. The numher series never becomes 
present to us. We only haw whatever know­
ledge we do haw of it as a whole through 
symholic. not intuitiw or authentic, repres­
entations. These symbolic devices are the 
/011ical sources of arithmetic (p. 179). 
Husserl\ failure to explain how such devices 
work in providing knowledge, and thus to 
attain a lo,:ic of arithmetic and of math­
ematics generally, is what drove him to the 
decade-long research resulting in the Lugirnl 
/nl'esti11atiuns, bringmg to culmination the 
early period of his career. In its most im-
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mediate form his failure stemmed from his 
prejudgement that the working mathem­
atician must be engaged in representing 
numbers- albeit symbolically or inauthentic­
ally. Husserl came to his task prepared to 
account for mathematics in terms of the non­
intuitive or inauthentic presentations dis­
cussed by Brentano (Husser/ia11a XII, pp. 
190f., 193n.), but then he was forced to come 
to terms with the fact that the mathematician 
rarely thinks of numbers at all, but is normally 
engaged with the workings of an algorithm 
with no present regard for how it might 
be interpreted. "The method of sense­
perceptible symbols is, thus, the logical 
method of arithmetic" (Husserliana, XXI, 
p. 257). The theory of mathematical con­
sciousness therefore can only be in vanish­
ingly small part a theory of presentations of 
numbers - even though when appropriate it 
quite infallibly provides us with knowledge of 
number relations. How can the purely formal 
consciousness of the mathematician result in 
knowledge of number relations? How do the 
two sides, subjective consciousness and ob­
jective reality, come together in cases of this 
type, as they most surely do? 

To answer these questions Husserl returns 
to ontology, to the theory of whole. part, and 
relation, in the all-important 1984 paper. 
··Psychological Studies in the Elements of 
Logic" (Husserliana XXII. pp. 92-123). The 
whole to be examined is the total state of the 
individual consciousness, with its ·parts' and 
the range of their possible modifications. This 
paper is the germ from which the Logical 
lnvestigatio11s grew, through the third and 
sixth Investigations. The task was to work out 
a general theory of how the contents of con­
sciousness achieve cognitive transcendence, 
grasping what is not a part of them (and yet 
somehow enters into them) as it is in itself 
(Logical lllvestig111iu1rs. Eng. trans., London, 
1970, p. 253f.). Within consciousness - and 
hence already under what was much later 
introduced (in Ideas I) as the ·bracket' of the 
phenomenological reduction - Husserl dis­
covered necessary connections between the 
dependent moments ( the sensory as well as 
the ·act" moments) of intentional experiences. 
Bv U!97 he realized that he had discovered 
within consciousness laws relating to ohjects 



HUSSERL, EDMUND I: THE EARLY HUSSERL 

in complete generality (Husser/iana XXII, 
p. 133n.), with no dependence upon their 
specific qualitative natures or on our con­
sciousness thereof. Thus, in structures com­
mon to consciousness and to all being as 
well, a foundational transcendence was 
achieved which grew into the 'phenomeno­
logical breakthrough' (Logical Investigations, 
p. 237). 

But Husserl also discovered within con­
sciousness the synthetic progression, that of 
'fulfilment', through which one moves from a 
·mere· thought toward, and possibly up to, a 
direct presentation of the relevant object 
itself, precisely as it was thought. The result, 
in the ideal case, is a whole comprising a 
complex. synthetic act of consciousness and 
the relevant object as it is in itself (Logical 
Investigations. p. 701). Again, transcendence 
of consciousness is achieved. The accomplish­
ments of Husserl's foundational period were 
not the result of chanting the magical word 
'intentionality' over problems of cognitive 
consciousness. but came from the pains­
taking elaboration of a powerful formal 
ontology within which every aspect of con­
sciousness and of its possible objective cor­
relates could be coherently viewed. 

Husserl became famous in the early 20th 
century. not for his careful philosophical 
labours generally. but for a grand tour de 
force: the refutation of the psychologistic 
interpretation of standard laws of formal 
logic. such as modus ponens or the Barbara 
syllogism. Such law, had come to be con­
ceived of in influential quarter, as laws of real 
mental events taking place in the human 
mind, law, which could be known only by 
empirical analysis of such event, and would 
not be true if such evenb did not exist 
(Logical lnve.\'ligutiom. Prolegomena, 
Chapters IV and VJ. In a brilliant and many­
sided attack. Husserl demonstrated the ab­
surdities of this position - which. contrary lo 
a popular reading of his thought, he himself 
never came close to holding. Th<: ontological 
distinction between the real and th<: id<:al was 
the key to his analysis. The kind of evidence 
present for the law, of formal logic i, in­
compatible with their being empirical law, of 
real events (Lo,:icul Investigations, pp. 157, 
IIJ2-3J. The unity of theory. how the parts of 
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a theory hang together, is a primary theme of 
formal logic; and that unity simply cannot be 
understood in terms of real events, mental or 
otherwise (Logical Investigations, pp. 42, 
236-40). Instead, it involves unities of ideal 
entities, universals - specifically, of concepts 
and propositions, the species instantiated by 
certain intentional moments of real and pos­
sible acts of thought. The truths of formal 
logic refer to the most general features and 
interrelations of concepts and propositions, 
which they have without any regard to events 
of actual thinking; but they also extend in 
the appropriate fashion to actual thought 
(Logical Investigations, pp. 181, 191-2), pre­
cisely in virtue of the concepts and proposi­
tions which the latter instantiate. Thus, the 
laws of formal logic apply lo actual thought 
and discourse, but do not depend upon them 
for their truth or for their evidence. Psycho­
logism was disarmed, and - since the ideal 
laws of cognitive universals go for beyond the 
merely formal - theorizing about language 
and thought in general was rendered safe 
from the ravages of dogmatic empiricism. 

Unfortunately, however, Husserl's philo­
sophical views were not well understood, 
even by many of those who were glad to 
accept his refutation of psychologism-which, 
after all, was basically a side issue for him, 
and accordingly occurs in a 'Prolegomena' to 
logical studies, not in those studies them­
selves. He has, as a result. been repeatedly 
accused of refuting psychologism in Volume I 
of the Lo,:iClll hrl'e.,ti,:utimts and then re­
lapsing into ii in Volume II, merely because 
he deals in the latter with the essential 
~tructures of language and t.:nnsciousncss 
generally. 

Husserl's power as a philosopher. and the 
foundation of all other contrihutions he has 
made, lay in his ontological insights: his 
understanding of the whole/part and other 
categorical structures which apply to every 
cntily whatcver. These insights were in fact 
worked out within what he later called the 
epoche ( i:11ox1'1). This i, hecause such struct­
ures wen: discovered and studied by him full 
blown and fully given within the acts of 
consciousness upon which he was led lo 
concentrate by his natural course of thought, 
given hi, ,tarlinA•Poinl. liul ii was only his 
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ontological insights, in application to the 
stream of conscious acts and relevant objects, 
that made clear to him the possibility of 
the btcxrj; and this, surely, is why his first 
major exposition of the btcxrj, in Ideas l, is 
prefaced by two lengthy chapters (usually 
ignored) on general ontology and on asso­
ciated issues in the theory of knowledge. The 
EJtO)(rj, generally regarded as the most 
quintessentially Husserlian doctrine, is simply 
unintelligible if it is taken as a starting-point, 
which explains why it has been so often 
misread as an exercise in scepticism or in 
Cartesian doubt. 

Husserl's first philosophical work was a 
categorial investigation. and his first period 
culminates, at the end of the sixth Logical 
Investigation, with an essay on categorial in­
tuition. It was the investigation of categorial 
structures, invol,·ing intuition as appropriate, 
that he was with full self-consciousness en­
gaged in from his earliest work on the concept 
and essence of number - though many vital 
elaborations of detail remained to be worked 
out. 
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DALL\S WILLARD 

Husserl, Edmund 
II: The Later Husserl 

To understand the nature of rranscendenta/ 
phe11ome11olo!(y. which is the core of 
Edmund Husserl's late philosophy (from 
1913 on). means to clarify what distinguishes 
his Lo!(icu/ lm•esli!(11tiom from his /de11s /<>r 11 

Purt1 Phe11v111t1110/ogy (llUI " Plu1nome110-
lo!(ict1l Philo.mphv ( 1913), where the tran-
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scendental perspective is introduced. This 
distinction lies in a reformulation of the 
concept of intentionality. In his Logical 
Investigations (see "Husserl I"), Husserl had 
distinguished meaning as species (i.e. the 
function which permits consciousness to 
grasp its goal), from the object, which is 
independent of our experience of it. 
Husserl's Ideas l, on the other hand, is 
characterized by a cognitive approach which 
understands objects as being essentially re­
lated to our experience. According to Ideas l, 
every intentional act has an object of refer­
ence (i.e. the object as it is experienced), and 
Husserl calls the object so conceived the 
noema (v6l]µ<X), a Greek word which means 
'what is known' or 'what is experienced'. 
Certainly, what we know or intend at any 
given time about some object A does not 
exhaust A. Hence, 11oema1a (vorjµcrra) are 
not objects themselves. But the latter are not 
something essentially different: the object A 
is what Husserl calls an ideally open synthesis 
of noemara; it is - in other words - the 
outcome towards which every possible in­
crease in knowledge about A leads. There­
fore the Kantian 'thing in itself does not 
exist. According to Ideas I. objects are not 
absolute realities independent of our ex­
perience; their existence can be expressed, 
rather, in terms of the conditions under which 
we are able to posit them as existing: "An 
object in itself is never such that it would 
make no difference to consciousness and the 
conscious I" (Ideas l, Hua III, p. IOI). For 
Husserl, every object is a u,rity of meaning 
constituted in experience as something real 
or unreal, inside or outside the ego. etc.: this 
is the transcendental thesis of Husserl's 
phenomenological idealism. 

Hence. the importance of the concept of 
phenomenological co1isri1111ion: to clarify the 
essential features of A means to describe the 
experience in which A 'takes shape' for us. 
Now. according to the Ideas. there are dif­
ferent categories of objects: things can be 
material. animal, mental, cultural, etc. As 
Husserl says. there are different regional 
01110/ogies to which the different categories of 
objects belong. For every regional ontology 
there is a set of apodictic propositions which 
state "what must hold a priori and ·synthet-
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ically' of an individual object of the region in 
question" (Ideas I, p. 37). These are proposi­
tions such as ·every material thing is res 
extensa', ·every animal body has sensations', 
'people can enter into social relationships', 
etc. Phenomenological constitutive analysis 
has to solve problems such as what is a 
material (animal, cultural, etc.) thing as 
such? What kind of synthetic (or material) a 
priori propositions can be asserted in order to 
describe its essential features? Phenomeno­
logical constitutive analyses are also at work 
in the case of formal omology, which is not a 
regional ontology (a) because it relates not to 
the objects of any particular material cat­
egory, but to every possible object, and 
(b) because its propositions are of an ana­
lytical nature. The structures of formal logic 
and formal ontology are not, for Husserl, the 
results of arbitrary convention or linguistic 
stipulation. On the other hand, Husserl be­
lieves that the formal sciences cannot be 
based on metaphysical hypotheses about the 
nature of objects either. What an object is, 
according to Husserl, and what its formal 
properties are can be determined only by 
experience, which has also to account for the 
basic logical distinctions. Hence, the idea of a 
genealogy of logic: starting from the lowest 
level of perceptive experience, Husserl de­
scribes the process of constitution of logical 
categories and their being embedded in the 
theory of judgement. In the analyses devoted 
to grounding logic on experience, Husserl 
tackles the problem of the conditions on 
which the possibility of experiencing objects 
depends. There is. first of all, a formal 
condition: the single and instantaneous 
phases of our experience must be linked 
together by the consciousness of time. But 
there is also a malerial condi1ion: there are, 
for Husserl, bond, ofas.wcia1ion. determined 
by the nature of 1he experienced objecls and 
linking them according to a priori Jaws. 
Therefore, Husserl doc, not start from the 
·table of judgement". a, Kant docs. in order 
to deduce the categoric, which give torm to 
experience. His analyses go in the opposite 
direction: in his view. experience i, not 
,imply a collection of random data hut ha, 
itself a definite structure. a necessary form on 
which it i, possible to ground logic. 
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Husserl's philosophical efforts were not 
limited to the constitution of the different 
categories of objects. Starting with his Ideas, 
Husserl felt the need for a philosophical 
analysis of the world. In our everyday life we 
are certain of many things: that there is a 
world, that we live in this world with other 
persons whom we understand, and so on. 
Philosophers must pay attention to such 
·truths', not because common-sense truisms 
are of philosophical value as such, but be­
cause they are in need of a phenomenological 
foundation. These themes are discussed in a 
new light in The Crisis of European Sciences 
(1936). Here he describes the phenomeno­
logical structures of the 'life-world', which is 
constituted as a correlate of i11tersubjec1ive 
experience and on which, according to 
Husserl, sciences are based. Basing sciences 
on the 'life-world' implies, in his view, the 
rejection both of a positivistic idea of ration­
ality and of the naive realism which he 
maintains has prevented modern philosophy 
from grasping the real concept of subjectivity. 
Hence the increasing importance, in Husserl's 
later work, of the distinction between phe­
nomenology and descriptive psychology. If 
every object and every possible event must be 
constituted in our experience, experience 
cannot be regarded from a phenomenological 
point of view as a psychological event, as a 
real fact among others. Hence it is necessary. 
in Husserl's view, to understand phenomeno­
logy as the science of the pure ego, that is, as a 
description of experience concerned only 
with its constituting function, and not with its 
being a real psychological event in an animal 
body. 

The distinction between the descriptive 
psyclwfot,:y of the Lot,:ical /111•1•.,ti,:t11ions 
and late llusserl's ph1·no111,•nologic11I philo­
.wphy is highlighted by the tlll•ory of epoch,; 
(E,mzij) or phenome,w/ogical r,•d11ctio11. This 
theory becomes increasingly intricate in 
Husserl's philosophy. though we may sum­
marize its meaning by stressing the following 
points: 

1 . The epod,i reveals 1111d at the same time 
.w•t.1 the limitJ of the dumai11 of phe,10-
ttl<'t10lo,:1rnl data. Phenomenology has 
an essentially descriptive nature: phcno-
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menological reduction must therefore 
'put in brackets' what is without interest 
for the goal of phenomenological de­
scription, i.e. all factors which pertain 
to the real existence of what we experi­
ence. It makes no difference from a 
descriptive point of view if the A I 
perceive as something real does or does 
not exist. 

2. The epoche is not only an introduction 10 
phenomenological description bw it is 
also the true i111roduction to philosophy. 
To 'put in brackets' the natural attitude 
toward reality means to reject naive 
realism which prevents us from grasping 
the constitutive activity of the ego. 
Thanks to phenomenological reduc­
tion. phenomenology is able to under­
stand objectivity as a 1ranscende111al 
correlt11e of experience. 

3. Phenomenological reduction shows 
that phenomenology is first phi/c>sophy. 
,ince all reality and exi,tence is the 
outcome of phenomenological con­
stitution. Therefore the epoche is the 
first ,tep towards philosophy as an ulti­
mate ~ciencc. 

Thus the later Hus>erl sto,xl in opposition 
to the dominant ,tream of German philo­
sophical culture of the 1'12ll,, and 1930s. 
which scepti,ally rejected the possibility of a 
scientific ph1l<1S<1ph, .ind no kmgcr hclievcd 
in phil,>s<1phi,·al reason as the guide to 
cxish:n1..·c..•. 
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Hyle 

The term lMl] ('matter') was introduced as a 
philosophical term by Aristotle. Originally it 
meant 'woods, forest' and later came to 
mean also ·wood, building material' or simply 
'material'. Although the pre-Socratic philo­
sophers were concerned with what Aristotle 
called material causes, i.e. with the material 
source of the cosmos and the objects in it, 
they had no term for matter in general. only 
for specific kinds of matter such as air, water, 
and earth. 

Aristotle introduced the concept of lMl] in 
Physics I. as a postulate to solve a problem 
about change. In order to show, against 
Parmenides and the Eleatics. that change 
does not involve something coming to be 
from nothing, Aristotle refers to substance 
as a continuing subject for predications. 
But sensible substances such as individual 
humans come to be; hence there must be a 
continuing subject for the appearance of, 
e.g .. humanity. Making use of an analogy 
between how a statue, for instance, comes to 
be by its material receiving an appropriate 
shape. Aristotle calls the continuing subject 
mailer ( lMl]). the defining feature form ( E(lirn; 
or µoQcpJi). 

Hence the individual substance comes to 
he out of form and matter. and since form and 
matter remain at the end of the process. they 
can be understood to be not only the genetic 
sources but also the basic ontological com­
ponents of sensible substance. Form defines 
or determines what the thing is. matter pro­
vides the physical basis for existence. The 
notions of matter and form are closely asso­
ciated in Aristotle's mind with the notions 
of potentiality and actuality. respectively. 
Matter has a potential to receive some form, 
and when it receives that form, it becomes 
actually what it was before only in potenti­
ality. 

For Aristotle l!Al] is a relative notion: for 
each level of analysis there can be some 
corresponding tiAI]. There are. moreover, 
several standard levels of organization in 
nature. each with its own lMI]'. the living 
organism has a body as matter: body is 
composed of non-homogeneous parts 
( organs. limbs, etc.). which in turn are com-
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posed of homogeneous parts (tissue, etc.), 
which are composed of the four 'elements', 
earth, air. water. and fire. But the elements 
are transformed into one another, hence they 
must have a common matter. This most basic 
kind of matter is known as prime matter 
(1tQWTI] w.11) and is associated with the ulti­
mate subject of all predication of Metaphysics 
VII 3. Aristotle does not devote much atten­
tion to this notion, and some modem scholars 
deny that he ever posited prime matter. 
Prime matter becomes important in medieval 
philosophy as the basic material out of which 
God creates the world. At best prime matter 
could be for Aristotle only a theoretical 
abstraction, since matter is never actually 
found without form. 

The term ·w.11· was adopted by some later 
philosophical schools, notably the Stoics and 
Neoplatonists, who reinterpreted it in the 
light of their own concepts. For the Stoics. 
matter is the passive and inert principle of 
body; for the Neoplatonists it is the lowest in 
a chain of entities emanating from the One, 
and it is evil in so far as it is deprived of order. 
The Greek concept of w.11 is the ancestor of 
the modern philosophical and scientific con­
cept of matter. But Aristotle's notion of w.11 
remains a correlative of form, while the 
modern notion of matter involves an in­
dependently existing reality with properties 
of extension and mass. 
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Hylomorphism 

Aristotle's theory of mailer and form arise, 
from his concern with the problem of ,uh­
,tantial change. Like the rest of u,, Aristotle 
cxpcricm:ed generation and corruption going 
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on in the world. Things are born and things 
die. Yet when something ceases to be it does 
not disappear. Rather from the ceasing to be 
as one substance, another substance, or many 
substances, arise. What must be the nature 
of sensible things, natural substances, such 
that this process is possible? 

When we reflect on our experiences of 
substantial change, it becomes evident that 
there is continuity in nature. When some­
thing comes to be it is not entirely new. It has 
come out of something else. Thus, there must 
be in nature a principle of continuity, an 
underlying substratum that continues on 
passing from one substance to. another. 
Looking for a name for this principle, Aris­
totle chose UAl], the term for wood or timber. 
If nothing else, this expresses the passivity of 
the principle, for it passes on in nature from 
one substance to another, from one natural 
thing to whatever else emerges via the pro­
cess of substantial change. There is, thus, a 
certain eternal or unending character to this 
principle, which is indeterminate in itself but 
determinable in successive substances. 

The principle, prime or unformed matter, 
is regarded as being purely potential, for it 
represents a capacity to be formed in dif­
ferent ways by the different essences it re­
ceives through the substantial forms which 
inform it; a new substantial form which is 
actualized by the efficient cause of the change 
comes to be not in prime matter as such, but 
in the secondary matter. the already formed 
mailer of the preceding substance. This 
secondary mailer. the matrritt q111mtita1,• 
silinata of medieval philosophy. i, thus imli­
vidualizcd by the accidental form,. the quant­
ity, and qualities of the previous ,uhst:mcc. 
In thi, ,cn,c. mailer i, spoken of a, the 
principle of individuation. 

What cxi,t arc natural things: substances 
,uch a, trees, dog,. and human,. These arc 
definite kinds of things: they have an intelli­
gibility which we grasp when we experience 
them and understand what they arc. The fact 
that these thing, arc examples of certain 
kind, or species needs an explanation. Form 
or µ01ui,i1 was posited by Aristotle as the 
detcrminin~ principle. as that which make, a 
,uhslancc to be a certain kind of substance. It 
c,;onfcr, au c~~cm.:c or nalurc on passive 
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matter, thereby actualizing the latter as a 
substance and at the same time making this 
substance to be a certain kind of thing. 

This union of a potential principle and an 
actualizing principle gives us a composite, a 
hylomorphic substance, a substantial unity of 
these two coprinciples which achieve their 
being through being together. 

In the world of natural substances we note 
that some are alive; others are not. To apply 
the hylomorphic theory to living things, it is 
fitting to call the principles by new names; the 
substantial form of a living substance is called 
its soul; the matter of the living substance is 
its body. Thus a living natural substance is a 
composite of body and soul wherein the 
actualizing principle or soul confers on the 
potential principle or body the act ofli,-ing, of 
being alive, of existing, as well as conferring 
whate,·er nature it confers - for example, 
human nature. 

Aristotle"s hylomorphic theory was de\'el­
oped across the centuries by his Greek dis­
ciples. the Arabian commentators. and espe­
cially by the Christian theologians - such 
scholastic thinkers as Thomas Aquinas. 
Thus, incorporated into the Catholic intel­
lectual tradition. it came to be the basis of 
philosophic anthropology in most Catholic 
universities after the scholastic re,·i,·al at the 
beginning of the :!0th century. Already the 
nominalism associated with William Ockham 
had begun to undermine the idea of sub­
stantial forms as conferring essences or 
natures on things, and the theory fared badly 
in reflection of the repudiation of Aristotle "s 
physic"S brought about through the develop­
ment of modern scienc"C in the 17th century. 

Still, there is much to recommend the 
theory. We note that there are many species 
or kinds of things; and within a species many 
individual members, for example many 
human beings within the human race. What 
makes possible their individuation'? 

Aristotle's theory posits quantified matter 
as the principle of individuation in the sense 
that the same substantial form can be received 
into many different quantities of matter -
many different bodies in the case of mankind 
- the different accidental qualities of each 
individual body giving rise 10 the variety of 
individual members of the human race. 

IAMBLICHUS 
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I 
lamblichus 
Iamblichus, Neoplatonist, born c. 245 
in Chalcis in Coele Syria (the modem 
Qinncsrin), died c. 326 in Apamea or Daphne 
near Antioch. Only part of lamblichus's 
philosophical output has survived intact; we 
possess a manifesto of pagan faith and 
theurgical practice ( On the Mysteries of the 
Egyptians, a reply to Porphyry now con­
sidered as genuine); four (or five) volumes 
of a ten-volume sequence on Pythagorean 
philosophy (The Life of Pythagoras, Exhorta­
tion to Philosophy, On the General Theory of 
Mathematics, On Nicomach11s' Introduction 
to Arithmetic, and Theological Speculations 
on Arithmetic-authorship not certain; much 
of this material has only doxographical value). 
Of his other works, including a treatise On 
the Soul and several commentaries on Plato 
and Aristotle, only fragments survive (see 
Dalsgaard Larsen 1972, Dillon 1973, pp. 
lS-25). 

lamblichus'scontribution to Neoplatonism 
as regards both philosophical methodology 
( 1) and doctrine (2) appears to have been 
substantial. 

I. In his commentaries on Plato and 
Aristotle, Iamblichus presupposes that 
each treatise possesses a specific aim or 
objective, be it ethical, physical. or 
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metaphysical. Once the objective has 
been grasped. the exegete is asked to 
interpret virtually every line of the 
treatise in the light of that objective. 
A further methodological aspect of 
Iamblichus·s exegesis which secured 
him the admiration of his followers is 
the consistent use of allegory as a means 
to illuminate the structures of the intel­
ligible world (see Praechter 1973). 

2. From Iamblichus the Neoplatonic 
School received new doctrinal im­
pulses: due to his initiative Neoplatonic 
ontology comes to be worked out elab­
orately in a scholastic fashion (Proclus), 
and the actual practice of philosophy 
receives a much stronger religious bias. 
Whereas Plotinus (c. 205-70) divided 
the intelligible realm into the One, the 
Intellect, and the Soul, Iamblichus, 
modifying this scheme, introduces (in 
his lost Cha/daean Theology) a second, 
creative First Principle probably in 
order to soften the inherent tension 
between the One's absolute transcend­
ence on the one hand and its function as 
cause of all subordinate levels of being 
on the other (see Dillon 1973). 

In addition, Iamblichus assumes inter­
mediary ontological subdivisions in both the 
noetic and psychic realms, which, convoluted 
as they may be. tend to let the process of 
emanation of the various levels of being 
appear less abrupt. The conviction of a com­
plete harmony between philosophy and 
religious myth and experience is central 
in Iamblichus, and the framework of his 
ontology owes much to theological specu­
lation, above all to the notorious Cha/daean 
Orac/es. lamblichus depicts the psychic realm 
in particular as crowded by numerous classes 
of gods, angels, demons, and heroes. On 
presuppositions such as these the spiritual 
ascent into the world yonder, which every 
Platonist aspires to, could not be achieved 
by the philosopher's intellectual virtues 
alone and without the help of divine guides 
and mediators. lamblichus advocated and 
actively engaged in the practice of theurgy, a 
ritual designed to invoke the presence and 
help of gods by means of magic spells and 
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symbols (see Dodds 1947). This prominent 
religious trait in Iamblichus's philosophy may 
explain, perhaps, why modern critics have 
sometimes charged lamblichus, the Syrian, 
with subjecting Greek philosophy to the 
oriental syncretism of his time. 
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CIIRISTIAN WILDBERG 

Idea 

It was Plato who gave the first definition of 
the term 'idea' and the characteristics he 
listed have remained identical throughout 
the subsequent history of the word. 'Idea· 
signifies: 

I. the essential form (ribo;) of a thing; 
2. which exists separately from the thing; 
3. which, as an exemplary model of the 

thing, determines the thing's being; 
4. and which is in itself the object and 

absolute terminal point of the act of the 
intellect. 

'Jbus Platonic ideas constitute a world of 
essences which art, intelligible per se existing 
~cparatc:ly from perceptible bodies, and con-
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sidered as impersonally divine. Each positive 
and natural thing participates in its corres­
ponding idea, wherefrom a reason is given 
for the thing's being. Furthermore, each idea 
participates in all the other ideas according to 
an order that Plato begins to describe in the 
Sophist. This dialogue defines the ideal rela­
tions between notions (A.6yo1). The human 
intellect's participation in this system of rela­
tions constitutes philosophical knowledge as 
such, so that by means of its participation in 
ideas according to their ideal relations the 
soul possesses de iure, if not de facto, all 
possible knowledge whats0ever. Plato's doc­
trine is very difficult to understand if one 
wishes 10 avoid being misled by the magnifi­
cent images that express it. It is rendered yet 
more difficult by Plato's adding a fifth charac­
teristic to ideas: 

5. that of being entities which are intel­
lectually apprehended per se in intrinsic 
denomination. i.e. the esse of an idea is 
identical with its intelligi. Plato ex­
presses this by saying that an idea is 
•·vol]TOV xoi'l' ai•t6-. (Ideas are thus 
contrasted with extramental things. 
whose intelligi is distinct from their esse. 
The ime//igi of such things is not one of 
their real ac-cidents. but an external 
accident of reason; it is a denominatio 
extrirueca of the esse these things have 
per se.) 

Medieval l)c,·clopmHts, It is not surpris­
ing. then. that occidental metaphysics, from 
Augustine onwards .. should endeavour _10 
concein: of ideas as d1nne archetypes presid­
ing ,wer the intelli~ent_ creation of thin~s by 
God. This nc:w dc:nmuon c:nabies medieval 
thinkers 1<1 rc:concik Pla1o·s five character­
istic-s. 1 n their view. divine ideas are emin­
entlv the: essential forms of creatc:d beings, 
thc:i~ sc:paratc:ly c:xisting paradigms; they are 
intelligible: (and actually known intellectu­
allv) per se in intrinsic denomination. 

But medieval authors give: fundamentally 
different interpretations of ideas thus con­
ceivc:d. For Thomas Aquinas, ideas are ident­
ical with G,,d's very essence. which is intel­
lectually km,wn per.«· in its perfection as that 
in which all crcatun:s can purticipute in-
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finitely (God is the thought of thought). For 
John Duns Scotus, ideas are produced as 
objective and absolute, yet secondary, 
terminal points of God's act of intellection, 
from which, however, they are formally 
distinct. In this view, ideas are in God the 
creatures themselves considered as intellec­
tually known per se in intrinsic denomination. 
But they are not created as real things. They 
merely have the status of objects (esse 
obiecti) of God's intellect; they have an 
objective being ( esse obiectivum), by which 
they are representatively present to God's 
intellect, and which secures their function of 
exemplary rules for God's creation of real 
things. 

William Ockham (who will be followed by 
Rene Descartes on this point), fearing that 
this doctrine unduly restricts God's freedom, 
denies the existence of any ideas in God, and 
defines ideas as the possible creatures them­
selves considered as intellectually known by 
God in extrinsic denomination. On this point 
the relation between God's ideas and bis 
intellect is much the same as that between any 
really existing extramental thing and the 
human intellect; for, the intelligi of such a 
thing by the human intellect is a denominatio 
extrirueca of the thing. But the consequence 
of Ockham's position is that it becomes 
impossible for him (as for Descartes) to 
account for the character of intelligence and 
love inherent in God's act of creation. This 
act becomes arbitrary, stemming from a 
freedom of complete indifference. In re­
action to this, Nicolas Malebranche, and 
more especially Leibniz, will return to 
theories of divine ideas, renewing to some 
extent the position of Scotus on this point. 

Modem Philosophy. The notion of idea has 
been remarkably extended throughout the 
current of thought which originated in Scot­
ism and which developed in the mainstream 
of modem philosophy up to phenomenology 
and contemporary analytical philosophy. 
The foremost theme at issue here is Plato's 
fourth characteristic; an idea is a mental 
object which is the absolute terminal point of 
the act of the intellect. This characteristic can 
be shown to be fundamental to Scotus's 
conception of divine ideas. It can also be 
shown to be of capital importance in his 
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theory of the intelligible species or concept. 
For Scotus, the intellect does not apprehend 
the real form of a thing known intellectually 
in itself; the intellect apprehends this form 
only qua mental object (esse obiectivum) 
which the intellect has representatively 
formed to itself. Thus, the intellect appre­
hends a ·representation' of its object; to be 
precise, the intellect apprehends the object 
represented in intrinsic denomination in the 
subjective representation it has abstractively 
formed for itself. According to Scotus, just as 
God intellectually apprehends a created 
being by its idea, without it being necessary 
that the created being really exist, so too, 
man intellectually apprehends a real thing by 
a 'representation', even if this thing does not 
really exist. or at least, even if this thing does 
not formally cause the act of intellectual 
apprehension. For this reason the 'repre­
sentation' is called an idea and presents itself 
to the intellect as its absolute primary object, 
in a way that can be seen at work throughout 
the whole of modem philosophy. Neverthe­
less, ideas still retain their third character­
istic, that of being exemplary models. For, in 
the Scotist tradition from Gregory of Rimini 
to Descartes, that which is true is that which is 
said to be in reality such as it is signified in 
idea. Hence, ideas become the criterion of 
truth, and the relation of adequate corres­
pondence in truth is inverted: this relation is 
no longer a conformity of the intellect to the 
thing, but a conformity of the thing, which is 
said to exist, to its mode of being signified by 
an idea. It is just such a conception of truth 
that will be developed by Hegel, after Kant's 
transcendental use of ideas as supreme regu­
lative principles of objective knowledge. 

The Ideal-Objectivity of Meanings In Con­
temporary Philosophy. These points have 
met with renewed interest in Edmund 
Husserl's phenomenology, and in analytic 
philosophy beginning with Gottlob Frege. 
Both seek to show how, in subjective acts of 
linguistic expression, a simple or complex 
sense ( Sinn or Gedanke) is appealed to as a 
necessary intermediary between the act of 
representation (Vorste//ung) and the thing 
itself (Ding. Sache). This sense is reidentili­
able ad infinitum by conscious subjects who 
can re-express it in a plurality of possible acts. 
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Thus it enjoys a sort of ideal objectivity, 
which is identical in every act of the conscious 
subject. 

With Frege, as with Franc;ois de Mayronnes 
(who died some time after 1328) and Bernard 
Bolzano, senses have a positive being, and 
cannot be constituted in any way by a con­
scious subject. Rather, the sense belongs to a 
drilles Reich which is distinct from the realm 
of subjective acts and from the realm of 
things. The Sinn or Gedanke is thus separate 
and autonomous, just as Plato's ideas were in 
their own order; (cf. characteristic 2). More­
over, it appears that it is intellectually appre­
hended, or at least signified per se in intrinsic 
denomination, i.e. it is true in itself; (cf. char­
acteristic 5). In no case, however, can it be 
said to have real existence (Dasein, Existenz). 

Contrary to this position, Husserl's phe­
nomenology focuses on the subjective tran­
scendental formation of the meanings of lan­
guage, and makes the presence of an ideal­
objective v6l]µo: or Sinn appear in every 
subjective act of consciousness (v6l]m,) 
wherein this v6l]µo: is constituted. The 
v6l]OL ;, now, tends ad infinitum to make the 
v6l]µo: coincide with the reality of the thing. 
Both thereby (particularly in the case of 
perception) can also be called an idea, in as 
much as consciousness ideally anticipates the 
way ideas are to be fully brought to evidence, 
truth, and reason (Vernunft). Ludwig Witt­
genstein. in contrast, will refuse, after Bren­
tano, the absolute and separate ideal-objec­
tivity of the Gedanke by showing how it arises 
and is formed through language games. 
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Idealism/Realism 

Philosophical positions are now usually re­
garded as idealist if they regard mind or 
minds (or consciousness) as the fundamental 
reality and other apparently different sorts of 
reality, in particular the physical, as either 
ideal, in the sense of existing only in so far as 
an actual or potential object of mind's aware­
ness, or as in some sense themselves mental. 
Also counted as idealist are views which 
make such a claim about physical reality, 
even if they admit the possibility that there 
are realities (e.g. unknowable things behind 
the scenes) which are neither mental nor 
ideal. A typically realist metaphysic will 
claim, with regard to certain realities which 
idealists have regarded as either ideal or 
mental. that they are neither and can exist 
quite apart from any con~ousness. Since the 
status of the physical world IS the mam bone 
of contention between the two this article "ill 
concentrate on that. 

A typical idealist will affirm at least one of 
the following propositions: 

1. Nothing. and abo,·e all not physical 
reality. can e:ost except as an object 
(actual or potential) of mind"s aware­
ness. apart perhaps from mind itself. 

2. Physical reality cannot exist except as 
an object (actual or potential) of mind's 
awareness. though othcrthings (besides 
mind itsdO ma~- do so. such as non­
physical things in themselves which 
prndus-e the appearance of a physical 
world t,, us (perhaps also abstract 

objects). 
3. Nothing exists which is not mental 

either in the sense of being either itself a 
mind or a mode of mind. con~ousness, 
or sentient experience. or in the sense of 
being what can only exist as an object of 
mind's awareness. 

Mind. in each case. may be understood 
either as something essentially single. so that 
different finite minds are aspects of one 
cosmic mind. or as standing for a plurality of 
distinct minds. such as yours and mine. with 
or without a divine mind as well. More radical 
forms of idealism drop the ·or potential' in 
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the first two propositions, thereby maintain­
ing a more clear-cut position. if one more 
puzzling for common sense than the weaker 
forms which require it. The common thread 
between almost all idealisms is the claim that 
the idea of physical things existing apart from 
all experience is incoherent. 

George Berkeley (1685-1735) developed 
his idealism in opposition to the represent­
ative realism ofJohn Locke (1632-1704). For 
Locke ( as Berkeley understood him) what we 
are directly aware of in perception are ideas 
or images which give a more or less ad­
equate representation of a physical world 
which we cannot directly experience. This 
physical world possesses only the primary 
qualities (shape, movement, etc.) and not the 
secondary qualities (colour, sound, etc.). 
Berkeley thought Locke's view of physical 
reality absurd, since thus understood it is 
something we can have no ground to believe 
in. More important still, we cannot even 
conceive it, since primary qualities without 
secondary qualities are an absurdity. Since be 
agreed with Locke that the direct objects of 
perception are simply ideas, he concluded 
that by a physical thing we can only mean a 
certain pattern of ideas such as cannot exist 
apart from awareness of them. That the 
physical world evidently outruns the ideas of 
it present to finite minds shows that it consists 
not just in these but in the system of ideas 
present to an infinite mind, God, who con­
tinually feeds us with ideas corresponding to 
a pathway through his own system of ideas. 
The particular pathway he selects for each of 
us is prompted by our own acts of will in 
response to whatever ideas he initially vouch­
safed us. 

Some commentators think Berkeley's line 
of thought reasonable if it is once granted that 
all we actually perceive are ideas, but say that 
this starting-point was taken over uncritically 
from Locke er al. However, the most forceful 
parts of Berkeley's reasonings do not pre­
suppose or even require this doctrine. His 
genius lay in being the first to exhibit bow 
great are the difficulties in shaking off from 
our conception of a physical thing features 
which it can only wear for our perception 
( and which are evidently tied up with the 
mode of our awareness of it) while retaining 
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a viable conception of anything which could 
have concrete existence. Such features con­
sist primarily in its aesthetic and perspectival 
qualities. Among living supporters of some­
thing akin to Berkeleyan idealism the Oxford 
philosopher John Foster should be men­
tioned. 

Kant (1724--1804) insisted on, and ex­
aggerated. the radical difference between his 
transcendental idealism and Berkeley's 
theory. The main real differences are three. 
First. Kant dwelt less on the subjective nature 
of the sensible qualities and more on broad 
categorial characters, such as spatiality, 
temporality, and above all causal intelligi­
bility. Second, Kant argued that our a priori 
knowledge of these characteristics shows that 
we do not so much find them in the sensorily 
given as put them there by the only styles of 
thinking we can manage. Third, Kant held 
that tbe phenomenal physical world, the ideal 
nature of which he had supposedly demon­
strated, was not. as with Berkeley. something 
produced in us by a divine mind but the way 
in which a system of unknown things in them­
selves appears to us, while we ourselves as 
we know ourselves are only the way further 
unknowable things in themselves appear to 
themselves. Recognition that the nature of 
reality as it is in itself is hidden from us opens 
the possibility that it is more spiritually sig­
nificant than it seems, a possibility on which 
we have a right to rest our moral and religious 
ideals. It is this unknowability of things in 
themselves which sets Kant most apart from 
Berkeley, as also from many later idealists. 
The Scottish idealist, James Frederick Ferrier 
(1808-64), w~ closer tu Berkeley on this 
point but drew conclusions from it on a more 
Kantian nature. 

Kantian idealism was given a novel twist 
by Arthur Schopenhauer (I 781H 860), who 
agreed that the physical world is merely 
phenomenal. the way thing, in themselves 
appear to us. However, he held that meta­
physical reflection reveal, that each of us 
knows his own will a, that of which his 
body is the phenomenal appearance, and 
inferred from this that will is the ultimate 
"in itself of the whole of nature. Moreover, 
since plurality can only belong tu spatial 
phenomena the 'in itself behind nature must 
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be a single will rather than the many it seems 
to be. 

The major idealist nearest to Kant himself 
was Johann Gottlieb Fichte (1762-1814) who 
(however) dropped the idea of the thing in 
itself and postulated a single transcendental 
ego which produced the panorama of the 
world for its own spiritual development, thus 
moving towards that absolute idealism for 
which all finite things are appearances to or of 
a single infinite mind. Hegel (1770-1831), 
who may be called the father of absolute 
idealism (with his one-time associate F. W. J. 
Schelling (1775-1854), as its uncle), was not 
undeniably committed to any of the theses 
here taken as definitive of idealism. The 
physical world is certainly for him in some 
sense an appearance of spirit to itself by 
means of which it develops in human life to a 
stage of full self-consciousness, but 'appear­
ance' here may mean rather emanation than 
something which only exists for a subject. 
More traditionally idealist in outlook are the 
absolutists F. H. Bradley (1846-1924) and 
Josiah Royce (1855-1916). Bradley gives 
both Berkeleyan and Kantian reasons for the 
incoherence of a physical world supposed to 
exist apart from experience of it. His main 
contribution is to see the relational thinking 
typical of physical descriptions as incapable 
of showing how things really hang together, 
concluding that they must belong together in 
a much more intensively unitary way which 
must be spiritual rather than physical. 
Bradley showed some sympathy for pan­
psychist forms uf idealism which sec the 
physical side of daily life and science as the 
appearance of a reality which is in itself a flow 
of lived experience, a position supported by 
Josiah Royce, Charles I larlshornc. and 4ui1c 
recently by Timothy Sprigge and akin lo the 
views of Alfred North Whitehead ( 1861-
1947), who aimed tu synthesize realism and 
idealism. Other forms of idealism include the 
final transcendental idealist position of 
Edmund llusserl (1859-1938) and a personal 
idealism, which llourished early in this 
century, fur whkh reality is a community of 
eternal spirits each of whose 1.:ss intimate 
companions appear to ii as the physical 
world. 

Realists about the physical world insist that 
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it can exist quite apart from awareness of it or 
from anything psychical. For the naive realist 
we are directly confronted with bits of the 
physical world in perception, while for the 
representational realist we are directly con­
fronted only by representations of it, which, 
however, we justifiably and rightly take as 
bringing us information about that real in­
dependent physical world. Realists typically 
think of the burden of proof as on idealists 
and regard their position as holding the fort 
when idealist arguments are supposedly re­
futed. An important 20th-century realist was 
G. E. Moore (1873-1958), who hovered 
between its naive and representationalist 
versions. 

Two types of realism were strongly can-
vassed in the USA early in this century. The 
new realism. inspired by a one-sided reading 
of William James·s (1842-1910) radical em­
piricism, claimed th~t we dir~ly confront 
the physical world m perceptton and that 
variations in the way things seem to different 
people show not the_ir subjectivity but their 
inclusion of a multitude of features from 
which we select different!~·- Samuel Alex­
ander ( 1859-1938). in Britain. took a similar 
line. The impressive critical realist school. 
including George Santayana (1863-1952). 
c. A. Strong ( 1862-19-IOl. and R. W. Sellars 
(1912-1989). tended to echo Thomist views 
in holding that the essence of the thing 
perceived is direct!~· present to_ the mind 
though the thing itself remams qune exten_ial 
to consciousness. In more recent English 
language philosoph~·. realism is often asso­
ciated with a materialism whose reductive 
approach to mind allows it to bypass the 
traditional question how the sensuously given 
relates to the physically real. 

Some faint analogy exists between the 
traditional contrast between realism and 
idealism and that of realism and anti-realism 
as currently specified by Michael Dummett 
(born 1925). The anti-realist about a class of 
objects thinks that the principle of bivalence 
(that a proposition must either be true or 
false) does not apply lo statements about 
them. Many idealists are realists. in this 
sense. about the physical. However. some 
of Kant's arguments for his transcendental 
idealism do turn un an alleged failure 
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of bivalence in propositions about the 
physical. 
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TIMOTIIY L. S. SPRlGGE 

Identity 
There are two ontological problems of 
identity. The first is present in the question: 
'Where x and y are contemporaneous and 
individual, under what conditions is x one 
and the same as y?' The second is present 
in the question 'Where x and y are non­
contemporaneous and individual, under 
what conditions is x one and the same as y?' 
These ontological questions are distinct from 
their parallel epistemological questions about 
what kind of evidence one must have in order 
to know that x and y are one and the same 
thing, or linguistic questions about when two 
referring expressions have the same referent. 
Some philosophers hold that the ontological 
conditions may be fulfilled even when the 
epistemological conditions are not; con­
versely. when epistemological conditions 
have been made into ontological conditions 
( usually by philosophers committed to some 
form of verificationism). the resulting con­
ception of identity often rules out clear cases 
of identity. An answer to the first ontological 
question results in a general theory of identity; 
an answer to the second results in a theory of 
identity through change or over time. 

There is some conflict in Aristotle's writ­
ings about how he answers the ontological 
questions: .t and y are one and the same thing 
for Aristotle if they are the same substance. 
Since substances are enduring for Aristotle. 
be can offer the same answer to both ques­
tions. for example. Socrates is the teacher of 
Plato because Socrates and the teacher of 
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Plato are one and the same substance and the 
old philosopher who drank hemlock is one 
and the same with the young philosopher who 
stood during a performance of The Clouds 
because they are one and the same sub­
stance. The problem for Aristotle is the 
nature of that enduring substance. If second­
ary matter (the flesh and bones of Socrates) is 
suggested. it is unclear how secondary matter 
can ground the identity of Socrates from 
being a young man to being an old man 
since that matter changes in his life. In the 
Mecaphysics (103lal5-1032al0). Aristotle 
suggests that each individual may have an 
individual essence, and it is that essence 
which grounds the numerical sameness of x 
andy. Thus, the condition underwhichx and 
1· are one and the same, whether or not they 
·are contemporaries, is that x and y have 
one and the same individual essence. The 
Thomistic tradition in the Middle Ages keeps 
alive the Aristotelian answers to the two 
questions. John Duns Scotus, however, is 
highly critical of matter as a ground for 
identity; he cannot accept changeable matter 
as capable of grounding identity through time 
and he argues that the use of individual 
essence as a ground only leads to a re­
formulation of the question. namely, 'When 
x and y are individual essences under what 
conditions is x one and the same with y?' 
Instead. Scotus seeks to ground the individu­
ality of each thing in a special entity which he 
called its haecceitas or 'thisness', which could 
thus serve as ground for identity without itself 
needing a ground (Opus Oxoniense II. d. 
3, q. 6. n. J 1. XII, 134a-135a)._ William 
Ockham maintains that it is a confusion to ask 
what ·makes· a material thing an individual; 
the question, he thinks, is what is it for som_e 
concepts. extramaterial entities, to be um­
versal (Ordinatio I. d. 2. q. 6.). 

The modern period develops in a radically 
new direction from earlier traditions. Both 
John Locke and G. W. L<:ibniz try to give the 
condition for identity in terms of the proper­
ties which individuals have. Thus, Locke's 
general notion of identity i\ in Essay Con­
cerning Human UnderJtanding (Book IL 27) 
that x and y are one and the same spmt or 
body when and only when x and Y begm to 
exist at the same time in the same place. 
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Leibniz seems to hold to two principles: 

1. the identity of indiscernibles, namely 
that if x has every property of y and 
conversely, then x is one and the same 
as y; and 

2. the indiscernibility of identica/s, namely, 
that if x and y are one and the same then 
every property of xis a property of y and 
conversely. 

Leibniz clearly excludes intentional proper­
ties from the set of properties that grounds 
identity. Together these principles yield a 
conception of identity which is sometimes 
crudely stated as: x is one and the same thing 
as y when and only when everything that is 
true of x is true of y and conversely. What 
makes this conception attractive is that since 
individual things are known through their 
properties and not through their individual 
essences or secondary matter, knowledge of 
identity seems more accessible under the 
Leibnizian definition. Bertrand Russell em­
braces Leibniz's conception and the Russell­
Leibniz conception of identity is the major 
theory of identity in the 20th century. How­
ever. there are two serious problems for such 
a theory. The first is pointed out by Max 
Black, who argues that even if it is true for the 
actual world that no two things are perfectly 
alike. there are possible worlds in which there 
are perfectly indiscernible individuals (1954, 
pp. 80--92). If Black is right, then the Russell­
Leibniz conception cannot be at the core 
of identity because the identity of indisccrn­
ibles is not a necessary truth. The second 
problem is raised by Hans Reichenbach; 
he argues that, since nothing prevents two 
things from having all their non-relational 
properties in common, the only properties 
of individual things which can ground in­
dividuality arc spatial, temporal, or other 
relational properties (1958, pp. 5K--70). 
Among these relational properties only those 
that are irreflexive or asymmetrical can de­
termine identity. But an irreflexive relation is 
one that always holds between one thing and 
another and an asymmetrical relation is one 
which is such that. if it holds between one 
thing and another, then it does not hold 
between the other and the one. Thus, it looks 
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as if identity of individuals is grounded in 
relations with certain properties which in turn 
have these properties precisely because of the 
identity or non-identity of individuals. The 
account is ontologically circular. 

Contemporary philosophers still pursue 
some of the traditional ontological concerns. 
For example, Gustav Bergmann argues that 
there are 'bare particulars' which ground 
the identity of individual things. These par­
ticulars, like the haecceitas of John Duns 
Scotus, have no properties, serve as the 
ground for all individuals of which they are 
part, and enter into a relation of exempli­
fication with respect to properties such as 
redness, roundness, or relations like to the 
left of. Other contemporary philosophers. 
such as Peter Strawson, take up Ockham's 
position and simply treat individuality as 
something that is presented. Strawson's ,iew 
abandons the traditional ontological ques­
tions; it asserts that there is no need to further 
ground the identity of indi\idual things. 
Other contemporary writers ha,·e looked into 
special problems of identity such as the 
problem of personal identity. Their attempts 
have themselves largely reduced to earlier 
efforts; for example, to ground personal 
identity in memory is to ground identity in 
properties of the indi\idual. 

The unsuccessful struggle to formulate the 
conditions of identity. especially in the face of 
the fact that conceptions of identity have 
either been circular ,,r simpl~ posited indi­
viduals whose identity need not be grounded. 
suggests that ontology might do well to follow 
Strawson and abandon the search for an 
entitv which sen·es as a ground for individu­
ality ·and identity in favour of simply accept­
ing numerical sameness and difference as sui 
generis and not subject to reduction. 
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KENNETH C. CLATIERBAUGH 

Immortality 

The religious belief in immortality preceded 
the attempt to demonstrate it philosophically. 
The teaching that there is a life after this life, 
that some part of our being survives our death 
is as old as Western civilization, and the 
discussion of proofs for personal immortality 
has been one of the classical topics of tradi­
tional philosophy. 

Interestingly, the Nicene Creed affirms a 
basic belief in 'the resurrection of the body'. 
However, the teaching on personal immor­
tality as a dogma was not defined until the 
early 16th century, when the controversy 
over the proof of immortality was reaching its 
zenith in the face of the difficulties the Latin 
Averroists were raising for the Christian 
Aristotelianism of later scholasticism. Thus 
the philosophical dialogue concerning im­
mortality developed against a background of 
religious belief in it. 

Plato's Phaedo is an attempt to present 
arguments for the cycle of reincarnation 
proposed for the Orphic religion. Moreover, 
it supports the teaching of a life beyond the 
grave by analysing the implications of intel­
lectual knowledge. To account for our grasp 
of certain abstract ideas. Socrates argues we 
must pre-exist this life and have been familiar 
with these ideas at an earlier stage. And so if 
we have lived before. it is only consistent that 
we continue to live afterwards. as daylight 
follows night. 

Augustine was taken with this notion of 
man as a soul sent to rule the body, a notion 
which he acquired from the Platonic tradition 
through Latin translations of Plotinus. This 
Augustinian theme set the tradition in 
Western civilization for over a thousand 
years. and his philosophy of man came to be 
challenged only in the 13th century when 
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Latin translations of Aristotle were circu­
lated at Paris. Theologians such as Thomas 
Aquinas were moved to achieve a new syn­
thesis, this time of Aristotelianism and the 
Christian faith. One aspect of this integration 
was Aquinas's adaptation of Aristotle's 
hylomorphic theory, the theory of man as a 
composite of body and soul. This theory 
accounted better for what we experience as 
our unity. but could it account for the survival 
of the soul and its operating after death? 
Against the challenge, now, of Siger of 
Brabant's (c. 1240-84) Averroism, Aquinas 
argued for the immateriality of the intellectual 
powers of man and for the principle that the 
soul. as the source of the act of existing in the 
composite, ensured the continued existence 
of the soul as separated. 

Later Christian Aristotelians such as John 
Duns Scotus and William Ockham were less 
sure of the validity of the demonstration 
offered by Aquinas and the results of the 
medieval debates were crystallized in the 
essay challenging immortality written by 
Pietro Pomponazzi in the 16th century. In 
this context personal immortality was de­
clared a Catholic dogma at the fifth Lateran 
Council of 1513. 

As Plato saw, in view of the obvious 
mortality of humans as embodied, the case 
for immortality must be built on the premiss 
that man·s mind or intellect is immaterial and 
is capable of surviving the corruption of the 
body as a spiritual substance. Rene Descartes 
realized this in 1637 when, in the Discourse 
on the Method, he inferred he was a mind, 
"a substance whose whole essence or nature 
is to think·· and ··even if the body were not, 
the soul would not cease to be what it is". 
This return to the Augustinian tradition 
created the so-called mind-body problem of 
early modern philosophy. How could there 
be interaction between such disparate sub­
stances? Julien Offray de La Mettrie (J 709-
51) resolved the problem by dropping the 
mind, and since the ll!th century, the identity 
of the mind with the brain has been the 
dominant position. 

The moral argument for immortality rests 
on the premiss that ultimate justice must be 
achieved if the world is intelligible. Since 
obviously in this life the good often suffer and 
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the wicked succeed, it is inferred there has to 
be a next life in which justice is done. A 
version of this argument was favoured by 
Kant. 
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DESMOND J. ATZGERALD 

Independence. See: Dependence 

Indeterminacy Arguments 

An indeterminacy argument is an argument 
to the effect that an entity or a kind of entity is 
indeterminate in some important respects. 
This indeterminacy is relative to some specific 
conceptions of the entity or kind of entity in 
question, and the indeterminacy argument 
declares certain sorts of definiteness or de­
terminateness to be spurious. 

Thus we might take meanings of utterance 
types as a kind of entity. An indeterminacy 
argument concerning such meanings attacks 
a conception according lo which meanings 
have the following properties: they arc bound 
up with speakers' or hearers' dispositions lo 
behaviour; they arc built up in a certain 
specific way from the meanings of constituent 
expressions; they coincide with or differ from 
the meanings of other utterance types, and so 
on. The conclusion of the indeterminacy 
argument declares some of these properties 
to be spurious as ascribed lo entities of the 
given sort. Other presumed properties of 
utterance meanings, though. are conceded lo 
be real and to be capable of being instantiated. 
Whereas, for example. the properties of 
being connected with dispositions to be­
haviour arc taken to be real properties of 
utterance meanings, the properties of being 
built up from constituent meanings in certain 
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ways or of coinciding with meanings of other 
utterance types are considered spurious. 
With regard to these properties, then, utter­
ance meanings can be said to be indetenninate. 

One extremely common type of inde­
terminacy argument tries to establish that we 
cannot determine certain properties of an 
entity and concludes that the entity is in­
determinate. In preparatory steps two things 
are fixed: various mutually exclusive theses 
(T1, ••• T., ... ) in relation to an entity£, 
and a finite set of criteria which may be used 
to evaluate competing claims. It is then 
assumed that the application of the accepted 
criteria results in a judgement to the effect 
that these theses are equally strong. This is 
stated by the first premiss of the argument: 

I. All theses T, fare equally well in the 
light of the accepted criteria. 

We assume a second and a third premiss: 

2. If. as a matter of principle. one cannot 
decide in favour of a thesis T. then one 
cannot know that T. 

3. If one cannot know about a state of 
affairs p. then p does not obtain (in the 
actual world). 

From I. and 2. we get: 

-1. We cannot know which T, is true of £. 

With 3. we ,·ondude: 

5. None of the states of affairs specified by 
any of the 7", obtains (in the actual 
world). 

LeibniL's argument against absolute space 
has affinities with indeterminacy arguments 
having the structure outlined above (Philo­
.wplzisc/ze SclzriJim. ed. by C. I. Gehrhardt, 
1875-90. vol. VII). H. Reichenbach employs 
an indeterminacy argument in his The Philo­
sophy of Space and Time (New York, 195!1). 
He argues that the geometry of physical space 
is indeterminate. In the 20th century, argu­
ments with this structure have been very 
common in the philosophy of language and 
the philosophy of mind- they were applied to 
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linguistic meaning, resulting in the thesis of 
the indeterminacy of translation or meaning 
(W. V. 0. Quine, Ludwig Wittgenstein, 
Donald Davidson, Saul Kripke). They were 
applied to linguistic reference, resulting in 
the thesis of the inscrutability of reference 
(Quine, Davidson, Hilary Putnam); and they 
were also used to establish the indeterminacy 
of psychological states, in particular of belief 
and desire (especially by Davidson). 

The success of an indeterminacy argument 
depends essentially on two things: 

I. on whether the mutually exclusive 
theses really are equally strong; and 

2. on whether the inference from the 
impossibility of knowledge to non­
existence, i.e. whether premiss 3. can 
be justified. 

Often only an arbitrary restriction on evalu­
ation criteria guarantees that the equipol­
lence of the alternative theses can be estab­
lished. The justification of premiss 3. often 
appears to succeed only because question­
able philosophical premisses are invoked. 
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AXEL BOHLER 

lndexicality 

Words like 'this', ·r. 'here', and ·now' are 
called indexicul expressions, following C. S. 
Peirce. Such expressions refer to, or 'indic­
ate'. something in the context of ullerance: 
·r refers to the speaker. ·now' to the time of 
ullerance. 'this' to what the speaker is point­
ing at. and so on. Their reference thus 
depends upon their context of use. 

An ontology of such indexica/ reference will 
include an account of several things: speech 
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acts (performed by speakers of a language), 
relations of reference (speakers referring to 
appropriate entities), contexts of speech, and 
relations of dependence (between reference 
and context). If the meaning of an expression 
is distinguished from its referent, then an on­
tology of meanings will be needed too, plus an 
account of their role in relations of reference. 

Suppose a speaker, pointing at a certain 
object 0, says "This is hot'. Then O is the 
referent of 'this' on the given occasion of 
utterance. Intuitively, the proposition ex­
pressed by saying 'This is hot' - i.e. what is 
asserted - depends on the context of utter­
ance, on what the speaker is pointing at while 
saying 'this'; yet the meaning of the sentence 
- specified by the dictionary entries for the 
words - does not vary with the context. What 
are these two levels of 'meaning'? 

David Kaplan ·s influential logic of demon­
stratives distinguishes the character and the 
content of a sentence like 'This is hot'. The 
character is the context-invariant level of 
meaning. while the content is the proposition 
expressed, which varies with the object being 
pointed at. The character is associated with 
the rule governing the use of the sentence, 
and the content is said to be a singular 
proposition consisting of the individual being 
pointed at together with the property being 
attributed to it ( drawing partly on Bertrand 
Russell's talk of propositions in his early 
logical atomism). What kind of entities are 
such singular propositions? Is a singular 
proposition a putative state of affairs, and if 
so what is its existential status-is it a possible 
state of affairs, or is it in itself indifferent to 
being (like a Meinongian objective)? Also, 
what type of entity i, the context ( or occasion) 
of utterance'' Is it a state of affairs, an actual 
one, viz., that consisting in the speaker's 
pointing at a certain object while uttering the 
sentence? Finally. what i, the relation of 
dependence that hold, between the speaker's 
referring to the object and her pointing at the 
object, and between the reference and the 
context of utterance? 

Kaplan does not pursue these ontological 
issues, as his initial concern wa, the logic, not 
the ontology, of demonstrative refcrt:nce. 
Thus, he assume, the familiar form of 
possible-worlds semantics but extend, it to 
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demonstratives. Accordingly, singular pro­
positions are assumed to be functions from 
possible worlds to truth-values, so the con­
tent of the sentence 'This is hot' as uttered in 
a given context (or on a given occasion) is the 
function that assigns truth to every possible 
world in which the referent of 'this' in that 
context exists and is hot. And the character of 
the sentence is the function that assigns to any 
appropriate context of utterance the pro­
position that would be expressed in that 
context. A context is an ordered tuple includ­
ing relevant entities; for 'This is hot', the con­
text includes the speaker and the object being 
pointed at. A full ontology for this semantics 
would need to account for such entities as 
possible worlds, functions, truth-values, and 
ordered tuples- as well as individuals, speech 
acts, relations, and dependence. 

Kaplan's notion of character and content 
was to replace Gottlob Frege's notion of 
sense. But Frege's own ontology of sense was 
very different. For Frege, the sense of a 
sentence is a thought, which Frege assumed is 
an abstract entity, i.e., non-spatial and non­
temporal. But thoughts are not functions, 
much less functions from truth-values to 
possible worlds. Frege recognized truth­
values as entities, without saying what they 
are, but he recognized neither possible 
worlds nor, apparently, states of affairs. In 
particular, Fregean thoughts are not states of 
affairs; for their constituents are always other 
senses, not physical objects or the ·concepts' 
( property-like entities) under which they fall. 
Further, thoughts arc actual (even if abstract) 
entities, so they cannot be possible states of 
affairs. In any event. since thoughts are 
eternal, for Frcgc, it i, difficult to see what 
might be the thought expressed by saying 
'This is hot' in a particular context. Frege's 
doctrine of sense doc, not seem to permit the 
two levds of meaning required for indexical 
expressions. 

Edmund Husserl, however, explicitly 
distinguished two levels of meaning for in­
dexicals and offered a complex ontology that 
might serve the needs observed so far. For 
Husserl, the meaning of an expression is an 
abstract entity: it is the species of the experi­
ence expressed by the speech act. For an 
indexical, or 'essentially occasional', ex pres-
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sion, Husserl distinguished two levels of 
meaning: one that does not vary with the 
occasion of use, and one that does. The 
invariant meaning of 'this' reflects its general 
semantic function of referring (in normal 
usage) to what one is seeing and pointing at: 
this meaning is the general form of perceiving 
an object, toward which one is pointing in 
saying 'this'. The occasional meaning, on the 
other hand, incorporates the speaker's 
presentation of the particular object visually 
before him. For the sentence 'This is hot', the 
invariant meaning is the general form of 
seeing an object and judging that it is hot, 
while the occasional meaning is the thought 
or proposition that a certain object. that 
which one is seeing. is hot. And the sentence 
as uttered on a given occasion refers to the 
state of affairs consisting in the object one 
sees being hot. The occasion of utterance 
might be taken to be a complex state of 
affairs. or complex of states of affairs, con­
sisting in the: sp.:aker·s uttering the sentence 
while that object is before him. Not only did 
Husserl have an ontology of speech acts. 
reference relations. meanings. and states of 
affairs. but he had a basic ontology of de­
pendence rdations that help him to indhidu­
ate •singular· thoughts like the occasional 
meaning of a given utterance of ·This is hot". 
These are precisely th.: ontological structures 
needed for a full ontolog~· of ind.:xical refer­
ence - whether or not Hu,-scrl"s own ontology 
was adequate th.:r.:10. 
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INDMDUALITY, INDIVIDUATION 

Individuality, Individuation 

Individuality is the property that character­
izes individuals in so far as they are indi­
vidual; individuation is the process whereby 
something becomes individual. There are six 
fundamental philosophical issues involved in 
individuality. They have to do with: 

1. the intension of the term 'individual', 
2. its extension, 
3. the ontological status of individuality in 

the individual and its relation to the 
individual's nature, 

4. the principle of individuation, 
5. the discernibility of individuals, and 
6. the linguistic means of reference to 

individuals. 

The first of these issues is logical, since it is 
concerned with the intension of the term 
'individual' and its distinction from other 
notions; it involves defining and conceptually 
clarifying the notion of an individual. Issues 
2., 3., and 4. are metaphysical. They concern 
the description of reality - how far individu­
ality extends and its status and foundation in 
things. Issue 5. is epistemological, for it has IC" 
do with criteria for the discernibility of indi 
viduals. Finally, issue 6. is semantic, since i 
deals with the linguistic means by which we 
refer to individuals. All these issues have 
been discussed in the history of philosophy, 
but very few authors have kept them separate 
and still fewer have addressed more than one 
or two. The favourite issue in the Middle 
Ages concerned the principle of individu­
ation: in our own day it is the issues of 
discernibility and reference that have attract­
ed most attention. The most pertinent issues 
for us here are the extension of 'individual', 
the ontological status of individuality. and 
the problem of individuation. I shall also 
discuss the problems of intension and dis­
cernibility because of their close ties to the 
others, but I shall not deal with the issue of 
reference. 

The Intension or 'Individual'. Of all the 
issues mentioned, perhaps the most funda­
mental but least discussed concerns the de­
finition of individuality. What are the neces­
sary and sufficient conditions for something 
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to be individual? Throughout the history of 
Western philosophy individuality has been 
understood in a variety of ways. At least six 
stand out: indivisibility, distinction, division, 
identity, impredicability, and non-instanti­
ability. Most popular, perhaps, is indivisib­
ility; the individual is conceived as what 
cannot be divided. There are at least three 
important versions of this view. The first 
holds an absolute notion of indivisibility: a 
thing is individual if and only if it cannot be 
divided. The second maintains that indi­
viduals are indivisible in the sense that, if they 
are divided, they lose their being or nature. 
The third holds that individuality consists in 
indivisibility into entities of the same specific 
nature as the original. Examples of the first 
and second views are found in the early 
Middle Ages; the last view prevailed among 
late Scholastics such as Francisco Suarez. 

Another feature that has traditionally been 
used in the analysis of individuality, particu­
larly in the modem period, has been what 
might be called 'distinction' or 'difference'. 
For those who favour this position, a thing is 
individual in so far as it is distinct or different 
from other things. In the early medieval 
period this view was standard; more recently 
it has been supported by A. J. Ayer, Max 
Black. and P. F. Strawson. 

A third feature frequently associated with 
individuality is that individuals divide, or, as 
Scholastics preferred to say, ·multiply' the 
species, creating what they called 'a plural­
ity'. In this sense a thing is individual if and 
only if it is actually or potentially part of a 
group of thin~ all of which belong to a 
specific class. Among authors_who appear to 
favour this view are Wilham Ockham, 
Bertrand Russell, and Wilfrid Sellars. 

A fourth feature is that of identity. though 
some authors, like Elizabeth Anscombe, 
have explicitly argued against _the running 
together of the two notions_. ~y 1dent1ty here 
is meant the capacity of 10d1v1duah to rcmam 
the same through time and changes. 

Another feature frequently associated with 
individuals is impredicabilily. Individuals, it 
is said cannot be predicated of other thing,, 
while ~niversalscan. But impredicabilily may 
be understood in two ways, metaphy,ically 
and logically, giving rise to two different 
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views of individuality. The first is defended 
by those who identify individuals with sub­
stances, the second by those who approach 
individuality linguistically. Among pro­
ponents of the latter are Strawson, again, and 
Renford Bambrough. 

Finally, I have recently proposed the con­
ception of individuality as non-instantiability. 
In this way individuality is understood as the 
incapacity of individuals to become instan­
tiated in the way universals can be. 

The Extension of 'Individual'. What is 
involved here is the determination of whether 
there are any things that are individual, and if 
there are any, which are those things. This 
issue is closely related to the problem of 
universals (the problem of whether there are 
any things that are universal and, if there are 
any, which are universal and which are not). 
Indeed, for those philosophers who main­
tain, as most do, that the notions of univer­
sality and individuality are exhaustive and 
mutually exclusive, the problem involved in 
the extension of 'individual' and the problem 
of universals are one and the same: 10 
determine the extension of 'individual' would 
be 10 determine the extension of 'universal' 
and vice versa. It is perhaps for this reason, 
given the overwhelming concern that philo­
sophers have had with universals ever since 
Plato, that this issue has generally been 
discussed in the context of universals rather 
than individuality. 

The variety of opinions present in the 
history of Western philosophy concc:rning 
this problem is staggering. But there have 
been three fundamental views that have: 
divided !he philosophical community. even if 
within those three general views many vari­
ations arc to be found. One, inspired by 
Plato, holds that nothing that exists is indi­
vidual and, therefore, that everything that 
exists is universal. A second view. inspired by 
Aristotle, maintain, that everything thal 
exists is individual and. therefore, that there 
arc no such things as universals. A third 
position, most favoured today. finds a place 
in existence for hoth individuals and univer­
,als; it usually identifies individuals with 
Aristotelian primary substances and univer­
,als with the characteristics of those: sub­
,tances. Traditionally. the lirst view has been 
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regarded as a very strong form of realism. the 
second view has been given the name of 
nominalism, and the third view has been 
regarded as a moderate form of realism. 

The Ontological Status of Individuality. A 
third issue. discussed primarily in the Middle 
Ages, concerns the ontological status of 
individuality. It involves two questions. The 
first asks for an ontological characterization 
of individuality, i.e .. for the identification of 
the ontological type to which individuality 
belongs. The second question asks for the 
kind of distinction that there is between 
individuality on the one hand and the nature 
of the individual on the other. Obviously. the 
answer 10 the latter question depends 10 a 
great extent on the answer to the former. 

Of the answers thal have been given 10 the 
lirsl question. five are mosl imponant. Indi­
viduality has been characterized al various 
limes as a subslralum (Gusta,· Bergmann). a 
simple or complex kalure (Boethius. Russell. 
Ayer). a rdalion ( Hec1or-Neri Castaneda). a 
mode (JorgeJ. E. Gracia). andasnothingbu1 
lhe individual ilself (William Ockham). 

The answers lo 1he second ques1ion also 
show some variely. Fundamentally. 1hey can 
be grouped into three basic positions. The 
firsl holds lhal indi, idualit\ is reall,· distinct 
from lhe na1ure of 1he indl\:idual.,,.; that one 
can dislinguish in an indi,·idual tv.o realities. 
the nalure and indi, iduali1y. which come 
together 10 constitule lhe indi, idual. This is 
lhe kind of ,·iew ;ittrihuted sometimes lo 
realisls like Duns Sc,,tu,. The second view 
holds lhal helv. ecn lhe indi, iduali1,· of lhe 
individual and 11, nature lhere is a co~ceplual 
dis1inc1ion onl\·. In rcalit,· 1he indi,idualitv of 
lhe individual ·.md 11, naiure are one and ·•he 
same. ahh,iugh ,,,n,<·ptu;illy Ibey can be 
separalcd. Thi, ,ie\\ is of1en anributed to 
nominalists like \Villiam Ockham. Third. 
lhere is a position 1ha1 tries to bridge 1he gap 
between 1hcsc two. II uses diverse termino­
logy. John Duns Scolus introduced the term 
•formal distinction· and Suarez and others 
used lerms such as ·modal distinction· and 
"distinclion ,·x 11u111ra rd. In general all these 
term, aim to convey the point that the 
distinction between a nature and the indi­
viduality of an individual is something less 
than real but mur..- than ,onceptual. 

INDMDUALITY. INDIVIDUATION 

The Principle of Individuation. Historically, 
the most important metaphysical issue re­
lated to individuality involves the identifica­
tion of the principle of individuation. How­
ever. different conceptions of individuality 
will yield a search for different principles. For 
it is one thing to ask, for example, for a 
principle of indivisibility and another to ask 
for a principle of difference and distinction. 
Different extensional and ontological views 
of individuality will likewise affect the answer 
given to our present question. 

I. Individuation of Substances. The dif­
ferent types of theories that have been pro­
posed concerning the individuation of sub­
stances may be classified as follows: bundle 
theories; theories of accidental. essential, 
and existential individuation; mixed theories; 
and theories based on external principles. 

Although there are different varieties of 
bundle theories of individuation. most agree 
thal the principle of individuation is the 
bundle of all the characteristics thal an indi­
vidual has. Thus Socrates is individual be­
cause he has a unique bundle or cluster of 
characteristics that separates him from all 
other beings. There have been defenders of 
lhis sorl of view in every period of the history 
of philosophy from Boethius to Leibniz and 
Russell. 

In contrast with the bundle lheory. the 
theory of accidental individuation holds that 
ii is only certain accidents that are respons­
ible for the individuality of things. There are 
various versions of this view. depending on 
lhe accidental characteristics identified as 
individua1ors, but the most commonly found 
are relational theories thal identify spatial, 
temporal. or spatio-temporal location as indi­
viduators. The spatio-1emporal theory ori­
ginated with Boethius and became standard 
in the early Middle Ages, but has sub­
sequently been held by John Locke and 
S1rawson. 

Others. in contrast. choose characteristics 
essemia/ to a thing as individuators. Again 
there are different varieties of 1his view. 
Three in particular stand out. The first. 
frequently anributed to Aristotle and re­
cently defended by Anscombe. argues that it 
is the mailer that individuates. A second. 
altributed to Averroes by Scholastics and 
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more recently defended by Jan Lukasiewicz 
and David Wiggins, posits the form of a thing 
as its individuator. The third holds that 
individuation is due to a sui generis principle 
whose function is only to individuate and 
which has no characteristics of its own. It is 
for this reason - namely, that it is decharacter­
ized - that the principle in question has been 
called by Bergmann and his followers a 'bare 
particular'. In the Middle Ages, Scotus and 
his disciples referred to it as thisness (haec­
ceitas). 

Much less popular than these theories is 
the theory of existential individuation. This 
view, which in the Middle Ages was generally 
attributed to Avicenna and may have also 
been defended by William of Auvergne and 
Locke, has recently been adopted by Gracia. 
According to this position, the principle of 
individuation is existence. 

Some views mix essential and accidental 
charactenst1cs. For example, Thomas 
Aquinas identified the principle of indi­
viduation with matter under dimensions. 
Toe dimensions in question were understood 
to be indeterminate in the early part of his 
career, but determinate later on. 

Finally, there have been authors like 
Roger Bacon who have found the source of 
individuation in principles external to a thing, 
for example in the natural or supernatural 
agents that produced it. But these views have 
not been frequently defended in the history 
of philosophy and are very deficient from a 
theoretical point of view. 

2. /ndividua1ion of Accidenls. The views 
mentioned above are the most important 
with respect to the individuation of sub­
stances, and most other views can be reduced 
to one of them. Now. those who, like most 
late Scholastics and like G. F. Stout and 
certain others in our own century, hold that 
not only Aristotelian primary substances but 
also the properties and accidents of sub­
stances, too. are subject to individuation, 
have devised three basic types of theories to 
account for this individuation. The first main­
tains that properties and accidents are indi­
viduated through the substance in which they 
are found. This is the view of Thoma, 
Aquinas, for example. The second holds that 
the properties and accidents of a substance 
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are individuated through other properties 
and accidents of that substance; this view has 
been defended by Boethius, for example. 
The third, adopted by Suarez and Stout, 
maintains that properties and accidents are 
individual through themselves. 

DlscemlbUity of Individuals. The issue of 
the discernibility of individuals is epistemic, 
although it is frequently confused or purpose­
fully identified with the issue of individu­
ation, as Russell and Strawson do. Individu­
ation involves the identification of the prin­
ciple that makes something individual. The 
discernibility of individuals, on the other 
hand, has to do with the principles that make 
possible the identification of an individual by 
a knower: how and by what means are we 
able to discern individuals qua individuals? 

Obviously, the two issues are closely re­
lated, and this has made possible their fre­
quent confusion in the history of philosophy. 
But there are authors, such as Suarez, 
Popper, and Castaneda, who do not confuse 
them. In contemporary circles many authors 
believe, however, that the only legitimate 
issue for philosophers is the epistemic one. 
With respect to the principles that philo­
sophers have identified as principles of dis­
cernibility, we find as many theories as there 
are of individuation, and they follow along 
much the same lines. There are bundle 
theories, and theories based on accidental, 
essential or even Slli ge,reris principles. 
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Inevitability 

'Inevitable' may be used to express either 

(1) a kind of time-dependent, conditioned 
natural necessity: 

or 
(2) a kind of time-independent natural 

necessity; 
or else 

(3) a kind of (time-independent) absolute 
necessity. 

With (1) in mind we assen, for instance, that 
an event (or state of affairs, or action), which 
was not inevitable e.g. yesterday, has now 
become inevitable; or that, although it is not 
inevitable right now, it is just about to 
become inevitable. The distinction between 
(1) and (2}--(3) is probably to be traced back 
to Aristotle: ··10 say that everything that is. is 
of necessity. when it is. is not the same as 
saying unconditionally that it is of necessity" 
(De Int. 19a25-26). 

Two interrelated factors are at play in ( 1 ). 
Time: an event e ma,· be ine,itable at r. but 
not have been inevit~ble at am· earlier time: 
and a set of conditions c ( plus ·the prevailing 
laws of nature). which need not have 
obtained at all. but whose obtaining at r 
deprives e of whate,·er possibilities it had. 
before r. of not 0<.--curring. More specifically. 
the obtaining of cat r neutralizc:s. asof after r. 
at least thos~ possihk ways fore not to occur 
whose realization would not im·ol\·e any 
gratuitous departure from the way in which 
events of the type: exemplified by e are 
'normally' or ·naturall~ · a,·ened. (for ex­
ample: fulfilment. on your opponent's pan, 
of a sudden and irre,·ersible craving for self­
destruction on the chessboard hardly quali­
fies as a ·normal' or ·natural' way for you to 
avert mate. whereas an accurate defence on 
your part so qualifies. Now suppose mate is 
inevitable at r: c will then neutralize. as of 
after r. all possible ways of the latter. but not 
necessarily of the former. type.) 

Notice that ·e is inevitable at r' is actually 
shorthand for 'The occurrence of e at / + n is 
inevitable at r': e is first inevitable- e.g. at r; 
then it occurs - e.g. at r + 11. (The present 
inevitability of the past is no exception here. 

INEVITABILITT 

A past event first occurred, and then it 
became inevitable: we still have two temporal 
indices. Not so the present inevitability of the 
present, which only involves one temporal 
index - viz. now.) In a more familiar lan­
guage: at all the physically, or causally, 
possible worlds whose history may or may not 
coincide with the history of our own world up 
to r, but wherein c obtains at t, e occurs at 
t + n. Given c at t, that is, there is no 
physically, or causally, possible way fore not 
to occur: the proviso, 'if nothing "natural" 
interferes' makes little or no difference when 
the inevitable, be it taken in sense (1) or (2) 
or (3), is being dealt with. 

Things take a rather more drastic tum 
when it comes to (2) and (3) above. There 
being no question of anything's becoming 
inevitable here, talk of temporally dependent 
inevitability naturally gives way to talk of 
inevitability simpliciter. With (2) in mind we 
assert, to take the extreme case, that what 
will be is already inevitable, and always has 
been; and that, of what is and was, it always 
had been inevitable that it would be. (This 
fairly accurately captures the idea of a wholly 
deterministic world: whether or not such a 
world counts as a world at which everything 
happens by absolute necessity, however, 
depends on whether or not the laws of nature 
prevailing therein are themselves absolutely 
necessary. To say they are is to have (3) in 
mind: the strongest possible instance of inevi­
tability simpliciter.) Talk of a set of condi­
tions c, in tum, gives way to talk ofa chain of 
conditions the obtaining of each of which had 
always been inevitable: such a chain will of 
course extend downwards in time to the very 
first instant of the history of the universe. 

Now clearly, taken in sense (1) •inevitable' 
expresses no kind of absolute, but rather a 
kind of conditioned or conditional. necessity. 
The distinction between conditioned neces­
sity - the schoolmen's necessity ex supposi­
rione (or ex hyporhesi), or necessity secun­
dum quid, or necessitas consequentiae - and 
absolute necessity or necessity simpliciter or 
necessitas consequentis goes back to Aris­
totle: very likely at play in the passage quoted 
at the outset of this article. it is explicitly 
stated in Analyrica Priora 30b31-33: "one 
might show by an exposition of terms that the 
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conclusion is not necessary without quali­
fications, though it is necessary given the 
premisses". 

It is essentially meant to show that some­
thing's being necessarily the case need not be 
incompatible with its being contingently the 
case. The idea is this: something may be 
necessary only on the hypothesis that such­
and-such conditions obtain, contingently, at 
such-and-such a time (hence, plainly, the fact 
that inevitability in sense (1) is a kind of 
conditioned necessity). Or it may be neces­
sary without any such hypothesis, hence 
necessary in an unconditioned or absolute 
way (as in the case of propositions which are 
true purely by virtue of the relations of 
concepts), hence incompatible with contin­
gency. 

For instance: Diodorus is now running; 
then. given that he is, he could not but be 
moving (now). No (absolute) necessity, 
however. need attach to Diodorus's moving 
now. taken in and of itself. What is absolutely 
necessary here is the entire conditional ( or 
·consequence': necessitas consequentiae), 'If 
Diodorus is running, then he is moving', not 
the consequent thereof - a questionable way 
of saying that the latter is 'merely' necessary 
secundum quid or ex suppositione. But let 
both the ·consequence' and the antecedent be 
necessary: then, the schoolmen maintained, 
the consequent will be necessary as well, by 
necessitas consequentis. (This is the familiar 
modal principle. 'If (necessarily (if p, then 
q)), then (if necessarily p, then necessarily 

)' .) 
q Future contingents. The distinction just 
briefly described plays a fairly important role 
in scholastic and contemporary discussions of 
the problem of ·future contingents' (events 
whose futurition is a purely contingent mat• 
ter), the source of which is to be found in 
Chapter 9 of Aristotle's De /nterpretatione. 
There are two aspecb of the problem: a 
theological aspect - this is the question 
whether or not God\ (foreJknowledge of 
what will happen is compatible with contin­
gency (or with the ·openness' of thi, future); 
and a metaphysical-Sl!mantical aspect - this i, 
the question whether or not the principle of 
bivalcnce as applied to statement, about the 
future (where e is an event which i, yet to 
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occur, the principle says that either 'e will 
occur' is true, or its contradictory is) is 
compatible with the claim that at least some 
of those statements are contingently true -
that the future, unlike the past, is 'open'. The 
problem comes about as follows. 

For the theological aspect: whatever is 
known by (an infallible and immutable) God 
could not fail to be the case. Hence, in 
particular, if God has already come to know 
that a given event e will occur, then, necessar­
ily, e will occur: e's occurrence is not now, 
and in fact had never been, contingent at all. 
Put 'necessarily' where it belongs, however 
(do the same with 'could not fail'), and the 
argument falls flat: as Boethius (see Philo­
sophiae Conso/atio, V, 6), Thomas Aquinas 
(see De Veritate, q. 2, a. 12), and Leibniz (see 
Theodicee, §37), among others, have pointed 
out, all that is (absolutely) necessary here is 
the entire conditional, ( C) •If God has 
already come to know that e will occur then e 
will occur'. From (C)'s being (absolutely) 
necessary it follows in no way, of course, that 
its consequent is itself absolutely necessary: 
at most, that it is necessary sec11nd11m quid. 
God's foreknowledge, then, since it need not 
be taken to bestow on events anything more 
than a necessity secunc/11m q11icl, or to in­
volve anything more than a 11ecessitas con­
sequentiae, both of which are modally harm­
less, could hardly be regarded as a threat to 
contingency. 

Things arc not so easily handled, however, 
when the way out we have just considered is 
coupled with the view that what has (by) now 
been the case cannot ( now) not have been the 
case. (The past is necessary: acl pmeterilllm 
non e.H potelllia, in the schoolmen's rendering 
of Aristotle's De Cttelo 21!3bl2-14. That is: 
there arc no present possibilities which con­
cern the past; as for past possibilities. they 
could have been, but cannot 110w he, realized 
in the past.) 

The argument. as reported hy Aquinas 
(Sum. Theo/. I. q. 14, a. 13). goes like this: 
the antecedent of ( C) is necessary. since it is 
about the past; but ( C) too. we have seen, is 
necessary; hence, given the modal principle 
cited earlier. the consequent of ( C) will also 
be necessary. Hence, dthcr God's fore­
knowledge i, incompatible with contingency. 
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and there are no future contingents at all; or 
else future contingents (if such there be) 
cannot be foreknown by God. 

The argument is evidently quite powerful: 
it relies on the obvious necessity of condi­
tionals such as (C), which, by setting up a 
seemingly unbreakable connection between 
the past and the future, make it possible to 
derive the necessity of the future from that of 
the past. Break the connection, then, and you 
have disposed of the argument. Like this: 
grant that ( C) is necessary, that its antecedent 
and consequent are necessary, but deny that 
the former is about the past and the latter 
about the future. Or like this: deny both that 
the antecedent of ( C) is necessary, and that it 
is about the past. I shall return to the second 
option (Ockham's) later. According to the 
first option, Aquinas's (see Sum. Theo/. I. q. 
14 a. 13, ad 3), the antecedent and the con­
sequent of ( C) are about the present: God 
lrnows all things- past, present, and future -
outside time. in an eternal present (the ,'iew 
is Boethius's). He knows each of them. in 
particular. as a foct present to him ab aeterno. 
hence, thus known, as necessary: for the 
present is necessary. the schoolmen ( "''ith the 
exception of John Duns Scotus. see Lectura I. 
d. 39, q. u .. n. 50--60) maintained after 
Aristotle - Omne q11od est. quando est. 
necesse est esse. The notion of foreknow­
ledge. and the idea of setting up a (necessary) 
link between the past and the future make. 
evident()·. little or no sense here: what re­
mains is the nec-essity of the present. which in 
no way affects the modal status of the future. 

Let us now turn to the metaphysical­
semantic;1I aspect of the problem of future 
contingents: the ncces.~ity of the future has 
1raditionally been defended by appealing to 
lhe following argument (the non-theological 
original of the argument I have discussed in 
lhe last two paragraphs: it. too. goes back to 
Chapter 9 of Aristotle's De Int.). To begin 
with. replace 'true· with ·already true' in the 
version of the principle of bivalence given 
above: the replacement is readily justified -
for. just as. of what is now the case. it was 
earlier true that it would now be the case. so. 
of what will be the case. it is already true that 
it will be the case. But the truth of e.g .... ,. will 
occur" is already true· entails that of ... ,. will 
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occur" was true' (if already true, then, 
plainly, true at some time earlier than the 
present). We are dealing, then with a truth 
about the past; hence, with something (now) 
necessary, since every truth about the past is 
(now) necessary. Further, the conditional, • If 
"e will occur" is already true, then e will 
occur', is necessary: but so is its antecedent; 
so, therefore, is its consequent. The moral is 
easily drawn: what will be, will be of necessity. 

This is the argument: how can it be met? 
Two lines of defence naturally suggest them­
selves. The first, which has been adopted by 
e.g. Aristotle, Peter Aureoli. Peter de Rivo 
(1420-1500), and A. N. Prior, consists in 
claiming that neither version of the principle 
of bivalence applies to (singular) statements 
about the future: such statements only 
acquire a truth-value when the appropriate 
state of affairs obtains - or fails to obtain. 
Equivalently, it consists in rejecting the prin­
ciple that, of what will be, it has been the case 
that it will be. (It is not clear, though, exactly 
what is being claimed and rejected here. The 
crucial phrases, · ... is already true' and · ... 
it has been the case that .. .', certainly do not 
wear their meaning, if any, on their sleeves.) 
Either way, the argument is disarmed by 
breaking the link it sets up betwen the past 
and the future: no such link, clearly, no 
argument. 

The other line of defence, Ockham's (see 
Quod/ibeta Septem, IV, q.4; Tractatus de 
praedestinatione, q.1 M,N). consists in draw­
ing the following distinction. On the one 
hand are statements whose truth is contin­
gent upon something's being the case which is 
not yet, and may never be. the case ( for 
instance, past-tense statements with a future­
tense subordinate clause: such statements are 
said by Ockham to be ·verbally' about the 
past, but ·really' about the future). On the 
other are statements whose truth depends 
entirely on the way things already have been 
(for instance. statements wherein no refer­
ence is made to a time later than the present). 
Unlike statements of the second kind, state­
ments of the first kind are only contingently 
true: at least if the future-tense subordinate 
clause they contain is itself contingently true. 

Let it not be objected that a statement 
about the past is, if true. now unpreventably 
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(or else necessarily) true: for e.g. "'e will 
occur" was true' is not at all a statement about 
the past. Its truth is a function of what is yet to 
be, hence not unpreventable, hence contin­
gent, and the step from 'true' to 'now un­
preventably (or else necessarily) true' only 
holds for statements which are both verbally 
and really ('secundum vocem et secundum 
rem', in Ockham's phrase) about the past. 
(This is not to deny. of course, that the past is 
necessary.) The two arguments discussed 
earlier are, thereby, disposed of. 

We are left with two rather intriguing 
questions. First, can the distinction between 
past-tense statements about the past and 
past-tense statements not about the past be 
drawn in a semantically satisfactory way? 
Second, according to the line of defence I 
have been discussing, the truth-value of '"e 
will occur·· was true' depends on that of 'e will 
occur'. How is this dependence to be under­
stood? (Perhaps in terms of counterfactual 
dependence: if e were not to occur/were to 
occur, ···e will occur" was true' would have 
been false/true. Although a view of this sort 
does not quite imply that the past can be 
changed. it certainly suggests that we have 
power over something past-viz. the past truth 
of some statemenb about the future.) 
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fABkJZIO MUNOAIJOIU 

Infinity 
Which came first, the chicken or the egg'! Un 
the ba,i, of ,uch familiar empirical general­
ization, a, that every chicken comes from a 
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chicken egg and every chicken egg from a 
chicken, even fairly young children can be 
brought to recoil laughingly from the logical 
consequence - an infinite sequence of those 
barnyard episodes reaching back into the past 
- and one is thus theologically ripe to accept 
the cosmological argument for the existence 
of God (as first cause). 

Notice that there is a non-standard as well 
as a standard version of any such regress 
where the former features the small as 
opposed to the large infinite. Dividing an 
hour Zeno-fashion into successive segments 
each of which is respectively !, ¼, A etc. of 
the whole, the entire sequence consisting 
of chicken-egg-chicken~gg etc. could be 
mathematically compressed into a single 
hour, with a last but no first element. Thanks 
to being thus realizable in terms of either the 
small or the large infinite, the sequence fails 
(in the absence of further constraints) to 
entail the antithesis of Kant's First Antinomy, 
namely that the world has no beginning in 
time. Zeno and Kant's Antinomies pretty 
much sum up between them the traditional 
albeit paradoxical resources on which any 
ontology of the infinite is expected to draw. 

More recently, a third resource has 
emerged that is arguably as important as 
either of the others. This is the mathematical 
science of set theory whose immediate value 
lies in the clarification it brings to the para­
dox-prone concept of infinity, though it must 
be confessed to generate puzzles of its own of 
which Bertrand Russell's paradox is only the 
most notoriuu,. The benefits arc real enough, 
however. Taking the natural numbers as 
one's paradigm of an infinite set, one is prone 
to define an infinite set as one whose mem­
bers can be placed in one-to-one correspond­
ence with the natural numbers. If the rational 
number, threaten now tu be a counter­
example to the definition owing to their sheer 
density, one is relieved tu find that they, too, 
can be rearranged so as to qualify as an 
enumerable or denumerable set. Not ,o, 
however, when it comes to the irrational 
number,, a, Ueorg Cantor demonstrated, 
thereby refuting the proposed definition on 
the basis of what can now be seen to be the 
central insight ut set theory. By no means 
merely confined to conceptual clarification, 



393 

set theory projects a rich ontology that com­
prises a non-denumerable infinity of abstract 
entities; and even a nominalist, who eschews 
all such items across the board, may find 
himself pressured to allow in his ontology a 
non-denumerable infinity of concrete objects, 
modelled on Cantor's Theorem. Thus physics 
standardly takes space and time to have the 
mathematical structure of the continuum, 
thereby being committed to non-denumerably 
many points and instants. If a nominalist like 
Hartry Field can rest content with these 
items, others take them to be only marginally 
less objectionable than sets, preferring to 
treat them like sets as mere conceptual 
conveniences; and one may then conjecture 
that Cantor's Theorem must prove irrelevant 
when it comes to fully concrete objects. 
Let the nominalist, however. allow into his 
ontology quantities of stuff like gold and 
water. and the theorem comes into play at 
any rate in a universe consisting of infinitely 
many Democritean atoms. For correspond­
ing to each set of Democritean atoms there 
will be a determinate quantity of ·adamant" 
sening as the mereological sum or •fusion· of 
those atoms. The quantities of adamant can­
not possibly be supposed to be denumerable 
(pace the Skolemites). 

Nominalism aside. scepticism regarding 
the non-denumerable is associated with the 
Liiwenheim-Skolem Theorem accordin2 to 
which anv standard theor.· that is satisfied0 in a 
non-den~merabl.:, domai~ can also be satis­
fied in a denum.:,rat>le one. leading at once 
to Skolem·s Parado~. How can a theorv 
featuring Cantor·s Theorem be satisfied in ~ 
denum.:,rabk domain"? Refusing to accept 
Cantor"s result at face value. the Skolemites 
trade on the fact that the irrationals indi­
vidually constructed one by one within the 
theory are at once non-denumerable relative 
to the resources available to the theory and 
denumerable rc:lative to those outside the 
system. Although most researchers in the 
field are satisfied that we have access to a 
notion of absolute as well as relative non­
denumerability. this distinction between 
intrasystematic and extrasystematic con­
siderations proves a source of embarrassment 
in its own right. Consider all the sets whose 
existence can be deduced from the axioms of 
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Zcrmelo-Fraenkel set theory where those 
sets are now taken to be absolutely non­
denumerable. According to the Zcrmelo­
Fraenkel so-called 'cumulative' conception 
of a set, there ought now to be an accumula­
tion of all those sets into a new set that can 
only be recognized, however, from outside 
the system. Let us then accommodate this 
new set in an enriched version of Zermelo­
Fraenkel, adding the so-called Axiom of the 
Inaccessible Cardinal to the system. The 
problem returns, however, and a second 
such axiom will be required, and a third etc. 
Any axiomatization of the Zcrmelo-Fraenkel 
conception of a set - widely regarded as 
providing the definitive solution to Russell's 
paradox - will thus fall short of expressing 
that conception at full strength, thereby 
raising doubts as to how we might be en­
titled to credit ourselves with any such non­
axiomatizable conception. 

What to do? The most radical solution is to 
take the difficulty as but one further bit of 
confirmation of Kant's position. Transcend­
ing all possible experience, statements in­
volving the infinite are to be ruled out as 
cognitively spurious. When we credit our­
selves with grasping the meaning of the 
sentence, 'The world has no beginning in 
time· or even 'The total number of stars (past, 
present and future) is odd', we are labouring 
under a semantic illusion. according to 
Michael Dummett. How precisely Dummett 
proposes to block a deduction of the former 
sentence from our barnyard generalizations 
(which are probably acceptable enough, 
thanks to being at any rate empirically fals­
ifiable) plus some proviso that rules out the 
small infinite here, one may not find easy to 
determine even after consulting the non­
standard, intuitionistic logic that guides his 
verificationist anti-realism. In a more purely 
mathematical vein the Intuitionists, notably 
L. E. J. Brouwer (1881-1966) convict us of a 
logical illusion when we insist that either 7777 
occurs somewhere in the (potentially infinite) 
decimal expansion of n or the sequence is 
everywhere absent from it. 

A Quinean solution to our difficulty might 
appeal to W. V. 0. Quine·s recent insistence 
that no sets need be endorsed by us beyond 
those required for physics. Truncating the 
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Zermelo-Fraenkel universe, the Quinean 
can thus reject the Axiom of the Inaccessible 
Cardinal from the outset. Even so, Paul J. 
Cohen's proof in 1963 that the Continuum 
Hypothesis is undecidable in standard set 
theory remains as a source of disquietude 
to those who fear that our very concept of 
a set (and a fortiori of an infinite set) is 
thereby shown to be fatally underdetermined. 
One has only to follow linguists like D. T. 
Langendoen and P. M. Postal, however, in 
their refusal to restrict English sentences to 
those of finite length. Sentences of any ar­
bitrary transfinite length being allowed by 
them, a proof or disproof of the Continuum 
Hypothesis may be presumed to be available. 
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Jost A. BENARDETE 

Information 
The notion of information is extremely ver­
satile. It may mean a measure of physical 
organization (or decrease in entropy), a 
pattern of communication between sources 
and receivers, a form of control and feed­
back, the probability of a message being 
transmitted over a communication channel. 
the content of a cognitive state, the meaning 
of a linguistic form, or the reduction of some 
uncertainty. These senses of mf~rmatton are 
defined in appropriate theones such . as 
physics, communication theory. cyherndtcs, 
statistical information theory, f>1iYChology. 
semantics inductive logic, and so on. There 
is no uni~ue notion of information upon 
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which the above senses converge and hence 
no proprietary theory of information. Yet 
these different senses do share a basic intu­
ition about some facts of the world that make 
information possible. One such fact is that of 
organized causation: causal interactions in 
the world occur among structures; as a result, 
structures cause in virtue of their organ­
ization, and are caused to be organized in 
some way or another. The other fact is that 
the first fact can be exploited, at some level of 
complexity, to obtain and utilize particular 
effects. Let us unpack this shared intuition. 

Information is instantiated whenever 
states of the world interact causally in virtue 
of their organization. If a system of states is 
construed as source (S) and another as re­
ceiver (R), we can say that whenever S 
causally interacts with R, a state of S pro­
duces in R a state whose structure reflects 
(given R's design) the impact of the inter­
action with S. As a result of such an inter­
action, R's state causes other internal as well 
as behavioural states whose organizations 
reflect the impact of earlier interactions. 
What we have in this compact characteriz­
ation are three basic conditions on informa­
tion, one structural, another interactional, 
and a third behavioural. This is to say that 
structures are formed, and react or behave or 
have effects, in virtue of their causal inter­
action with other structures. A closer look at 
how these conditions are met at various levels 
of ontological complexity reveals several 
forms of information. 

Material Information. If the systems in­
volved in an interaction arc simple aggrega­
tions of elementary particles, atoms, mol­
ecules, and the like, suhjcct to physical laws. 
then the information relations they exemplify 
can be said to be of the material sort. A state 
of a physical hody reflects in its structure the 
gravitational and often the mechanical im­
pact of its interactions with other physical 
bodies, and as a result causes the hody tu 
occupy some further states with appropriate 
structures. Likewise, the molecular organ­
ization of a liquid reflects the impact of the 
surrounding heat, and causes the liquid to 
hehav,, in certain ways. Given that our world 
is made of elementary particles, atoms, and 
molecules, material information is every-
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where. The key constraint on material in­
formation relations is nomological: the in­
formation relations in the world instantiate 
lawful correlations among physical proper­
ties (Dretske 1981). 

Functional Information. If the world were 
just physical. in the sense that its structures. 
interactions, and laws were as physics por­
trays them to be. then the information in the 
world would be exclusively material, and the 
notion of information would need no further 
analysis. But the world also contains more 
complex systems whose internal structures 
and causal interactions reflect functional con­
straints not mirrored by physical laws. Bio­
logical and cognitive systems are of the func­
tional sort. The information relations they 
instantiate are no longer merely material. 
Suppose that a svstem R is oreanized in such a 
way that, upon. a causal interaction with a 
source S. it instantiates a sequence of struc­
tures which produces specific beha,-iours. 
Although the causal interactions and the 
instantiations of structures in R are compat­
ible with the laws of physics. their internal 
sequencing and behavioural effects cannot be 
explained from am· set of such la,,,s. R is a 
fu~ctional system ~f the son exemplified by 
lmng beings or machines. Such s>·stems 
handle not on(\· material but also fun~tional 
information. The latter is instantiated in a 
system whenever the on~anizauon of its struc­
tures produces types of causal effects "'hose 
sequencing and l'l>-opcration can onl\· be 
understood as the execuu,,n of certain func­
tions (i.e. th" production ,,r ,..:nain outcomes) 
under c·onstraints \\hich reflect a job 10 be 
don". "'m" purp,.,s". adaptation require­
ments. lhc maint.,nancc of ,..:rtain parameters 
(cneri:y ""nser>ation. sur>·ival). or the like. 
A cdl, ,m ori:anism. or an eneine is a func­
tional information system (Dr~tske 1986). 

Semantic Information. Information is 
often associated analytically and exclusively 
with cognition. This is a mistake. Neither 
material nor functional information relations 
need have cognitive significance. yet both 
prepare the ground for cognitive information 
in its semantic form. The latter obtains when­
ever material states instantiatt,d bv a func­
tional s"quence in a system R. as a r~sult of an 
int.:raction with a distal S by way of some 
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proximal input, covary systematically with 
specific states of S. When these conditions of 
distality. specificity, and systematic covaria­
tion are met, we can say that states of R 
encode semantic information about states of 
S (Dretske 1981, Fodor 1987, Bogdan 1988). 

Cognition is encoding, processing, and 
utilization of semantic information. The 
latter is functional information ( in a system) 
which systematically covaries with specific 
and distal properties in the environment and 
guides the system ·s behaviour toward items 
displaying those specific and distal proper­
ties. Visual information is semantic in that it 
allows us to identify systematically specific 
and distal objects and events (i.e., within 
limits, irrespective of angle, distance, illu­
mination, and other such variables) toward 
which we can behave in certain ways (grasp, 
eat, push, avoid, and so on). Mere functional 
information in a cognitive system has only 
proximal reach. lacks specificity, and does 
not systematically correlate with the system's 
behaviour. Cells, for example, have a cognit­
ive machinery (sensor and transduction pro­
teins, a primitive memory, and so on) whose 
information fails to be semantic because it 
only has proximal reach (the chemical sub­
stances on the surface of the cell) and a very 
diffuse and non-specific focus (it barely dis­
criminates some values of chemical gradient, 
and nothing else). yet is functional because 
it enables the cell to behave in function of 
what it senses. Likewise. the successive in­
formation structures (retinal. neural. etc.) 
which constitute our visual information are 
themselves only functional ( although the 
overall product is semantic): the retinal in­
formation has proximal reach in that it is 
caused by and covaries only with the light 
intensities at the retina: is undifferentiated in 
that it only discriminates simple physical 
variations; and does not systematically cor­
relate with our movements and actions. 

Pragmatic Information. Biological organ­
isms generally need semantic information to 
guide their behaviours toward targets of vital 
interest. To this end. they develop special­
i:led systems (vision. recognition. sensory­
motor co-ordination) which handle semantic 
information relations. Some species (humans. 
for example) develop further specialized sys-
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terns (for reasoning, decision, imagining, 
speech acts, and so on) which utilize semantic 
information for purposes other than recogni­
tion of properties and guidance of behaviour, 
as in simpler organisms. The utilization of 
information for solving problems, answering 
questions, making decisions, imagining altern­
atives, or communicating, obeys constraints 
and principles which are more than semantic 
(i.e. representing something distal and spe­
cific) because they are sensitive to what is 
new, surprising, conducive to a solution, 
relevant, important, or useful to an agent in 
a context. Furthermore, the information re­
lations utilized in this manner are causally 
efficacious in virtue of having these pragmatic 
rather than merely semantic properties. 
People react not only to what some informa­
tion is about (its semantic character) but 
also to how that information affects their 
beliefs. expectations, plans of action, and the 
like (its pragmatic character). We have there­
fore a new form of information, the pragmatic 
form. which is instantiated and operative in 
those semantic information systems whose 
external interactions and internal structures 
are exploited and utilized by central cognitive 
capabilities (thinking, problem solving, plan­
ning, communicating. etc.) for reasons and in 
wavs other than semantic, that is, other than 
ide.ntifying and linking with properties of the 
world (Bogdan 1986). 
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kAIJl' J. HOC,IJAN 

Ingarden, Roman 
Roman Witold lngarden. Polish philosopher 
(horn 5 February IIW3, died 14 June 1970), 
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was professor in Lvov (1933-9, habilitation 
1924) and in Cracow (1945-63). He was a 
disciple of Edmund Husserl from 1912, under 
whom he took his Ph.D. in Freiburg in 1918. 
Ingarden embraced in particular Husserl's 
ontological approach to philosophy as set out 
in the Logical Investigations, and his idea of 
philosophy as a rigorous science. But he 
sought to refute Husserl's transcendental 
idealism, starting out from ontological in­
vestigations of his own. These are set out in 
his unfinished main work The Controversy 
about the Existence of the World. 

Ontology. in lngarden's sense, analyses 
the necessary structures of possible objects: it 
seeks to establish alternative possible struc­
tures of the world, where metaphysics would 
establish which of these alternatives is in fact 
realized. lngarden distinguishes further be­
tween existemial ontology, which investigates 
the modes of existence of different kinds of 
objects; formal omology, which investigates 
the forms of objects (as contrasted with their 
material or qualitative aspects); and material 
ontology, which deals with these qualitative 
aspects themselves. The Colltroversy is 
divided up accordingly: Volume 1 deals with 
existential ontology, Volumes 2 and 3 with 
formal ontology. 

The Controversy contains extensive ana­
lyses of the modes of existence especially of 
temporal objects (events, processes. states), 
of the forms of individual objects, of ideas, 
states of affairs, relations, regions of being, 
worlds, and consciousness. Volume 3 con­
tains an analysis of the causal nexus (cause 
and effect arc regarded as simultaneous), of 
relatively isolated systems and of the problem 
of determinism. 

The metaphysical (and concomitant epis­
temological) parts of the work were not writ­
ten, but Ingarden's analyses of temporal 
existence (cf. 1983) and his stress on the 
reality of free human actions realizing values, 
seem to imply the possibility of a meta­
physical investigation of man, and the final 
consideration, of Volume 3 may be held to 
imply a certain priority of at least some 
metaphysical investigations to material on­
tology. lngarden's last work (English trans­
lation 198)) is devoted to the ontological 
foundation, of n:spon,ibility. 
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Ingarden is principally known. however. 
not for his investigations in general ontology 
and metaphysics but for his writings in aes­
thetics. and especially for his classic work on 
the ontology of literature ( 1931. English trans­
lation 1973). Even this. however. was under­
taken in order to establish a radical difference 
of structure as between •intentional objects· -
objects created by and dependent on acts of 
consciousness - and objects in reality. 

Epistemology. for I ngarden. is divided into 
·pure· epistemology - which investigates the 
ideas or essences of cognitive acts as revealed 
in ••immanent eidetic intuition·· and estab­
lishes ultimate principles of cognition - and 
·applied" epistemology. which is partly 
empirical. and applies these principles to 
actual cases. In his epistemology. therefore. 
Ingarden initially embrace, Husserrs notion 
of pure consciousnes.s a, the area where 
structure, of mental acts ma~ be indubitably 
cognized. lngarden. however. rejects the 
nece"ity uf any sort of transcendental re­
duction in philosophy and his anal}s.es lead to 
a conct!ption of con~ciou~ne~ not as some• 
thing independent but as a merel} abstract 
stratum in the real self. lngarden thereb,· 
denie, all the ontological feaiures - ,m:alit,:. 
self-sufticienc}. and 0>eparatene» - that h~d 
been ascribed to consc,,>usness b, Hus.erl. 
And he thereby undermines. in. fact. the 
\'cry notion of a ·pure· C\.ln~iou~ne~ in the 
Husserlian mould. 
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ANOIUEJ P61.TAWSKI 

Intension/Extension 

Every ,et of elements or individuals can be 
associated with a ch,iracteristic property. so 
that an element has this property if and only 

INTENSION/EXTENSION 

if it belongs to this set. Thus. we can say that 
the intension of a concept or term is the 
characteristic property of all individuals and 
only those individuals to which the concept 
applies. The extension of the concept or 
term. on the other hand. is this very set 
itself. 

From Aristotle to Mill. The distinction be­
tween intension and extension goes back 
to the Aristotelian tradition. For Aristotle 
there only exist. in the full meaning of 
the word. first s11bstances. i.e. individuals. 
Second s11bstances. i.e. such properties of 
individuals as h11man. animal. etc .. can be 
separately considered. but this is merely the 
result of a process of abstraction. which 
allows us to treat as a separate being what 
has no separate existence. This ontological 
privilege of first substances is associated with 
a certain epistemological privilege of the 
properties abstracted. Terms for the latter 
are called predicates. When two predicates 
are joined by the copula. this signifies that 
the second is contained in the intension of 
the first. The possibility of inverting this 
intensional connection into an extensional 
one (without losing its main properties. 
especially transitivity) is made obvious by 
the Porphyrian tree: the transition. e.g .• 
from s11bsta11ce to body. then to animal. 
to man. and ultimatelv to the individual 
Socrates. illustrates th~ double motion by 
which intension increases while extension 
decreases. Hereafter. as handbooks will say: 

When a 11.:rm is contained in the extension of 
another. thi~ other is contained in the intension of 
the first. Therefore c-xtcnsion and intc-nsion are in 
inverse ratio one to the other (Goblot. Truitt! de 
lo1:iq11e. Paris: A. Colin. 1918. p. 104). 

Many authors in the Aristotelian tradition 
are led to assimilate the individual itself to 
a concept having maximal intension and 
minimal extension. (The latter is then said to 
be ineffable. because it is impossible to say 
of it everything which is to be said.) An 
individual. on this view. is the ·smallest 
species·. This attitude is enforced. from the 
11th century on. when most logicians in 
addition assimilate each singular sentence to 
a universal one: thus the individual is held to 
be comprised in the extension of the con-
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cept, just as the property expressed by the 
concept itself is comprised in the individual's 
intension. 

The distinction between intension and ex­
tension becomes completely explicit only in 
the 17th century. It seems that the authors of 
the Logiq11e de Port-Royal were the first to 
use in this meaning, on the one hand, the 
word 'comprehension', which in French will 
prevail over 'intension', and, on the other 
hand, the word 'extension'. Leibniz, some­
what later, used 'intension' and 'extension'; 
others like J. S. Mill (1806-73) prefer 'con­
notation' and 'denotation', but his work is 
still clearly in the wake of the Aristotelian 
tradition. The distinction was not seriously 
submitted to revision until the logical reform 
of the end of the 19th century. 

19th-Century Revisions. First the scope of 
the distinction was extended beyond the 
monadic predicate, to relational and, more 
generally, to every form of predicate, what­
ever the number of its arguments. If a 
concept (or, in Gottlob Frege's vocabulary, 
a function) is conveyed by a dyadic pre­
dicate. i.e. by a predicate which expresses 
a relation between two individuals, then 
there always corresponds, in extension, the 
class of ordered couples between which the 
given relation holds. And if the predicate ex­
presses a triadic predicate, then there cor­
responds as extension the relevant class of 
ordered triplets. etc. Thus the obsolescence 
of the Aristotelian predicate provokes a 
generalization of the intension/extension dis­
tinction. 

Frege (1848-1925) and Giuseppe Peano 
(1858-1932) in addition broke with the 
classical assimilation of the relation of an 
individual to the set to which it belongs with 
the relation of a subset to the set in which it 
is included. Thus it is now the set of in­
dividuals which constitutes the extension of 
a concept as distinct from the individuals 
themselves belonging to this set. An indi­
vidual can therefore no longer be considered 
to be that set of minimal extension and 
maximal (or even infinite) intension, with 
which some scholastic philrn,opher, had tried 
to identify it. The radical distinclion be­
tween concept (Begriff) and object (Gegen-
1/and) now makes it necessary lo reserve the 
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application of intension and extension only to 
the first. 

But Frege does not only distinguish object 
and concept under which it falls. He also, 
no less radically, distinguishes the concept 
of first degree under which the object falls 
from the concept of second degree under 
which the preceding concept falls, and this 
distinction is later generalized by the dif­
ferent theories of logical types. The relations 
based on intension and extension can retain 
the property of transitivity traditionally 
attributed to them, only if the concepts to 
which they apply are of the same degree or 
of the same type. If, for example, we allow 
numbers of different kinds to be regarded as 
homogeneous, then we can admit that each 
of the terms 

integer, rational, real, n11mber, 

is included in the following one, then we can 
accept the idea of their increasing extension 
and their correlatively decreasing intension. 
But this is no longer the case concerning the 
successive terms 

Peter, apostle, twelve, n11mber, 

because to consider as transitive the relation 
between each of these terms would yield a 
nonsense. This was already perceived by 
some scholastic authors who nevertheless 
did not find means to overcome this dif­
ficulty. 

Under these conditions, we should have 
no serious reason, as Bertrnnd Russell ac­
knowledged, to exercise a preference as be­
tween the point of view of extension and that 
of intension. But Frege already spoke in 
some texts as if he was assimilating what he 
called Sinn (sense) with the inte11.,·i1m of 
the concept, and what he called Hctle111111111 
(reference) with its extemion: and then, by 
taking into account the individuals them­
selves, not the manner of their designation, 
and the truth-values of the sentences. not 
their senses, it is as though he gives pref­
en,nce to extension over intension. This 
terminological inflexion received the consec­
ration of the Principia Muthemutirn, where 
we arc told, for example, that: 
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When two functions are formally equivalent we 
shall say that they have the same extension ... 
Propositions in which a function cp occurs may 
depend for their truth-value. upon the particular 
functi~n cp. or they may depend only upon the 
extenston of cp. In the former case. we will call the 
proposition concerned an intensional function of 
,j>; in the latter case. an extensional function of cp 
(Volume I. p. 187). 

Thus the proposition "I believe (x). cj> .r" is 
called intensional. because its truth-value 
does not depend on the truth-value of "(x). 
cj> x". 'Extensionality' becomes here syn­
onymous with 'truth-functionality·. Such an 
assimilation is still more evident in the works 
of Rudolf Carnap. 

Another sense of the notion of extension is 
related to the way in which we define identity 
in logic or set theory. We can define the 
identity of two predicates or of two sets 
or individuals. either b,· the sameness of 
lhe individuals which ·are arguments of 
such predicates or elements of such sets. 
or by the sameness of the predicates or 
predica1es which apply to these predicates 
or or the sets or sets to which these sets of 
individuals belong. The first kind or defini­
tion is usually qualified as extensional. be­
cause it is grounded exclusive!,· on the con­
sideration of the indi,·iduals. th~ set of which 
constitutes 1he extension of the concept. 

This explains wh,· the set-theoretical 
a"tiom. which allo\\s · us to infer. from the 
mere sameness of the elements of lo!h·en 
sets. the identity of 1he sels of sets to ,;hich 
such sets belong - ,m axiom \\ hich Zermelo 
had first. in l'IIS. called lhe .-\xiom der 
Bestimmt/1<•it - is toda, standard!,· referred 
to as th~ ,uior,1 oj" c·.u;ruionalin·. -

Thus. while the development ·of logic since 
lhc end of the I 'Ith cen1urv contributed to 
freeing the distinction int~nsion/extension 
from some confusions inherited from the 
Aris1<1telian tradition. the use made of 
1his dis1inc1ion hy modem logicians and 
ma1hcma1icians cannot alwavs be considered 
irreproachabk. · 
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Intensive Magnitudes 
Aristotle remarks in Categories 10b that some 
qualities allow for more and less. It was one 
of the main problems of medieval philo­
sophers to make ontological sense of this 
idea. Under the terms of intension and 
remission they discussed gradual difference 
and change with respect to what they thought 
to be the same quality, as e.g. warmth. Two 
interpretations were mainly considered: to 
assign the gradual difference and increment 
or decrement either to the quality itself. or to 
the participation of the subject in the quality. 
The degree of participation of the subject in 
the quality was also equated with the degree 
or existence of the quality. since according to 
Aristotle to exist, for a quality. is to inhere in 
a subject. The former view prevailed in the 
Middle Ages. especially as advocated by 
John Duns Scotus. He distinguishes formal 
and individual parts in a quality and inter­
prets intension (remission) as an addition 
(subtraction) of individual parts. There was 
a third interpretation reducing intensities to 
different mixtures of a quality with its op­
posite. Concerning change of intensity. the 
Scotist conception of addition. in which every 
grade contains its predecessor and develops 
from it. conflicted with a succession concep­
tion in which the grades replace each other. 
Even the advocates of the !alter conception 
stick to the premiss lhat successive grades 
are only numerically but not specifically 
different. 

In the modem age the existential view of 
intensity was most influential. It can be found 
in Kant. in Alexius Meinong, and. though 
diluted lo a metaphor. even in contemporary 
philosophy of science. Franz Brentano. in his 



INTENTIONALITY 

Kategorienlehre. criticizes the view pointing 
out that existence is univocal. He rejects it 
also because it presupposes a Thomistic com­
position of things .. i.e. composition of essence 
and existence. His own explanation derives 
intensity from the amount of unnoticeable 
gaps in a quality field. 

The difficulties of the traditional approach 
to intensive magnitudes arise from Ihe 
assumption that differences in intensity go 
with specific sameness. e.g. that the different 
degrees of warmth are occurrences of the 
same quality of warmth. For an adequate 
ontology of intensity one has to realize that 
different degrees are different species of the 
same genus. The succession of intensive mag­
nitudes of the same kind is based on a greater­
relation which is asymmetric and transitive. 

A traditional problem of intensive magni­
tudes arises also from a narrow definition of 
magnitude requiring divisibility which intens­
ive magnitudes seemed to lack. Brentano's 
conception of intensity is expressly designed 
to provide intensive magnitudes with parts. It 
was generally taken for granted that extens­
ive magnitudes consist of parts. of units. In 
this there was a failure to distinguish between 
the magnitude and the object which has it. A 
magnitude such as a length of 12 inches is a 
property. One can divide a stick which has 
it into twelve inch-long parts, but not the 
property itself. Such an operation of division 
and combination of objects which is used in 
measurement is called an additive operation. 
And magnitudes can be divided into ex­
tensive and intensive according to whether an 
additive measurement operation is available 
for them or not. Today this is no longer 
considered. as it was still e.g. by N. R. 
Campbell, to be a distinction between the 
measurable and the non-measurable. The 
range of the measurable has been expanded 
considerably in the intervening years. 
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Intentionality 

Contemporary philosophical discussions of 
intentionality may be traced to the following 
famous passage by Franz Brentano in a 
chapter of his Psychology from an Empirical 
Standpoint of 1874. entitled "The distinction 
between mental and physical phenomena": 

Psychologists of an earlier period have already 
duected attention to a particular affinity and ana­
logy which exists among all mental phenomena, 
while the physical do not share in it. Every mental 
phenomenon is characterized by what the schol­
astics of the Middle Ages called the intentional 
(and also mental) incxistcncc (/nexiste11z) of an 
object (Gegens1and), and what we would call 
although in not entirely unambiguous terms, th~ 
rdere~ce to a content. a direction upon an object 
(by which we _are not to understand a reality in this 
case). or an immanent objectivity. Each one in­
cludes somet~ing as objccl within itscll, ahhough 
not always m the same way. In presentation 
some1hing is presemed, in judgement something is 
~!firmed or denied, in love _(somclhing is) loved. 
m hate [someihmg) hated. m desire [something) 
desired. elc. 

This intentional incxistencc is exclusively char• 
ac1cris1ic of mcn(al phenomena. No physical 
phenomenon mamrcsts anything similar. Con~ 
sequen1ly. we can define menial phenomena bv 
saying Iha! 1hcy arc such phenomena as include 
an object intentionally within themselves. 

According to this passage. a mental phenom­
enon is one that includes an object that is not 
a ·reality' but exist, merely 'immanently' or 
'intentionally'. However, in a IIJI I paper 
"Genuine and fictitinu, objects" (reprinted in 
Chisholm ll/60), Brentano gave up the doc­
trine that the objects nf mental acts have a 
special kind nf existence or being - inten­
tional inexi,tence: 

And !i.O it holds true generally thal mllhing other 
than Ihmg, ( lJi11,:~). which lall entirely wi1hin 1he 
~ame l:om:cpt of real enlity (Rc.•uh•J). can provide 
an ohjcct ( Ge,:en.Hand) for mental refcrem."C. 
Nothing ehc can ever he. like a real cn1i1v, the 
thing to which we mentally refer a!, an uhj~cL 

In this, he agreed with his student Edmund 
!lu,,erl, who introduced the term 'inten­
tionality': 



401 

It is a serious error to draw a real (reel[) distinction 
between ·merely immanent' or "intentional' 
objects, on the one hand, and 'transcendent', 
'actual' objects, which may correspond to them on 
the other . . . It need only be said to be acknow­
ledged that the intentional object of a presentation is 
the same as its actual object, and on occasion as its 
external object, and that it is absurd to distinguish 
between them (Logical Investigations, 1900-1). 

When purged of the doctrine of intentional 
inexistence, Brentano's thesis becomes: 

I. (a) All mental phenomena make refer­
ence to or are directed upon an object. 
(b) Only mental phenomena make 
reference to or are directed upon an 
object. 

2. No physical phenomenon makes refer­
ence to or is directed upon an object. 

The term •intentionality', which derives 
from the Latin intendere. meaning 10 point, 
was introduced by Husserl, not for this 
general property of being directed or making 
reference. but for a property explicit!)· re­
stricted to certain conscious uperiences: 
"The qualifying adjecth·e •intentional' names 
the essence common to the class of experi­
ences we wish 10 mark off. the peculiarity of 
intending. of referring to what is objective. in 
a prcsentati,·e or other analogous fashion.·· 
Thus, Husserl ruled out. by definition. non­
mental intentional phenomena (according to 
some philosophers. linguistic phenomena. 
for example. are intentional but non-mental) 
and mental phenomena that arc intentional 
but non-conscious (e.g .. standing beliefs, 
long-term ambitions. etc.). Moreover. Hus­
serl did not accept the thesis - entailed by 
Brentano ·s thesis - that all mental pheno­
mena are intentional: "That not all experi­
ences arc intentional is proved by sensations 
and sensational complexes." 

Contemporary philosophers. especially 
those writing in English. would accept some­
thing like the following informal definition: a 
phenomenon (state, event) is intentional if 
and only if it is 'directed toward' or 'makes 
reference to' something. Quotation marks 
are added to emphasize that the indicated 
phra5es arc used metaphorically. Evidently 
these spatial and linguistic metaphors can be 
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eliminated in favour of a literal use of the 
term 'about', yielding the following informal 
definition: 

A phenomenon (state, event) is intentional 
if and only if it is about something. 

Thus, intentionality is the property of about­
ness possessed by certain phenomena. In 
contemporary philosophy Brentano's ori­
ginal theses I. and 2. have become the 
following: 

I. (a) All mental phenomena are inten­
tional. 
(b) Only mental phenomena are inten­
tional. 

II. No purely physical phenomenon is 
intentional. 

Contemporary philosophers. somewhat 
inaccurately, call I. and II. Brentano's 
thesis of intentionality. I. is often referred to 
as (Brentano's thesis of) intentionality-as­
the-mark-of-the-mental. II. is referred to as 
(Brentano's thesis of) the irreducibility-of­
the-intentional. 

On the contemporary formulation. an 
intentional phenomenon need not be about 
an object (i.e., an individual particular). For 
example, the phenomenon of judging that 
every man is mortal is not about any particu­
lar object; nevertheless it would be counted as 
intentional because it is about something, 
namely. mankind and mortality. Brentano, 
by contrast, was inclined to restrict the range 
of the 'directed toward' relation to objec/S. 
(Accordingly, he would have treated a judge­
ment that every man is mortal as a denial of 
the conjunction of a man with the attribute 
mortal. This treatment becomes ever more 
awkward for more complex examples.) 
Furthermore, the term ·mental phenomena' 
is now almost universally understood to apply 
to not only conscious ('occurrent') mental 
phenomena but also ·standing' mental phe­
nomena (e.g .. standing beliefs), which need 
not be conscious. 

As indicated, Husserl used the term 'inten­
tional' in a more restricted way to pick out an 
explicitly psychological property. thereby 
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rendering trivial the proposition expressed by 
the sentence, "Only mental phenomena are 
intentional." According to standard contem­
porary usage, by contrast, intentionality is 
not an explicitly psychological property; it is 
simply the general property of aboutness. 
Consequently, the above sentence expresses 
a highly non-trivial philosophical thesis -
namely, thesis I.b. 

By using the term 'intentionality' for the 
general property of aboutness rather than for 
an explicitly psychological property, contem­
porary philosophers have been able to use the 
term to formulate a closely related substant­
ive philosophical question: are intentional 
phenomena fundamentally linguistic or 
psychological? This was the main question 
under debate in the famous Sellars-Chisholm 
correspondence ··Intentionality and the men­
tal" (1958). wherein Sellars adopted the lin­
guistic thesis and Chisholm the psychological 
thesis. With the advent of H. Paul Grice's 
intention-based analysis of linguistic mean­
ing. Sellars's linguistic thesis has lost the 
support of most philosophers writing in 
English. In contemporary French critical 
theory. a number of philosophers still find it 
fashionable to reject the psychological thesis; 
however. these philosophers evidently have 
not come to terms with the power and eleg­
ance of the Gricean analysis. On this ana­
lysis, linguistic meaning is defined in psycho­
logical terms ( intending, believing. etc.); 
accordingly. intentional linguistic phenom­
ena tum out. upon analysis, to be complex 
phenomena concerning co-ordinated psycho­
logical states of relevant groups of people. (It 
should be mentioned that a distant relative of 
the linguistic thesis survives in the form of J. 
Fodor's ·language-of-thought' hypothesis in 
philosophy of mind, namely. the thesis that 
the ranges of all fundamental psychological 
relations- belief, desire. etc. - are comprised 
of sentences belonging to a hypothetical non­
public 'language'. tokens of which an: some­
how inscribed in or realized in the brain. 
However, because thi, sort of "language.: i, 
not a genuine public language. this position is 
not a version of the linguistk thesis, which is 
that public linguistic phenomena are the 
primary intentional phenomena./ 

Assessment of The!li!J I.a. A numher of 

402 

contempo-rary epistemologists and philo­
sophers of science are drawn to thesis I.a 
in connection with the doctrine of the 
'theory-ladenness' of perceptual experience, 
the doctrine that all perceptual experience is 
'interpreted'. However, it is difficult to see 
how in perceptual experience there could fail 
to be a further element, namely, the element 
that is subjected to 'interpretation' - what 
Husserl calls the UAl'J (matter) of an experi­
ence. Arguments in recent philosophy of 
mind concerning the irreducibility of qualia­
pure phenomenal qualities - lend support to 
this view. An attractive moderate position, 
therefore, is the following: all perceptual 
experience is intentional although there is 
always a separately identifiable element in 
perceptual experience that has no inten­
tionality. 

Assessment of Thesis l.b. Linguistic phe­
nomena provide the most likely candidate 
counterexamples to thesis I.b. For example, 
the production of a linguistic token 'Out of 
order' by a vending machine means that the 
machine is out of order and, hence, is abom 
the machine even though this does not seem 
to be a mental phenomenon. However, as 
already indicated, H. Paul Grice's analysis of 
linguistic meaning has convinced most philo­
sophers that all such linguistic phenomena 
depend, by definition, on certain co-ordinated 
psychological states of people in the relevant 
language group and, hence, must be counted 
as partly psychological. In the vending 
machine case, it is the communicative in­
tention, of the manufacturer that give the 
machine its intentionality. 

Thesis II. and the AnalysL, of Intentional­
ity. Contemporary thought is deeply divided 
over thesis II. the irrcducibility-of-the­
intentional. It i, ironic, therefore, that most 
philosophers participating in the contempor­
ary debate have - either implicitly or expli­
citly - abandoned the prospect of giving a 
general analysis of intentionality. ( For ex­
ample. Searle 191!3 states without any argu­
ment: ··in my view it is not possible to give a 
logical analysis of the Intentionality of the 
mental ... There is no neutral standpoint 
lrom which we can survey the relations be­
tween Intentional states and the world and 
then describe them in nun-lnkntionalistic 
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terms. Any explanation of Intentionality, 
therefore, takes place within the circle of 
Intentional concepts.") The importance of 
this issue for thesis II. is seldom realized. 
Suppose that there does not exist a general 
analysis (physicalistic or otherwise) specify­
ing what intentional phenomena have in 
common. Then, intentional phenomena 
would have a property - namely their inten­
tionality (this general unanalysable property) 
- that is not a purely physical property. 
Accordingly, intentional phenomena would 
not be purely physical. Therefore, thesis II. 
would be vindicated. (Reductionists who 
would venture piecemeal analyses of indi­
vidual types of intentional phenomena- e.g .. 
belief, desire, etc. - might try to assemble 
them into a disjunctive analysis of the general 
property of intentionality. However. the 
acceptability of disjuncti,·e analyses is ques­
tionable in general. Moreover, this approach 
must assume that there is a finite list of every 
logically possible type of intentionality. But 
this assumption seems to be without basis.) 
The possibility of a general anal~·sis of inten­
tionality is thus a pressing question. 

Virtually no philosophers ha,·e attempted 
a general analysis of intentionality. One 
exception is Fred Dretske t 1981 ). who gi,·es 
an analysis in probabilistic terms ( using the 
"information theory· of Hanley. Wea,·er. 
Shannon. Wiener. et al.). Howe,·er. there are 
several counterexamples showing that this 
analysis provides neither nec-essary nor suf­
ficient conditi,,ns. 

Another exception is Roderick Chisholm. 
In his early work on intentionality ( 1957). 
Chisholm offered extremely insightful and 
inlluential pure!~ 1,,gical criteria for inten­
tional language (i.e .. sentences that report 
intentional phenomena). These criteria were 
found to he deficient in various ways (see. 
e.g .. Bealer 19H2). but they ne,·ertheless 
constituted promising suggestions. In later 
years Chisholm abandoned his effort to give 
purely logical criteria for intentionality. 
Indeed. he implicitly adopted the •circle-of­
intentional-concepts' posture pursuing a 
definitional strategy that tries to define 
certain basic logical notions (e.g .. the notion 
of one property"s involving another) in terms 
of certain intentional notions (e.g.. the 
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notion of a person's conceiving something). 
Within this scheme he then attempts general 
definitions of intentionality and of the 
psychological. While not formally circular, 
this way of proceeding is far less illuminating 
philosophically, for it uses intentional 
notions in the very definition of intentionality 
and the psychological. Moreover, within this 
scheme the prospect of a satisfactory logical 
theory is far less likely, given that some 
ultimate primitives in Chisholm's logical 
theory would be psychological notions which 
are resistant to rigorous theoretical treat­
ment. 

A Logical Analysis or Intentionality. On 
the face of it, the term 'about' does not seem 
to be a psychological term; on the contrary, it 
seems topic neutral and, if anything, belongs 
to logic, broadly construed. In view of this, it 
would not be implausible that an analysis of 
the notion of an intentional phenomenon 
could be stated within an appropriate logical 
theory. Such an analysis was ventured by 
Bealer (1982 and 1986). A slightly altered 
version is presented below. 

By logic, we understand intensional logic, 
the sort of logic in which equivalent expres­
sions cannot always be substituted for one 
another without changing the truth-value of 
the sentences in which they occur. lnten­
sionality in language results from reference 
to intensional entities, entities that can be 
equivalent without being identical. Prop­
erties. relations, and propositions are the 
paradigmatic intensional entities. Among the 
various properties and relations, certain ones 
stand out as 'basic' or ·natural' (for example, 
green and blue) whereas others are derivative 
(e.g., grue. bleen. being identical to green, 
being distinct from blue, etc.). These basic or 
natural properties and relations are called, 
respectively, qualities and connections. De­
rivative intensions can be obtained from 
these distinguished properties and relations 
( and perhaps subjects of singular predica­
tions) by means of fundamental logical op­
erations (conjunction. negation. existential 
generalization. singular predication, etc.). 
The intensions that can be so obtained may in 
that sense be considered complex. 

Notice that propositions (and other com­
plex intensions) just on their own, independ-
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ently of whether anyone believes ( or other­
wise employs) them, are said to be about 
things. For example. the proposition that 
Socrates is wise is about Socrates and wis­
dom; and this would be so even if no one had 
ever considered the proposition. The about­
ness of complex intensions can evidently be 
successfully analysed within a suitably rich 
intensional logic. 

Our thesis here is that the aboutness of all 
intentional phenomena derives from indi­
viduals• bearing relevant connections 
(namely, intentional connections) to complex 
intensions that, just on their own, are about 
things. We suggest the following definitions. 

D 1. A connection is hyperintensional if 
and only if it can contingently connect 
some individual to some complex in­
tension without connecting the indi­
vidual to some necessarily equivalent 
complex intension and without the 
original intension having veracity. 

D2. A connection is a mediating inten­
tional connection if and only if it is- or 
is necessarily included in - a hyper­
intensional connection whose range is 
necessarily restricted to complex 
in tensions. 

D3. A connection is a mediated intentional 
connection if and only if, necessarily. 
it connects an individual to an item 
only if some mediating intentional 
connection connects the individual to 
a complex intension that is about the 
item. 

D4. A connection is a direct intentional 
connection if and only if it is a hyper­
intensional connection that is neither 
mediating nor mediated. 

(A complex intension has veracity if it is a 
true proposition or a complex property or 
relation that applies to something actual.) 
Seeming, believing, knowing, and deciding 
are examples of mediating intentional con­
nections; looking for and seeing objects are 
examples of mediated intentional connec­
tions; acquaintance is an example of a direct 
intentional connection. (These example, are 
only heuristic; settling which intentional rela­
tions are genuine connections and which 
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intentional connections are mediating, medi­
ated, or direct is ultimately a matter of 
theory.) 

With these definitions in place, we can 
state a purely logical analysis of the notion of 
an intentional phenomenon. Intentional phe­
nomena are either basic or derived. A phe­
nomenon p is a basic intentional phenomenon 
if and only if, for some individual x, some 
mediating, mediated, or direct intentional 
connection c, and some item y, p is the 
phenomenon of x's bearing c toy. Derived 
intentional phenomena are phenomena 
whose analysis depends in some essential way 
on basic intentional phenomena. 
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Intentions. Sec: Second Intentions 

Intuitionism 

Jntuitioni,m is a mathematical programme 
founded by the Dutch mathematician 
Luitzen Egbertus Jan Brouwer ( l!!Kl-1966). 
It emerged from the tum-of-the-century 
drive to give a set-theoretic analysis of the 
continuum (the set of real numbers, the set of 
points on the line j and of functions over the 
continuum. During this period it became 
clear that mathematics cannot dispense with 
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infinitistic methods. The continuum, for in­
stance, was shown to be representable as a 
non-denumerably infinite set whose elements 
are themselves infinite sequences of rational 
numbers. 

Philosophically, Brouwer espoused an 
epistemological idealism which claimed that 
there can be no unexperienced truths, and an 
ontological idealism which claimed that all 
objects originate in the activity of a prim­
ordial consciousness. Brouwer, like Kant, 
held that empirical objects are generated by 
mental acts and that mathematical objects 
stem from the abstract a priori fonn of such 
acts. His approach. however. was more sol­
ipsistic than that of Kant. Moreover. he re­
jected the aprioricity of space. and based 
mathematics entirely on a refined conception 
of the aprioricity of time. 

Number Theory. The simplest math­
ematical act is that of distinguishing two 
dive= elements in the flow of consciousness. 
If we add to this the possibility of repetition 
and concatenation. we can generate all of the 
indi,;dual natural numbers. the rational 
numbers. and the standard arithmetical 
operations. Equations like 358 + 27:! = 630 
are. for Brouwer. repons of completed com­
pound constructions. 

The Continuum. L'nfonunately. the 
simple. terminating processes imohed in 
such arithmetical constructions cannot pro­
duce the infinite sequences "hich compose 
the continuum. ·Proto-intuitionists·. such as 
Emile Bore:! (IS71-lll5t>l and Henri Leon 
Lebesgue ( !S75- l 'l-l l l. "ere prepared in 
some of their writmgs to admit only those 
infinite scqucnci:s whi.:h are gi:ncratcd by 
finitely graspable ruks for calculating their 
elements. H,mi:,er. the set of all such al­
gorithmic sequences is denumerable, and 
thus the ri:al numbers based on these se­
quences can scarcdy form a continuum. At 
first Brouwer tried to circumvent this by 
postulating a singk intuition of an always 
unfinished non-denumerable continuum. But 
by 1918 he had replaced this with a brilliant 
generalization of the notion of algorithm: the 
concept of a choice sequence. A choice se­
quence of rational numbers is determined by 
an initial segment of finitely many elements 
together with a 'rule' for continuing the 
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sequence. The rule, however, may leave 
room for some degree of freedom in choosing 
each element. Thus, for instance, the rule 
might require the n + 1st choice to be some 
rational number within 1/n of the nth choice, 
but be no more restrictive than that. In this 
way the sequence (and indeed its correspond­
ing real number) can be said to be only semi­
detenninate. For any non-trivial interval we 
can produce a semi-detenninate real number 
falling in that interval. Indeed, the set of all 
such reals in the interval is demonstrably non­
denumerable. Using his theory of choice 
sequences, Brouwer obtained a series of 
results that conflict with standard ( classical) 
mathematics. The most famous of these is the 
theorem that every fully defined function 
over an interval of real numbers is uniformly 
continuous. (Pictorially. the graph of the 
function has no gaps or jumps.) He also 
revised the traditional notions of set theory to 
accommodate these sequences and their 
built-in freedom of growth. 

The Creating Subject. The notion of a 
choice sequence exploits that aspect of the 
human intuition of time which we may call its 
·open future'. This feature is based on the 
contingency of empirical events, something 
that is not ordinarily associated with math­
ematical processes. In the 1940s, Brouwer 
introduced the method of the creating sub­
ject. This is a technique for individuating 
semi-determinate mathematical sequences 
by focusing on the activity of an idealized 
mathematician (the creating subject) who is 
investigating a mathematical proposition, P, 
which has not yet been either proved or 
refuted. For example. we may define a real 
number, r, as a decimal fraction in which the 
nth decimal place is 1. if by the nth stage of his 
research the creating subject has proved or 
refuted P, and is O otherwise. 

Brouwer used this method to provide 
direct counterexamples to various classical 
theorems. Thus. for instance, since there is 
no guarantee that P will ever be proved or 
refuted. r violates the classical trichotomy: 
(\l.r) (.r<O v .r=O v .r>O). The fact that 
Brouwi:r speaks of a single creating subject is 
sometimi:s taken as evidence of his solipsism. 
But even if one is not a solipsist. the method 
of the creating subject does generate semi-
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determinate objects which are not based on 
non-mathematical processes. 

Ontology. Unlike his disciple Arend 
Heyting (1898--1989). who viewed intuition­
istic and classical mathematics as separate 
and therefore compatible subjects. Brouwer 
saw a clash between classical mathematics 
and intuitionism. He even occasionally 
claimed that classical mathematics is incon­
sistent at the points where it differs from 
intuitionism. This conflict is not a matter of 
ontology. The intuitionist and classical math­
ematician agree. for instance, that the con­
tinuum consists of reals generated by conver­
gent sequences of rational numbers. Rather. 
the clash was over what we may call the 'pre­
ontology' of mathematics: it pertains to the 
basic concept of what counts as a math­
ematical object. Brouwer allows, and clas­
sical mathematics rejects, infinite objects 
which may be incomplete (i.e .. temporarily 
or even permanently indeterminate with re­
spect to some relevant property). 

Logic and Language. According to 
Brouwer. linguistic communication merely 
simulates basic mathematical constructions, 
which themselves occur at a prelinguistic 
level of consciousness. For this reason he 
rejected the idea that mathematics is re­
stricted by the expressive capacity of any 
fixed language. and he strongly opposed the 
view that formal logic is an autonomous 
science which dictates the limits of math­
ematical thought. Logic, at best. only codifies 
some already completed stage of math­
ematical reasoning. Thus, for instance, clas­
sical logic ( and in particular the law of the 
excluded middle) arose from an 'obser­
vational period' during which mankind was 
concerned mainly with cataloguing finite em­
pirical phenomena w~ose_ properties ~re 
essentially decidable. Classical mathematics 
insists on applying this logic to inlinitary 
aspects of mathematics where. Brouwer 
holds it is inappropriate. 

ro.:UU.lization. Brouwer's views notwith­
standing, Heyting produced in 1930 a formal 
system for intuitionist1c logic and_ some parts 
of intuitionistic mathematics. 1 h1, m turn 
gave rise to furthe~ formalizations ( eve_n of 
the theories of chmcc sequences and ol the 
creating subject) and to a series of semantic 
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and algebraic studies of intuitionistic logic. 
The study of intuitionistic formal systems has 
developed into a major branch of math­
ematical logic. For a while this study used 
strongly classical methods, but since the 
1970s intuitionistic methods have been em­
ployed as well. Thus to a certain extent the 
line between intuitionism and traditional 
mathematical logic has been blurred. 

Meaning and Metaphysics. Heyting him­
self suggested that his original formalization 
reflected a theory of meaning implicit in 
Brouwer's view that there are no unexperi­
enceable truths (indeed a theory underlying 
some of Brouwer's arguments). This theory 
replaces the traditional correspondence 
notion of truth with the notion of constructive 
provability and provides recursive clauses 
defining the ·assertability conditions' of com­
pound statements. Thus, for instance, the 
content of the claim about the r defined above 
is that the given trichotomy cannot be asserted 
for r. More recently, Michael Dummett has 
explored the possibility of extending the 
·assertabilist' theory of meaning to areas of 
discourse outside mathematics. He has 
shown how assertabilism provides a strategy 
for combating realism about such things as 
physical objects. mental objects, and the 
past. 
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J 
James, William 

Philosophers sometimes think of William 
James (1842-1910) as more psychologist than 
philosopher. Almost as mistaken are those 
who see him only as a pragmatist opposed to 
systematic metaphysics. The truth is that 
James dedicated especially his later years to 
developing a general metaphysic with two 
main, sometimes divergent, strands: 

1. radical empiricism. and 
2. a mystical pluralism, 

advanced as the main altemati\·e to. but by 
no means without kinship to, the absolute 
idealisms of Josiah Royce and F. H. Bradley. 

Radical empiricism holds that there is just 
one basic stuff of the universe out of which all 
things, and in panicular the physical and the 
mental, are made. This is pure experience. of 
which the fundamental units are cenain so­
called natures (much what later philosophers 
ha\'e called qualia). James qualities the onto­
logical force of the doctrine on occasion bv 
5a)ing that there mav be other sorts of reali~ 
but that these, being unlmo"able to u;, 
cannot figure in our as-count of things. He 
also sometimes suggests that ·experience· is a 
collective term for anything "·e might directly 
come across. and does not imply an)· genuine 
common char;1cter m "hat it s-on:rs: how­
ever. the main doctrine is clearlv that the 
world is composed of elements of the same 
essential type as those "hich figure as the 
ingredients of human and animal streams of 
cunscitlusness. 

These natures occur in ,·arious different 
streams. as one might say, of being. In some 
of these streams the natures are related to 
each other so as to constitute streams of 
consciousness. while in others they constitute 
streams of being which are the biographies of 
physical objects. A mind knows a physical 
object dirc:ctly or perceptually when the 
stream of consciousness in which its life 
or biography consists coincides temporarily 
with part of the stream in which the object's 
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biography consists; it knows it indirectly or 
representationally when some element of 
current consciousness prepares it to know the 
object directly and cope with it successfully in 
that event. (This is the heart of James's 
pragmatist conception of truth.) 

The theory hovers between two apparently 
different conceptions of a physical object. 
Perhaps these can be combined in some way, 
but James, who died still struggling with a 
final statement of his views, left their relation 
incompletely worked out. 

1. On one conception its biography is a 
stream of being, consisting ( or at least 
partly consisting) of the kinds of nature 
or qualia which occur in a human or 
similar consciousness when the object 
is perceived. This is similar to Benrand 
Russell's one-time view that a physical 
object is a sequence of complexes of 
sensed or unsensed sensibilia. On this 
view a physical object is not thought of 
as intrinsically conscious (though of 
course those which are animal organ­
isms may produce and be influenced by 
an associated stream of conscious• 
ness); rather, consciousness consist: 
in a particular arrangement of such 
natures in which they interact to form 
purposive patterns guided by memory. 

2. On the second conception, which is 
panpsychist in character, the streams 
of being which make up the biography 
of physical objects ( or at least of more 
ultimate physical objects) feel them­
selves in a unitary way, and are what 
the life of the physical object is in itself 
rather than for us. 

James tended more and more to this second 
view, but it threatens to deprive radical 
empiricism of one of its original charms, of 
letting a perceived object figure as an actual 
ingredient in current consciousness, for it is 
hard to see how our percepts can actually be 
components of the thing perceived if that is 
identified with its own felt inner life. How­
ever. James was also seeking a radically 
empiricist view of the relations between 
distinct minds according to which different 
streams of human and other consciousness 
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may in principle actually merge ( even if, in 
practice they only come to the brink of doing 
so) when they perceive, or perhaps even 
when they conceive, the same object. 

In its first version, radical empiricism is 
surprisingly atomistic, holding that the same 
nature can occur in different contexts without 
alteration. (It is sometimes obscure whether 
this is a matter of the same particular, or the 
same universal, doing so. James doubtless 
believed that natures straddle such a division, 
but ambiguities remain.) Thus an element of 
the table which I see might occur without 
difference in my stream of consciousness 
and/or yours and/or in the stream of being of 
the table. This clashes strikingly with the 
holistic view of consciousness taken in The 
Principles of Psychology, according to which 
no element of one moment of consciousness 
can be totally identical in character with (still 
less be the very same particular as) one 
occurring in another. And this holistic view of 
consciousness is important in the mystical 
pluralism of much of James's later writings, 
for which the world consists of streams of 
unitary pulses of experience, in which each 
pulse reflects the character of environing 
ones. However. even here environing pulses 
overlap in a way which James conceives as 
allowing a mediation between atomism and 
holism. In this context James suggests that 
there is a mother sea of cosmic consciousness 
from which our individual streams emerge 
and to which they return bringing various 
enrichments. thus providing a kind of semi­
immortality similar to that urged by A. N. 
Whitehead and C. Hartshorne. 

Related to the holistic-atomistic tension 
in James's thought is a tension between a 
conception of process which . stresses the 
continuity of time and a guant1c or epochal 
view of time, anticipating Whitehead. Jame, 
agreed with Henri Bergson that there we_re 
features of time which could not be satis­
factorily caught in oonventional (and al­
legedly static) concepb. Anoth_er late develop­
ment in James's thought was his endorsement 
of a kind of Platonic realism about univer­
sals or concept!,. Though death robbed us 
of its final statement, James's metaphysics 
is profoundly probing of deep metaphy,kal 
and ontological questions of the kind 

408 

most neglected by analytical philosophers. 
Essential books of James for his meta­

physics are: The Principles of Psychology 
(New York, 1890), A Pluralistic Universe 
(New York, 1909), Some Main Problems of 
Philosophy (New York, 1911), and Essays in 
Radical Empiricism (New York, 1912). 
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John Buridan 

John Buridan was born c. 1299, probably in 
Bethume, and died c. 1358 in Paris. He was a 
French logician and natural philosopher, a 
pupil of William Ockham, and a represent• 
ative of Parisian terminism in both its meta­
physical and natural-philosophical variants. 

Buridan starts out from the idea of 
an incommensurability of metaphysics, of 
theology, and of science or philosophy of 
nature, arising from the underivability of the 
principles underlying each from any of the 
others: 

I. The 'propria principia' of natural 
science have proved themselves before 
the authority of experience. 

2. The 'comm11nia principia' of meta­
physics are given with the knowledge of 
concepts. 

3. The principles of logic determining the 
criterion of scientific rationality begin 
with the ·prim11m pri11cipi11111' of know­
ledge. the so-called 'princi11iwn idmti­
tutis et cumra,licti011e.1 · which is built up 
from the principle of identity-what is is 
what is; the principle of contradiction -
nothing is and is not at the same time; 
and the principle of excluded middle -
anything either is. or it is not. By the 
iteration of negation and of the modal­
ities, a multitude of forms of these 
principles is possible. 

Buridan presented the logical principles in 
hi• commentaries on Aristotle's Metaphysics 
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(In Metaphysicam Aristotelis Quaestiones 
argutissimae Joannis Buridani, Paris 1518) 
rather than in his treatise on logic entitled 
Summulae de dialectica (Paris, 1487). 1n the 
latter he establishes what it means to speak of 
the identity and diversity of concepts. This 
has a real sense, he holds, only when there is 
some reason to identify or to distinguish the 
qualities or attributes of objects. According 
to his commentaries on Aristotle's Meta­
physics, the truth resides in that sort of 
simple apprehension in which an individual 
object is grasped by means of a nominal 
concept. The so-called Law of Buridan is: 
~omnis simplex apprehensio est vera, et nulla 
estfalsa" (In Met. VI, qu. 6). Every non-truth 
derives only from the form of a sentence, 
where subject and predicate do not stand for 
the very same thing. The dependence of the 
use of a term on the way of thinking of a given 
speaker is not decisive for the truth of a 
sentence, since truth always depends on the 
·suppositio', which is an objecti\·e property of 
terms, namely. the capacity of the sentence to 
be used as a statement. Only the categor­
ematic terms have meaning in this sense, the 
syncategorematic terms. including the copula 
•is'. express an extensional relation betv,·een 
categorematic significata. The theory of 
meaning (i.e. theory of s11ppositio) and the 
theory of reference (i.e. theory of signifi­
catio) are then de\·eloped through an elabor­
ate analysis of what were known as the 
'properties of terms'. 

According to Buridan both the act of 
signifying (;c,11s significandi) and the act of 
understanding ( acw.s intelligendi) are capable 
of relating both to the uniHirsal and to the 
singular. Which of these is the case depends 
on the perspective through which the act of 
thinking relates to the object of perception. 
For according to Buridan universals can only 
exist as terms and not in nature; they express 
only similarities between singular things. 
Unlike the singular, the universal is only 
given in the soul ( ·animus'). 

The objects of science are the complexa or 
mental propositions which form the basis of 
demonstrative science about the things. 
What a mental proposition signifies is only 
the sig11ificata of its separate categorematic 
terms, each of which stands for some separate 
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thing. The mental sentence and reality do not 
conform to each other (i.e. with Buridan 
there is no underlying theory of repres­
entation), because the sentence always pre­
supposes a predication, a comparison. Thus 
the unity of a thing always corresponds to a 
bipartite sentence. 

Different sciences analyse the objects of 
science under different aspects ( connota­
tiones). Scientific sentences never treat of 
concrete substances and their concrete acci­
dents but always of universal terms, which 
naturally denote, and their 'passiones', i.e. 
connotative concepts. 

Scientific sentences with a 'suppositio 
naturalis' (a term introduced by Buridan) 
express 'matters of fact' which produce a 
maximum of agreement among scholars. 
Buridan provides an impressive demon­
stration of such sentences with his theory of 
impetus which serves as a model of explana­
tion for the spontaneous motion of project­
iles and celestial bodies. The underlying 
principle is the principle of Aristotelian 
causality of motion, according to which 
everything that moves is moved by something 
else. As moved quality in the face of the 
moved body, the impetus is a qualitative 
passion, that is an immediate principle of 
movement. 

We find something similar in Buridan's 
theory of money and value, which is based on 
the principle of limited determinism: the will 
can be free only until that point is reached 
where reason decides what it bolds to be the 
greatest benefit. After that. the will must 
follow the decision of reason. 
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John Duns Scotus 

John Duns Scotus was one of the greatest 
medieval philosophers. Born in Maxton, 
Scotland, c. 1265, he studied at Oxford and 
later in Paris where he was made professor. 
He taught at various times in Paris, Oxford, 
and finally Cologne. where he died in 1308. 
His fundamental works, and those whose 
authorship is undisputed, are: the treatise De 
primo principio, the Quaestiones in meta­
physicam, the Opus Oxoniense, and the 
Reportata Parisiensia. The attribution to 
Scotus of the Theoremata is still disputed, 
even though notable scholars (such as Etienne 
Gilson) have declared its authenticity. 

Scotus's philosophy starts from a theory of 
knowledge that bears the stamp of Aristotle, 
but also introduces important novel ele­
ments. Primarily, Scotus makes a distinction 
between two different forms of knowledge, 
namely abstract and intuitive. The former 
is characteristic of science, which abstracts 
from the present existence or non-existence 
of its object. Intuitive knowledge, by con­
trast. relates to its object in so far as it exists 
and in so far it is knowable by the knowing 
subject as existing at present (Op. Ox. II, d.3, 
q.9, n.6). It belongs not only to sensibility, 
but also to the intellect. It follows that there 
are two levels of intellectual knowledge, an 
intuitive and an abstract, and the whole 
of Scotus·s metaphysics is founded on the 
relation between them. 

Scotus assumes that external reality is 
made up only of individual things and that 
universality subsists as such only in the intel­
lect. He then looks for the single common 
foundation of both the individuality of ex­
ternal things and the universality of the con­
cept as thought. He finds it in the quidditas, 
which is the unitary essence - expressed by 
the definition - common to all the things of 
the same kind. The quidditas is therefore a 
real unity. for it is the essence and the unitary 
·measure' of real thing,. Yet it is a lesser unity 
than is numerical unity: indeed, if it were a 
numerical unity, it would have to be added a, 
another individual reality to the individuals 
belonging to the same kind or species. In 
itself the quidditas is neither individual nor 
universal, but is rather per .re indifferent 
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to both individuality and universality, for 
logically and ontologically it precedes them, 
though it never really exists without one of 
these two determinations. By virtue of this 
priority it is considered in itself by meta­
physics (Op. Ox. II, d.3, q.I, n.7). 

Concerning the problem of individuation, 
Scotus disagrees with Thomas Aquinas, ob­
jecting that individuation cannot depend (in 
Aristotelian terms) on the material cause: 
matter, as the indeterminate foundation of 
reality, cannot be the principle of distinction. 
Neither can it be the form or essence that, as 
we have seen, is the quidditas (that precedes 
both universality and individuality). For 
Scotus, then, individuality is due to a real 
dimension of being which is ultimate and 
doesn't reduce itself to the other dimensions 
and which determines the common essence in 
individuality, which is to say that it lets the 
being be this determinate thing (ad esse hanc 
rem). Scotus, or one of his followers, called 
this principle haecceitas (i.e. 'thisness': Rep. 
Par. II, d.12, q.5, n.l, 8, 13, 14). 

The quidditas and haecceitas, although real 
determinations (and not purely mental ones) 
are not two numerically distinct realities: 
there subsists between them, in any given 
particular being, a formal objective distinc­
tion (distinctio formalis in re). The intellect's 
object is the intelligible species, by means of 
which it represents reality to itself in the guise 
of universality. The earlier clear knowledge 
of the intellect is the most universal one: the 
notion of being. This concept is included in all 
the other (narrower) concepts: thus all of 
them presuppose it. 

Metaphysics, which has as its object pre­
cisely the concept of heing, is therefore 
presupposed by all the sciences, conditioning 
them and making possible the principles 
upon which they arc founded (Up. Ox. I, d.3, 
q.2, n.22-5). In disagreement with Thomas 
Aquinas, Scotu,, deeply inlluenced by 
Platonic and Neoplatonic ontology, main­
tains that being is 11nivocul in character: it is 
beyond all categories and generic determina­
tions and is, as such, 'transcendent'. If it were 
not so, it would be impossible, according to 
Swtus, to know anything about God and to 
piece together a natural theology. To ac­
knowledge th<: univocal character of being 
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entails, in fact, to admit a meaning of being 
which is common to God and creatures. This 
common meaning allows us to define by 
means of the notion of cause some attributes 
of God starting from the knowledge of the 
created perfections ( Op. Ox. I, d.3, q.3, n.9; 
De primo principio, 3, 9, II). 

See also: Distinctions; Peirce U; Scotism. 
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ALBE.nO JORI 

John Gerson 
John Gerson or Gersonides was born in 1.288 
in Provence. Little is known of his personal 
life. except that he provided services in 
philosophy to Pope Clement VI while com­
missioned at the papal coun in Avignon. He 
died on ."!ll April I.W. His work is an attempt 
to inh:grntc th<• teachings of Aristotle. as 
mediated through the e~·es of Averroes and 
Moses Mainlllnidcs. with those of Judaism. 
His maj,,r work. Milhamol Hashem (Wars 
of lire Lord). was completed in 1328. In 
additi,,n. fohn Gerson also composed com­
ment;tries on A,·erroes·s commentaries on 
Aristotl.:. 

In Mi/11<111101 John Gerson specifies six 
issues of concern: immonality of the soul. 
prophecy. divine omniscience, providence, 
astronomy. and creation. It is in the context 
of these issues that his metaphysical views are 
developed. John Gerson rejects Platonic 
realism. arguing that particulars are onto­
logically prior 10 universals. In Mi/11amo1 I. Ill 
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he addresses the specific question of how 
intelligibles signify extramental entities. He 
rejects the view of Alexander of Aphrodisias 
(ft. 2nd/3rd centuries) that the intelligibles 
refer to universals, his own position being 
that the universal is neither a species or genus 
nor a plurality of individuals; rather, a uni­
versal term refers distributively to each in­
dividual that falls within the range of the 
proposition in question. The main implica­
tion of this position is that the intelligible 
does not differ essentially from its extra­
mental existent, for both are ultimately 
individual in nature. Gersonides here pre­
sents a quasi-nominalist position according to 
which both the intelligible and its extra­
mental referent are individuals in the sense 
that both represent ultimate realities. 

This doctrine of individuals, pamculars 
and universals has implications when John 
Gerson turns to the questions of immortality, 
prophecy, and - most importantly - divine 
knowledge of particulars. For example, with 
respect to the multiplication of species, he 
argues that although there is no need for 
more than one instance within each species, 
multiplicity arises ultimately as an effect of 
the Agent Intellect. Moreover, inasmuch as 
matter itself is unknowable, it is not the 
individual qua particular which is known, but 
rather the internal ordering of the panicular; 
hence God cannot know particulars. 
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TAMAR RUDAVSKY 

John Philoponus 
John Philoponus, the 'Grammarian' (c. 490-
c. 570). was a Christian philosopher and 
theologian in Alexandria. a pupil of Ammo­
nius Hermeae (late 5th-early 6th century) 
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who had studied under Proclus in Athens. He 
began his literary career by publishing com­
mentaries on Aristotelian treatises, some of 
which are based on Ammonius's seminars. 
Seven works are extant: In Categorias, In 
Analytica Priora, In Analytica Posteriofa, In 
Meteorologica, In Generatione et Corrup­
tione, In de Anima, and In Physica. Philopo­
nus frequently adopts a critical attitude 
towards Aristotelian tenets and strives to 
develop alternative views. Thus, for ex­
ample: 

1. He rejects as incoherent the Aristo­
telian notion of prime matter as con­
ceived by the Neoplatonists who took it 
to be both incorporeal and formless. 
For Philoponus, in contrast, the most 
fundamental level of physical being is 
constituted by unqualified but corporeal 
three-dimensional extension. An upshot 
of this ontological point is that Philopo­
nus revises the Aristotelian scheme of 
categories, viewing quantity (extension) 
no longer as an accident of substance 
but as its essence. 

2. Whereas Aristotle defined space as the 
inner surface of body, thus conflating 
the concepts of 'space' and 'place', 
Philoponus links space with the notion 
of the void and defines it as spatial 
extension which is void according to its 
own definition, but in fact always filled 
with body. 

3. Aristotle suggested that the speed of a 
falling body is proportional to its weight 
and indirectly proportional to the 
density of the medium through which 
it travels (thus implying the logical im­
possibility of empty space as speed 
therein would be infinite, Phys. 4.8). 
Philoponus, in contrast, emphasizes 
that the speed of a body depends pri­
marily on the body's kinetic momentum, 
so that even in the void its speed would 
always remain finite; in a medium the 
speed decreases in proportion to the 
medium's density. 

4. Aristotle implausibly explained project­
ile motion by appeal lo a medium's 
supposed ability to propel the projectile 
along; Philoponus proffers his celeb-
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rated theory of impetus: a kinetic force 
is imparted by the mover to the projec­
tile and exhausts itself in the kinetic 
process. 

Philoponus's middle period is marked by 
two major works, the De aeternitate mundi 
contra Proclum and the De aeternitate mundi 
contra Aristotelem. Here he tackles the no­
torious doctrine of the world's eternity. In the 
first work, a detailed refutation of a pamphlet 
written by Proclus who defended the doctrine 
of the world's eternity, Philoponus proposes 
old and new arguments for creation and, 
importantly, attempts to vindicate philo­
sophically the dogma of creatio ex nihilo. In 
the second treatise, extant only in fragments, 
he repudiates Aristotle's postulation of an 
incorruptible celestial element (aether; cf. 
De Caelo 1) as well as his arguments for the 
eternity of motion and time (Phys. 8). 

In his later period, Philoponus offers a 
philosophical interpretation of the book of 
Genesis (De opificio mundi) and tries to 
influence the theological debates of his time. 
Several short treatises speak out in favour of 
the doctrine of the singularity of the nature of 
Christ (monophysitism): since a substance is 
identical with its essence or nature one must 
also assume 'one nature' - a harmonious 
combination of divinity and humanity - in 
Christ. Other works interpret the Trinity as 
three distinct individual substances of the 
same divine species which is taken to be a 
universal existing only in our minds. The 
Council of Constantinople in 680 condemned 
Philoponus's theological views. yet his philo­
sophical ideas were disseminated among 
Byzantine and Islamic thinkers and eventu­
ally re-examined in the Renaissance both bv 
Aristotelians and by the 'new scientists'. · 
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CHRISTIAN WILDBERG 

John of St. Thomas 
John Poinsot (1589-1644) took the name John 
of St. Thomas on entering the Dominican 
Order, signifying his intention to be faithful 
to the doctrines of St. Thomas Aquinas. The 
son of an Austrian, he was born in Lisbon. He 
studied at Coimbra and Louvain and taught 
at Alcala (1613-43), during part of which 
time he was confessor to Philip IV of Spain. 
He died in Spain, at Fraga. 

During the 1630s he wrote a Cursus theolo­
gicus. which is in fact a commentary on 
Aquinas· Summa Theologiae. most notable 
perhaps for the treatise on the gifts of the 
Holy Spirit which is generally taken as 
nonnative for Dominican spirituality. In 
morals he aligns himself against rigorism with 
the ·probabilist' school of his time. 

The Cursus philosophicus Thomisricus 
(1631 ). an original work. is di\ided up into an 
An logica and a Philosophia naruralis. The 
first was intended to be the full-length work 
on logic that Aquinas ne\·er v.TOte. Thus it is 
designed to keep ali\·e the Aristotelian and 
Avicennian three-len:I or •intentional" tradi­
tion. defended also l>y Aquinas. against the 
·1wo-le\·er nominalist semantics. 

This C11rs1L, was a strong influence on 
Goudin's Plrilowphia j1uta D. Thomae 
Dogmac,1 ( 11"17!'1). which kepi Thomism alive 
through th,• early 18th century. and is a 
soum~ of much in Jacques Maritain (e.g. his 
logic and the theory of the three degrees of 
abstraction) and of the logical work of the 
American realists, especially Henry Veatch. 

But John was at his most original in his 
treatise on the theory of signs. He rejects 
Augustine· s definition. according to which "a 
sign is something which. besides the impres­
sion which it conveys to sense. makes some­
thing dse come into cognition" (Cumis 
philosoplricus 64oa 14-:!8), as applying only 
10 "instrumental" signs. though for Aquinas 
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such signs, as objects of sense, were t 
primary signs (Sum. Theo/. m 60, 4 ad.: 
John of St. Thomas's more general definitic 
"that which represents something other th 
itself to a cognizing power", by eliminati: 
reference to sense, takes in 'formal' signs 
well. 

The latter are the immanent products 
the three acts of understanding distinguish1 
by Aristotle, viz. concept, judgement, , 
syllogism. 

A formal sign is the actual awareness itself whic 
without any intermediary, represents. An instr 
mental sign is one that represents something oth, 
than itself on the basis of a pre-existing cognitic 
or it (!Oa 4-12). 

A formal sign is thus ;in entity the whol 
being of which is to refer to another. It there 
by founds the possibility of any referrin 
entities at all. 

Hence the nature of this 'sign' is that of 
relation only; it is wholly ad aliquid. Joh 
took the tenn signum formate from Peter c 
Fonseca, where it had stood for the interni 
sense-image. such as a retinal pattern or a 
auditory vibration in the ear, which althoug 
not cognizable by the subject of them ar 
nonetheless observable to others and henc 
not just a relation. Thus Andre de Mura 
judges that John stretches the notion of a sig 
too far when he deprives it of any formi 
mediating function. Moreover if, as Thomis1 
claim, the object is immanent in the intellec1 
to the extent that our act of understanding i 
a relation of (intentional) identity with th 
object, then talk ofasign seems to offerneec 
less openings to Scotist or Lockean theorif 
of mediating representations. Thus John ca 
speak, Scotus-like. of an actualization c 
mind by the species or idea-impression i1 
stead of by the object (Philosophia natural 
IV 4, I). 

John held. with the tradition, that a reh 
tion existed as only a reference to anothe 
having all its being in the founding subjec 
which is here the thinker ( Cursus phi/1 
sophicus I 580a 32-582a 16). This make 
reference to the non-existent intelligibl, 
One can thus offer a relational theory , 
mental acts as such, instead of reducing the1 
to the quasi-relational, as Franz Brentan 
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would have it. While retaining the scholastic 
term Brentanists have altered the theory of 
the intentional, as if it arose out of the truth­
conditions for types of statement, instead of 
being a properly logical relation of identity 
which founds reference rather than assumes 
it. These formal signs or verba interiora 
(concepts etc.), the mental acts, are thus for 
John relations secundum esse or really, and 
not just secundum dici or 'quasi-relational'. 
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STEPHEN THERON 

John Scottus Eriugena 

John Scottus Eriugena, as his name testifies, 
was born in Ireland around the first quarter of 
the 9th century, but of his life ( and in 
particular, education) in Ireland we know 
nothing. He is found definitely in Francia 
( corresponding only approximately to the 
France of today) around 850 at the court of 
Charles the Bald. somewhere in the general 
area of Laon. There he seems to have taught 
at the palace school until 870, or perhaps 877, 
after which we have no dependable informa­
tion about him. Legend has it that he founded 
the University of Paris - or again, Oxford -
and was killed by his pupils with their styli. 

He would appear as a teacher to have 
interpreted the De nuptiis Philologiae et 
Mercurii of Martianus Capella (c. 4th-5th 
centuries), the most famous handbook on the 
liberal arts in those times, and also became 
notable for an unusual knowledge of Greek. 
Presently he was invited by the archbishop of 
Reims to controvert Gottschalk (X05-k6HJ. 
who maintained that men were predestined 
not only to salvation, but also to damnation. 
Eriugena based the argument of his De divinu 
praedestinatione on the necessary simplicity 
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of God which in effect eliminated the possib­
ility of predestination altogether. His book 
did not meet with ecclesiastical approval. On 
the other hand the king prevailed on him to 
employ his special knowledge of Greek in 
translating works of the Pseudo-Dionysius, 
alleged to have been a disciple of St. Paul 
(Acts XVII, 16--34) and founder of the king's 
own abbey of St. Denis at Paris. Pseudo­
Dionysius in fact depended on the Neo­
platonic Proclus for his doctrine. Eriugena 
was then asked by the king to translate the 
Ambigua ad Johannem of Maximus the Con­
fessor (c. 580-662), which in due course led 
Eriugena to read and translate not a work 
by Gregory of Nazianzus (c. 331H:. 89), as 
he thought, but the De opijicio hominis of 
Gregory of Nyssa (331-95). The doctrine of 
these three Greeks, deeply impregnated as it 
is with Neoplatonism, dominates the char­
acter of Eriugena 's works, although these are 
placed, not always with success, in the con­
text of the teaching of Augustine, revered by 
Eriugena as his doctrinal 'father'. 

Eriugena's greatest work, which contains 
his characteristic teaching, is the Periphyseon, 
also known as the De divisione 110/llrae, a 
study of being and non-being, of 'nature' in 
live books and some quarter of a million 
words. This is divided into the study of the 
Origin of being, God ("that which creates 
and is not created"), the primordial causes 
(ratio11es) of beings ("that which is created 
and also creates"), the effects of these causes 
("that which is created but does not create"), 
and fourth the End of being, God ("that 
which neither creates nor is created"). 

We have here, then, an attempted Christian 
version of the Neoplatonic pm,:res.ms (ex­
ternation) and re,:reJ.ms (return) of all being 
from Itself as Origin to Itself as End. There 
arc five modes of being: 

I. whatever can be perceived hy sense or 
intelligence is said to he: what cannot be 
so perceived is said not to he (e.g. God, 
who cannot be so perceived); 

2. what is affirmed of a higher order of 
creature is negated of a lower: what is 
affirmed of a lower is negated of a 
higher (e.g. if an angel is an essential 
intellectual motion about God, then 
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man is not that - and if man is mortal, 
an angel is not); 

3. visible things are said to be: their 
invisible causes are said not to be; 

4. only things contemplated by the intel­
lect alone are said to be: other things are 
said not to be (e.g. bodies); 

5. when man sins, he is said not to be: but 
when he is restored by grace, he is said 
to be. 

Essentially we can know only that God is, 
not what he is. He transcends all the cat­
egories of Aristotle. The negative (apophmic) 
way to God, which tells us what God is not, 
is more true than the affirmative (cataphatic), 
which purports to tell us what he is. Since 
there is no true essence apart from the 
Creator. it can be said that the Creator and 
the creature are one. but the Creator none­
theless is cause of the creature. The Bible is 
interpreted to tell us of the creation and the 
restoration of all things to their fundamental 
original state. although to the saints will be 
added a special joy. and 10 the ,.icked a 
corresponding sorrow. 
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JOHN O°MEARA 

Johnson, W. E. 

William Ernest Johnson ( 1858--1931) taught 
at Camhridge from 1902. He was more 
influential as a teacher than through his few 
published writings: a three-volume Logic and 
papers on the foundations of logic and prob­
ability. Many of his ideas appear in the Logic 
of John Neville Keynes (1852-1949), with 
whom he co-operated. He influenced particu­
larly F. P. Ramsey (191.13-.,o). C'. D. Broad 
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( 1887-1971), and the probability theory of 
John Maynard Keynes (1883-1946). Though 
trained as a mathematician, Johnson was 
more interested in philosophical foundations 
than in technicalities. In his Logic he de­
velops a comprehensive ontology, viewing 
propositions as the subject of logic rather 
than judgements or sentences. Propositions 
are distinguished from facts. The former 
'characterize• the latter, and there is a charac­
terizing tie, which connects them. This same 
tie also connects substantive and adjective 
within a proposition. 

Johnson uses the terms 'substantive' and 
'adjective' to refer to ontological categories 
comparable to those of particular and uni­
versal. Adjectives, first of all, he regards as 
real universals and not as mere abstractions. 
Substantives, on the other hand, may be 
particulars. Not all substantives are par­
ticulars, however, since adjectives are also 
characterized by adjectives and thereby func­
tion as substantives. Johnson calls entities 
which characterize and are characterized 
'quasi-substantives' in contrast to substantives 
proper, which are only characterized. The 
latter are the particulars. Propositions, now, 
belong to the quasi-substantives in virtue of 
their adjectives. These include true and false, 
which Johnson reserves for propositions and 
denies to judgements and sentences. The 
propositions in which the adjectives 'true' 
and 'false' occur are categorized by him as 
secondary propositions, a category which 
includes also modal propositions. Johnson 
acknowledges furthermore compound, 
general, and negative propositions. As to a 
similar categorization of facts, he is not 
explicit. However, he makes clear that to 
some general propositions there correspond 
no facts. He differentiates universals of fact 
covering only the actual from universals of 
law which extend into the possible. At some 
places he seems to recognize only singular 
facts. This is in accord with his statement else­
where that to a single fact there corresponds 
an indefinite number of propositions which 
characterize it mvre or less determinately. 

All characterizing entities are to the 
characterized as many to one. Also the 
characterizing entities are always graded in 
regard to determinateness, to specificity. For 



JUDGEMENT 

the least determinate adjectives Johnson 
coined the term 'determinables'. The sub­
stantives come in basic categories defined by 
clusters of determinables. They establish the 
respects in which a substantive is determin­
able, i.e. what kinds of adjectives can be tied 
to it. A surface e.g. has the determinables 
colour and shape and therefore can be 
characterized as red and square. Substantives 
proper also fall into the two kinds of con­
tinuant and occurrent. Continuants are the 
continually existing things, while their pas­
sing states constitute the occurrents, which 
are to be distinguished in tum from the 
adjectives of the continuants. The latter are 
connected to continuants by the character­
izing tie, the former by the tie of inherence. 
There is, in addition, a third tie, the asserting 
tie which holds between an act of thought and 
the proposition it intends. Ties differ categor­
ically from relations, which are adjectives, or 
more precisely adjective-couples character­
izing substantive-couples. 
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EKWIN TEGTMEIER 

Judgement 

The concept of judgement cuts across several 
philosophical disciplines: 

1. In epistemology a judgement is a claim 
to have cognized or grasped something 
as true. It is the episodic manifestation 
of a subject's belief or of a change of 
belief. 

2. In the philosophy of language a judge­
ment is defined as the mental counter­
part of assertion. Even though judge­
ments need not be expressed in overt 
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linguistic acts they can always be con­
ceived as internalized assertions. 

3. In the philosophy of mind, making a 
judgement is a way of relating oneself 
to an object. The object can be a simple 
one if the relation is established by 
accepting or rejecting something; com­
plex objects are needed as relata if the 
relation is derived from attitudes like 
believing. 

4. Finally, in formal ontology a judgement 
can be explained as a case of imposing a 
certain grammatical form upon a seg­
ment of reality. The projected structure 
is called a propositional form; what the 
judgement brings into being or locates 
in reality is called a state of affairs. 

All four explanations hint at a relation 
between the performance of a judgement and 
what is judged in such a performance. This 
distinction has become famous as that be­
tween act and object, or more recently be­
tween thought and content. Quite apart from 
explaining these categories, this raises the 
problem of what having an object or having a 
content means. How one addresses this ques­
tion will depend on which philosophical dis­
cipline (from the above list) one regards as 
competent in analysing the relation between 
an act and its object or content. In virtue of 
what do judgements mean anything'/ Should 
we appeal: 

I. to our sensual experiences which bring 
us into contact with the external world, 

2. to our capacity to understand sentences 
and thereby grasp the hearers of object­
ive truth and falsity, 

3. to the directedness towards a mind­
independent object as the distinguish­
ing mark of the mental, or 

4. to the projections involved in passing 
from a world of disconnected objects to 
a world of interrelated facts'! 

The ClllliSical View. An explanation of type 
(I) is given by the so-called 'idealist theory of 
judgement' according to which a judgement 
con,ish in the perception of agreement or 
disagreement between eh:ments of con­
sciousness. For such comparison to be pos-
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sible, the elements must be given to the mind 
separately. The mind recognizes their iden­
tity or diversity and thereby unifies these 
elements into the complex content of a 
judgement. 

This account received its classical form 
in the epistemological tradition of British 
empiricism, and was sustained particularly by 
the German idealists. Its starting-point is 
sensual experience, on the basis of which 
knowledge is gained by fitting together ideas 
which are in agreement or by keeping them 
separate if they are distinct (cf. John Locke's 
Essay Concerning Human Understanding, 
Book 4, xiv, 4). An advantage of Locke's 
theory. which partly explains its influence, 
lies in the fact that it agrees with traditional 
logic. 

Aristotle had defined the proposition as a 
combination of subject and predicate. Locke, 
similarly. takes the act of judgement as a 
combining together of elements of thought. 
Howc:\'er. the logical combinations Aristotle 
is dealing with need not invol\·e any commit­
ment to truth or falsity. Thus it was natural to 
conclude that the unif}ing (or separating) 
aspect does not exhaust the notion of judge­
ment. Kant draws this conclusion when he 
argues that for any combination of ideas to 
become a judgement it must include an 
awareness of ·objecti,·e validity' (B 1-Uf.. 
Prolegomena. §:!:). The classical ,iew is 
thereby not refuted but only modified. 
Where Locke says that in making judgements 
we percei\'e some relation "'ithin our con­
sciousness. Kant adds that "'e percei\·e this 
relation ,L1· holding under objecti1·e condi­
timu. Oth<•r sub1ects may just as well realize 
these conditions to obtain on the basis of 
similarly related elements in their conscious­
ness. This ,,bjecti>·e character of judgement 
plays a crucial role also in Edmund Husserl 
(d. Logical lm·estigations V. Chapter 5) and, 
from yet another point of view. in logical 
positi\'ism ( cf. Moritz Schlick. General 
Theory of Knowledge. §8). 

The Bolzano-Frege View. If judgements 
were confined to the mental synthesis of 
purely mental ideas, then their truth would 
be exclusively a matter of the private states of 
the judging mind. Bernard Bolzano and 
Gottloh Frege avoid such idealism or im-
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manentism by introducing sentences-in­
themselves and thoughts as objective bearers 
of truth and falsity (Bolzano, Wissenschafts­
lehre, §25; Frege "The thought"). Truths-in­
themselves are not only supposed to exist 
independently of being affirmed; they are 
supposed also to be accessible to us without 
being acknowledged as true. The problem 
what it is for a judgement to have content is 
thus exchanged for the problem how such 
access is to be understood. What is it to grasp 
a sentence-in-itself or a Fregean thought, in 
contrast to understanding the utterances of a 
speaker or enjoying a reflexive awareness of 
one's own thinking? Provided with an answer 
to these questions we may then ask: what has 
to be added to the mere entertaining of a 
thought in order to yield a judgement? Frege 
describes a judgement as a step from the 
sense of a sentence to what the sentence 
refers to (cf. "On sense and reference"). But 
we do not know how to "advance from a 
thought to its truth value" unless we already 
know how to arrive at a thought in the first 
place. 

The Bolzano-Frege approach does, how­
ever, have advantages from a linguistic point 
of view. There are two reasons for intro­
ducing objective truth-value-bearers into a 
theory of language. First, the same sentence 
can either be used to express a judgement or 
to express a mere content without any intel­
lectual stand as to its truth or falsity. The 
latter is the case e.g. when the sentence 
occurs as the antecedent of an if-then clause 
or as a relative clause reporting a belief the 
speaker does not share. 

Second. to every sentence expressing a 
judgement there are variant sentences ex­
pressing questions, promises. commands, 
etc. Though Frege did not develop a speech­
act theory. his Begriffsschrift provides a 
special sign for the illocutionary force of 
judging. As M. Dummett has pointed out, 
this suggests adding to Frege 's theory of sense 
and reference a systematic treatment of asser­
tion (see his Frege. Philosophy of Language, 
Chapter 10). To a certain extent such an 
integrated theory of meaning and assertion 
might take the place of traditional theories of 
judgement. 

Attitudes: the Psychological Aspect of 
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Judgements. The major obstacle confronting 
the linguistic approach is that of giving a 
unitary explanation for the use of sentences 
in making statements. What are we doing 
when we assert something? Since nothing is 
added to what is claimed to be true it might be 
assumed that the distinctive feature of an 
assertion can lie only in the attitude which the 
subject takes towards what it has grasped. 
Assertions can then be explained as the 
making public of such an attitude. 

Attitudinal theories of judgement divide 
into two main classes. depending on whether 
propositions are or are not accepted as the 
objects of thought. Non-propositional vari­
ants have been developed by Franz Brentano. 
Bertrand Russell. Peter Geach. and Roderick 
M. Chisholm. Propositional variants are 
accepted by David Hume. John Stuart MilJ. 
Alexius Meinong. and probably by the 
majority of contemporary philosophers. 

The contrast between these different 
frameworks is often blurred by an inaccurate 
reading of Brentano. According to Brentano. 
everv mental phenomenon is characterized 
bv it~ directedness towards an object. Judge­
~ents are then to be understood as manifest­
ing a special case of this directedness relation. 
The standard view is that in judging we are 
directed to what is claimed to be true. This 
explication. however. presupposes a notion 
of objects which are capable of being true or 
false. in contrast to objects like chairs and 
tables which either exist or do not exist. Only 
the former are ·judgeable·. as Fregc puts it. 
Brentano. however. claims that judgements 
are not directed to objects of a peculiar sort. 
Jf we can conceive of A. we can also take an 
inteJlectual or emotional stand with respect 
to A. This force, him to reject the subject/ 
predicate analysis as revealing the general_ 
form of a judgement. Predicating that A 1s f 

cannot be the most basic form. since there arc 
judgements of ·acceptance· and ·rejection· 
taking simply A a, their unique object 
(Brentano. Die Lehre vom richtigen Urteil. 

p. 98). . . . 
Brentano insists that the object ol a Judge-

ment is a non-propositional entity. JI one 
judges that A exist,. it is ,imply A. not A's 
exi,ting. which i, accepted. The term ·exi,1-
encc' add, nothing to the content expressed, 
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just like Frege's assertion-sign. But whereas 
Frege puts his sign in front of complete 
sentences. Brentano uses it to turn a singular 
or general term into the expression of a 
judgement. This makes it impossible to quote 
any sentence of the analysed form "A+· or 
'A-·. Once we put the sentence in quotation 
marks it loses its assertive force. The only 
way of giving an example for an asserted 
sentence would be actually to use it for 
making a statement. It is such sentences-in­
use which are of the form 'A+" or 'A-". As 
soon as we mention one of them it will not 
exhibit this form any more. 

Such difficulties are avoided in a multiple 
relation theory of judgement as first pro­
posed by Russe11 in a paper "On the nature 
of truth" (Proceedings of the Aristotelian 
Society. 1906-7) but later dismissed in his 
essay on "The philosophy of logical atomism .. 
of 1918. Like Brentano. Russe11 is opposed 
to the view that in making judgements we 
take an attitude towards some preconstituted 
proposition. Instead he claims that every 
judgement consists in a many-termed rela­
tion. the number of terms being theoretica11y 
unlimited. Many objections have been raised 
against this theory. most importantly that it 
does not explain the common feature in 
virtue of which a11 the multiple relations 
constitute a judgement. What distinguishes 
the relation between S, A. and F. if S judges 
that A i, F. from any other relation which 
may obtain between these terms'? 

Geach. in his Memul Acts (1957). proposes 
a revision of Russell's theory which. he 
claim,, solves this difficulty. The upshot of 
his prupo,al is that whenever a judgement• 
rdation R obtain, between S. A and F. there 
is an analogous relation R' obtaining be­
tween S's conception of A and his conception 
of F. In virtue of this intramental relation R' 
it is a, if some ·mental utterance· of S 
represents the st.lie ol affairs th,11 A is F. 
llcrc Geach relic, on the idea of an "inner 
language· and on a Tractarian pictun: theory 
of representation. But there might be other 
ways of n:,cuing the multiple-relation theory. 
At presenl the mosl promising candidale 
would seem lo be l "hishulm ", 1heory of direcl 
and indin:cl attribution. as expounded in his 
book 11,e Nm l'r,.,,,,, ( 1981 ). 
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Where non-propositional theories of 
judgement are entangled with all sorts of 
difficulties, their propositional competitors 
are marked by a surprising simplicity and it 
has been in its propositional form that the 
explanation of judgement in terms of atti­
tudes has had a predominant influence of 
late. The act of judgement, according to this 
kind of explanation, is (or at least depends 
on) an attitude towards a proposition. Here 
the term 'proposition' may be replaced by 
any expression designating a truth-value­
bearer. After all, what makes propositions 
interesting for the judging mind is exactly 
their being true or false. Hence the attitude in 
question can only be some variant of holding­
true or of assuming to be true ( cf. Meinong. 
On Assumptions, 1902). 

It has often been observed that a judge­
ment is more than a mere sequence of con­
cepts and ideas. But is there an additional 
ingredient which binds together its successive 
element,? Someone holding a propositional 
attitude theory will argue that in judging we 
take a Mand towards what is already a unified 
whole. We cannot belie,·e a mere conglom­
eration of ideas. but neither can we hope it 
or wish it. etc. Thus the problem of proposi­
tional unit,· is shifted to a more general le,·el. 
It has no panicular bearing on ~he notion of 
judgement but concerns equally all the other 
attitudes we may take toward,;, a proposition. 

It is exactly this in,-urporation into the 
larger project of a theo~· of propositional 
attitudes which knds apparent simplicity 10 

the an:1l~·sis ,,f judgement. Once the nature of 
propositional ,mitudes ha., been taken for 
granted it h.:.::om.:s a man.:r of spadework to 
formulate n.:.::.:ssa~· and sufficient criteria for 
the diffcr.:nt kinds ,,r attitude,. (John Searle's 
prnject ,,f founding speech-act theory on a 
theory of intention:tlity proceeds along these 
lines.) l lowe,·er. there is still a need to 
explain what makc:s an c:ntity a possible 
objc:ct of belid. The nc:ed for such a distinc­
tion as Meinong drew between 'objects' and 
·objc:ctives' makc:s the explanation of judge­
ment in tc:rms of propositional attitudes less 
simple than it appears at the outset. 

States of Affairs: the Ontological Aspect of 
Judgements. A fourth possible: approach to 
the theory of judgement starts from the: 
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premiss that judgements, along with ques­
tions, wishes, etc., have not one, but two 
different kinds of content. On the one hand, 
all these mental acts may share a content as 
their conceptual input, i.e. they may contain 
the same descriptive elements. But judge­
ments are distinguished from the rest when 
their content is conceived as an output. 
Hence the output of an act cannot be fully 
determined by the concepts which it involves. 
A distinction along these lines was suggested 
by Husserl in his Logical Investigations, V, 
Chapter 4. Every judgement, Husserl says, 
intends a certain object, which can be speci­
fied whether ornot the judgement is true. But 
what is it, Husserl asks, that determines the 
specified object to be the one intended in the 
present act? There must be something in the 
act which directs it to its object. Husserl calls 
that what directs the act to its object the 
maner of the act, what we have called its 
conceptual input. This he contrasts with the 
quality of the act, which may vary even if the 
matter remains the same. Now, if the con­
tent. taken as an input, is not sufficient for 
determining the content, taken as an output, 
the quality of the act must somehow con­
tribute to this determination. We must expec 
the object of an act to depend on its qualit) 
Even if a judgement and a wish or questior. 
agree in their conceptual elements, they do 
not mean 'the same thing'. The judgement 
intends that such and such is the case, the 
wish intends that such and such were the case, 
and so on. 

Husserl's initial move in this direction was 
introducing states of affairs as the objects of 
judgements. However. this alone would not 
suffice to distinguish judgements from other 
mental acts. One can not only judge that 
some state of affairs obtains. one can also 
conceive it without believing or ·positing' it, 
and one can even name it. as Husserl says. 
However. all these latter acts are ·modifica­
tions' of the act of judgement. which is 
therefore most directly linked to the state of 
affairs intended in each case (op. cit., §38). 
This is contrary to the view that one may first 
concc:ive a state of affairs and arrive at a 
judgement by adding a positing quality to it. 
Husserl opposes this view when he says that 
in judging "we perform not a mere succession 
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of presentations, but ... a peculiar 'unity of 
consciousness' which connects the presenta­
tions. And in this connection the grasping of a 
state of affairs is constituted for us" (op. cit., 
§36). 

The idea that judgement has intrinsically to 
do with 'formation' or 'constitution' was the 
modem view in Husserl's day. This can be 
seen from the book Die Urteilsfunktion 
(1895) of William Jerusalem (1854-1923) 
where we read that "in judgement a forming 
and structuring takes place of what is pre­
sented'" (p. 76). It is important to notice how 
this view differs from Locke's dictum that 
judgement consists in a unification of ideas. 
Toe new spirit comes from what is taken to be 
the result of this unificatory process. For 
Locke the resulting judgement differs only in 
complexity from the ideas as separately 
given. Husserl might argue that the process 
of formation does not concern the matter at 
all. Rather the judging mind uses what is 
separately given in presentation for consti­
tuting a complex not of these entities, but of 
whatever these presentations are presenta­
tions of. From this it follows that states of 
affairs must be given to us as the complexes 
resulting from possible judgements. There is 
an ontological dependence here of the notion 
of state of affairs on the notion of judgement. 
It is claimed not only that we cannot conceive 
of states of affairs except as the intended 
objects of possible judgements, but also that 
there are no states of affairs without founda­
tions in judgement. States of affairs are 
intentional objects. in the sense of being 
necessarily linked to the intentional phe­
nomenon of judgement. This linkage can be 
defended only by referring to certain formal 
properties of states of affairs. They have to be 
considered as structured entities in such a 
way that for reality to contain such parts there 
must be judgements cleaving it apart in just 
these ways. 

This formal aspect is best explained if we 
consider how states of affairs are represented 
in language. This is done t:ither by complete 
sentences or by that-clauses. If we arc Platon­
ists about states of affairs it does not mailer 
which of these grammatical forms we choose. 
But if we think of states of affairs as depend­
ing on wme operation of the human mind, 
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then it is the sentence which has priority. It is 
in sentences that we express our judgements. 
Hence it is in a sense the grammatical form of 
the (asserted) sentence which is projected 
onto reality. 

However, such ontological modesty has its 
difficulties too. How are states of affairs 
related to facts? Is it sufficient to distinguish 
between obtaining and non-obtaining states 
of affairs or must we acknowledge positive 
and negative ones also? Adolf Reinach, a 
student of Husserl, classified states of affairs 
in both ways (see his "On the theory of 
the negative judgement", 1911, reprinted in 
Reinach's Siimtliche Werke). Ludwig Witt­
genstein, in the Tractatus (1921), accepts the 
obtaining/non-obtaining distinction, but he 
has no use for negative states of affairs. Both 
conceptions may be criticized for not taking 
sufficiently seriously the requirement that 
states of affairs be merely imended objects. 
Thus they come near to reducing the onto­
logical account of judgements to a variant of 
the propositional attitude theory. States of 
affairs whose obtaining is independent of 
being intended are just like propositions 
which are true or false independently of being 
grasped. The attitude of holding a proposi­
tion to be true is simply replaced by the 
attitude of taking a state of affairs to obtain. 
Only the terminology has changed. 
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Jungius, Joachim 

Joachim Jungius was born in Liibeck in 1587. 
He received his initial education at the 
Lutheran Gymnasium St. Katherinen. From 
1606 to 1608 he studied metaphysics, includ­
ing the works of Francisco Suarez, and some 
mathematics at Rostock University. He then 
went to Giessen, where he received the MA 
in December 1608. Shortly thereafter he 
became professor of mathematics. From 1612 
to 1615 he worked in Augsburg with the 
educationalist Wolfgang Ratke (1571-1635). 
In 1616 he went back to Rostock to study 
natural science and medicine, and in 1618 he 
went to the medical school at Padua. On 
leaving Padua in 1619, he spent several 
years in constant movement, teaching Greek 
and mathematic,, at Rostock. medicine at 
Helmstedt. and practising medicine in 
Lubeck. Bruns"ick. and Wolfenbiittel. In 
1622 or 1623 he founded a short-lh·edSocietas 
Ereunetica in Rostock, the first learned 
society lo appear in Germany. In 1629 he 
became rector of the two classical schools in 
Hamburg. In 1640 he resigned from the 
Johanneum, but remained rector of the 
Gymnasium until his death in 1657. It was 
during his rectorship that he carried out most 
of his scientific researches. and their effect is 
clearly seen in the de,·elopment of the school 
curriculum. He instituted disputations on 
botany and entomological obsen·ations: he 
introduced atomist doctrines into the lectures 
on the traditi,,nal Arist,>lelian physics; and 
m,1thcmatics "'ts t,iught with unusual 
thoroughnes.,. Folilming a disputation in 
lt>37. h.: h.:came emhroiled in a far-reaching 
thcologi.:al dispute ,wer the purity of the 
Greek used III the New Testament. The 
opposition thus aroused had an adverse effect 
on the reception of Jungius's other views. 
especially in logic. 

During his lifetime three works by Jungius 
were published. Berichr \'On der Didactica . .. 
Rarichii (Frankfurl/Main. 1613) was written 
jointly with Christoph Helvich to recommend 
Ratkc's educational methods and the use of 
the German language. Geomerria Empirirn 
(Rostuck. 1627) was intended to elucidate 
Euclid in an empirical manner, particularly 
by demonstrating the equality of two figures 
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by using paper cut-outs. The first three books 
of the Logica Hamburgensis were published 
in 1635, and the full work in 1638. After his 
death, many of his scientific papers were 
published, before two-thirds of them were 
destroyed by fire in 1679. The Doxoscopiae 
Physicae Minores of 1662 rejected Aristo­
telianism and adopted an atomist approach. 
The lsagoge Phytoscopica of 1678 made 
important contributions to botany, especially 
its nomenclature. Other volumes included 
the Historia Vermium and a work on 
mineralogy. Full details of all these publica­
tions are found in Kangro (1968). Mention 
must also be made of Jungius's inaugural 
addresses at Giessen in 1609, Rostock in 
1626, and Hamburg in 1629, when he emphas­
ized the role of mathematics as propaedeutic 
to both philosophy and the sciences. 

Jungius's role in the intellectual history of 
his time was a varied one. He is hailed as 
one of the leading figures in the history of 
German education; his botanical work in­
fluenced John Ray (1627-1705) and, through 
him, Carolus Linnaeus (1707-78); and his 
work on atomism showed considerable 
originality, though it had little impact owing 
10 the lack of publication during his lifetime. 
In particular, Jungius had a definition of 
·element' which had been hailed as in some 
ways more modem than that of Robert Boyle 
( 1627-91). Jungius's logic was notable for 
three things: first. its wealth of propositional 
inference forms, especially those involving 
different types of disjunction; second, its 
explicit acknowledgement of relational infer­
ences, such as · All circles are figures; there­
fore whoever draws a circle draws a figure'; 
third. its treatment of scientific reasoning, 
which owed much to Jacopo Zabarella (1533-
89), but went beyond him in various respects, 
such as the attention paid to induction. 
Leibniz was to praise Jungius on a number of 
occasions for his empirical mathematics, his 
logic. and his scientific work; and he called 
him "one of the most able men that Germany 
has ever had". 
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K 
Kant, Immanuel 
I: A Synthesis of Empiricism and 
Rationalism 
Immanuel Kant was born on 22 April 1724 in 
Konigsberg and died there on 12 February 
1804. He studied philosophy, theology, and 
mathematics at the University of Konigsberg, 
graduated for the mas~~r's degree and re­
ceived the venia /egendt m 1755. In 1770 he 
was appointed a full profes~r of logic ~nd 
metaphysics. He lectured on history of philo­
sophy, logic, metaphysics, ethics, pedag_ogics, 
natural theology. philosophy of rehgton, 
mathematics, physil~. physical, geography. 
and mineralogy. He was president of the 
university from 1786 to 1788. The worh of 
his later, ·critical' period represent. a grand 
unified theory of British emptrtcl:\m and 
continental European rationalism. 1 hts con­
ceptual synthesis had a treme~dous mflu~~ce 
on the development of philosophy. ,r he 
critical realism of Kant's early pubhcat1uns 
shine, through in his 'critical' works, which 

have often been misconstrued as an expres­
sion of idealism. 

Early Atomism. In his early work 
Monadologia physica (1756), Kant advocated 
an atomistic conception of matter, stating 
that all physical bodies are composed of a 
finite number of absolutely simple substances. 
He rejected, however, both Rene Descartes's 
theory of corpuscles, in which matter is 
identified as extension without any force 
acting at a distance, and Sir Isaac Newton's 
postulation of mechanically passive atoms. 
Instead, Kant maintained a modified version 
of the Leibnizian theory of monads. Leibniz's 
monads are dynamic in an organic sense; they 
have a vis viva, a vivid, perceptive force 
without action at a distance. On the other 
hand, Kant's monads are dynamic in a phys­
ical sense; they are carriers of a repulsive and 
an attractive external force. These composi­
tion-dependent forces are inversely pro­
portional to the third and second power of 
the distance, respectively. By virtue of its 
repulsive force, each monad has a sphere of 
influence which is impenetrable. This sphere 
of influence corresponds to the notion of 
an atom in modem physics, so that, apart 
from their indivisibility. Kant's monads cor­
respond to modem atomic nuclei. Moreover. 
Kant accepted Newton's law of inertia and 
the law of conservation of momentum on 
impact. The mass of a body is proportional to 
the sum of the inertial forces of its monads. 
Space is infinitely divisible and, therefore, is 
not made up of monads; it emerges from the 
external relations of collections of monads. 
At this time Kant w:ts innuenced hy Leibniz's 
relativistic theory of space. Thus, if two 
physical bodies at different times have the 
same external relations to an arbitrarily 
chosen set of reference substances, then they 
occupy the same position. The position of u 
substance x may be rcprc,ented hy the collec­
tion of all substance, occupying the same 
position as x at some time. Hence, p is a 
position if and only if there is an .r such that p 
is the position of x. Space for Kant in this 
early period may be conceived of as :a three­
dimensional continuum of all positions. 

The <:ritical Philosophy. The theory of 
matter in Kant\ works from the ·critical' 
period differs considerably from his earlier 
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atomistic view and is entangled in his com­
plex epistemology. In the Critique of Pure 
Reason ( 1781) be propounded a conception 
which is in certain respects reminiscent of the 
Aristotelian doctrine of primary matter, and 
be tried to combine this tenet with a purely 
kinematic science of matter. He postulated a 
constant persisting substance, the thing-as­
such (Ding an sich), which is the basis of all 
changes of phenomena. (This suggests a 
comparison between the thing-as-such and 
Aristotle's unmoved mover.) The existence 
of this persisting substance is a necessary 
condition for the concatenation of successive 
states in time. According to a further prin­
ciple of Kant's, every transition from one 
state to another is subject to the law of 
causality. Moreover, as in his earlier period. 
Kant assumed the existence of an attractive 
and a repulsive force. both acting at a dis­
tance. The magnitude of these fundamental 
forces determines the state of matter as a 
persisting substance. We experience matter 
as a persisting substance by means of these 
forces only: all other properties of matter will 
remain unknown to us. 

Knowledge results from the combination 
of sensuous intuition and conceptual thought. 
To Kant an imuition (Anschauung) is a 
singular idea (Ein=dmrsrel/ung) directly rep­
resenting exactly one object. whereas a 
concept is a general idea indirectly represent­
ing several objects. In an intuition an object is 
shown. whereas in a thought a concept is 
shown and objects are thereby apprehended. 
A pure intuition exhibits only the space 
and lime rcla1i,,nships under which an object 
is apprehended. In an empirical intuition 
a sensation is excited by an object. An 
empirical intuition presupposes the presence 
of the corresponding object and therefore is a 
postaiori. i.e.. dependent on experience. 
The pure intuition. however. is independent 
of the spatial and temporal existence of any 
objects: it only depends on the capacity oftbe 
senses and is a priori. 

During his critical period Kant held the 
view that space is a form of the intuition and 
lhal human beings discover all geometrical 
properties through this form. The knowledge 
acquired by means of the spatial intuitive 
form is said to be synthetic" priori. Accord-

ing to Kant, therefore, Euclidean geometry is 
synthetic a priori, i.e., an abstract description 
of the world of experience independent of the 
existence of particular objects of experience. 
This implies that the universe has an exact 
scale model. Kant tried in vain to find a 
synthesis of the Newtonian and Leibnizian 
theories of space by postulating that the 
universe is both finite and unlimited (and 
hence homogeneous). 1n his famous antinomy 
about space he grappled with the incompatib­
ility of these properties and it was thus that he 
came to his conclusion that space is not an 
object but a form of the intuition. 

The Aristotelian notion of designated mat­
ter (materia signata in the terminology of 
Thomas Aquinas) corresponds in certain 
respects to Kant's notion of matter as a 
substance in space. This aspect of matter can 
be constructed in the intuition by means of 
the two fundamental forces. As an object of 
the intuition, matter is completely reducible 
to the fundamental forces. According to the 
Metaphysische Anfangsgrunde der Naturwis­
senschaft (1786), physics - in contrast to 
metaphysics and philosophy in general -
should use only kinematic and dynamic con­
cepts and get on without the primitive notion 
of matter. In contrast to the philosopher, the 
physicist employs exclusively pure and em­
pirical intuitions and, therefore, does not 
need the concept of matter. The quantity of 
maller of a body must be determined in a 
purely kinematic manner by measuring the 
quantity of motion, i.e., the magnitude and 
direction of velocities and the length of time 
intervals. 

The Synthetic a priori. According to the 
Critique of P11re Reason, metaphysics is the 
discipline of synthetic a priori knowledge. A 
true judgement is synthetic if it is not analytic, 
and it is analytic if it is equivalent to a true 
judgement of subject-predicate form in which 
the predicate is included in the subject. From 
Kant's exposition in the Logik (1800), it 
appears that a concept B is included in the 
concept A if and only if A is a conjunction of 
concepts: X and Band Y, where X or Y may 
be an empty conjunction. Hence, a judge­
ment is analytic or synthetic depending on the 
definitions of its concepts. 

In his discussion of mathematical judge-
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ments Kant employed a generalized criterion 
of analyticity: a true judgement is analytic if it 
follows from the logical axiom of contradic­
tion. If we combine Kant's two definitions of 
analyticity, we arrive at the Fregean notion: 
an analytic truth is one that can be derived 
exclusively from logical axioms and defini­
tions. According to Kant, analytic judge­
ments do not extend our knowledge. Thus 
Gottlob Frege, who adhered to the view that 
arithmetical truths are analytic, ran into 
difficulties when trying to account for the 
informativeness of arithmetical laws and 
numerical equations of the form of 'a= b', 
where ·a' and 'b' refer to the same number in 
different ways. This dilemma was eluded by 
Kant who declared most truths of arithmetic 
to be synthetic a priori. 

Kant's conception of the nature of arith­
metical judgements is based on the pre­
supposition that the concepts of arithmetic 
are conjunctions of simple concepts and that 
their properties can be discovered by a res­
olution into constituent marks. A further 
presupposition is the distinction between the 
notions of composition (Zusammensetzung) 
and addition. According to Kant, the arith­
metical operation of addition can only be 
carried out by constructing examples in the 
intuition. This reference to the intuition 
constitutes the synthetic character of the 
judgements of arithmetic. 

Other synthetic a priori judgements are the 
theorems of Euclidean geometry, ethical 
judgements such as the categorical imper­
ative, and the so-called analogies of experi­
ence, i.e., the principles of causality and 
conservation of matter and a generalized law 
of gravity. The central problem of Kant's 
metaphysics is to show that such synthetic a 
priori judgements are possible. How can the 
truth of a non-logical judgement be compre­
hended without reference to experience'! 
Kant tried to answer this question, which 
originated in David Hume·s attempt to justify 
the rules of induction, by certain arguments 
in his transcendental analytics. These argu­
ments are 'transcendental' in the sense that 
they start from a priori premisses and estab­
lish fundamental properties of our capacity 
for knowledge. 

Toe proofs of the transcendental analytics 

depend on the notions of experience 
(Erfahrung) and phenomenon. In Kant's 
terminology, a phenomenon is a content of 
apperception which is apprehended by the 
pure self beyond space and time (in Kant's 
sense). The contents of perception may form 
either a chaos or a synthetic whole organized 
by the categories, which are concepts (such as 
quantity, quality, relation, etc.) embedded in 
the mind. An experience is a structured set of 
all contents of perception in a person's mind. 
A substance in space and time may be con­
ceived of as a sequence of phenomena. Under 
this interpretation, a phenomenon is a sub­
stance in space at a particular time. 

A transcendental proof essentially 
amounts to the deduction of a necessary 
condition of the following form: 'The set M 
of phenomena has the property P', from 
a judgement of the form of 'M is an ex­
perience'. A necessary premiss of such proofs 
is the 'fact of experience', namely that M 
exists. To guarantee that the conclusion is a 
priori, this premiss must also be a priori. 

Kant's transcendental aesthetics, the 
science of the a priori principles of em­
pirical knowledge, is based on an ontology 
reminiscent of that of Aristotle with its 
distinction between primary matter, desig­
nated matter, and pure form. Hence, we may 
say that part of the unstructured matter 
outside the mind (i.e., the thing-as-such) is 
mapped into a visual space in an empirical 
intuition. By this mapping the undetermined 
matter obtains a form, a structure. In a pure 
intuition, matter is disregarded and only pure 
forms arc considered. 

The Thing-as-Such. The notion of thing-as­
such is one of the most elusive constructions 
in the history of philosophy. Y cl a rntional 
reconstruction of Kant's ontology depends 
on the interpretation of this notion. In order 
tu achieve such a synthesis we may identify 
the thin,:-as-such as an open sci D without 
any structure. We then consider a triple <D. 
F, q> such that F is a sci of one-lo-one 
mappings of D into an u priori intuitive, 
three-dimensional Euclidean point set and 
such that q is a real-valued function of subsets 
of D obtained by denumerably many unions 
or intersections of subsets of lJ. The function 
q indicates the distribution of the quantity uf 
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motion at a given time. The subsets of the 
basic set D are the ranges of definition of the 
F-functions; otherwise their elements have 
no representable properties. We shall call 
such a triple a 'transcendental structure' on 
D. A phenomenon (in the sense of a sub­
stance in space) is essentially a transcend­
ental structure on the thing-as-such. A phe­
nomenon at time t (in the sense of a content of 
apperception) is a structure <D, f,, q>, 
where f, is a member of some F and exhibits 
the geometric form of the phenomenon at t. 
The position of a region X of D in the F­
configuration f, is the region f,(X] of an 
intuitive space R. The motion of a phe­
nomenon in R is a set of functions in F. A 
transcendental structure on the thing-as-such 
thus determines the physical properties of the 
corresponding phenomenon. Hence, the ele­
ments of F represent a kind of interaction 
(called •affection· by Kant) between the 
thing-a,-such and the intuitive spaces. The 
pure self is essentially an automorphism of 
the thing-as-such. 
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JAN BERG 

Kant. Immanuel 
II: Kant's Metaphysics 

Kant's metaphysics starts from a question: 
how is synthetic" priori knowledge possible? 
By ·synthetic "priori knowledge' he meant 
knowlc:dge which is independent of experi­
ence. but which yet provides substantive 
information about the world - in contrast to 
our awareness of analytic truth, which he 
thought incapable of providing genuinc:ly 
new information. Analytic judgements he 
defined as those in which the predicate 
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concept is 'contained in' the subject concept, 
or more generally as those whose contradict­
ories are self-contradictory. Their truth can 
be determined by examining the concepts 
concerned, so he thought (perhaps wrongly) 
that there was no great problem over them. 
The truth of a synthetic judgement cannot be 
established just by conceptual analysis. 

Synthetic knowledge may be gained from 
experience, in which case Kant called it a 
posteriori. A posteriori knowledge seemed 
unproblematic too: experience shows us that 
the judgements in question are true. But 
Kant was convinced that we also have syn­
thetic a priori knowledge, and cannot get 
along without it. The empiricists, and par­
ticularly David Hume, had left no place for it, 
but Hume's philosophy had ended in scepti­
cism, and in Kant's eyes that helped to 
confirm the indispensability of the synthetic 
a priori. 

Yet the problem it posed was acute. Since 
such knowledge is not gained from experi­
ence, how can it give us reliable information 
about the world? Previous German philo­
sophers, and notably Christian August 
Crusius, had held that certain truths about 
the world were simply obvious to us, in­
dependently of any experience. But people 
differ on what seems obvious to them, and 
besides, why should the world be made so as 
to conform to what seems obvious to human 
minds? 

Leibniz had offered an answer to the latter 
problem, following Rene Descartes. There is 
a pre-established harmony between the prin­
ciples of human thought and the way the 
world is: a harmony set up by God. Kant 
thought this solution was hopeless. Except by 
relying on just such principles we can have no 
reason to believe in God at all, for we do not 
learn about him from experience. Moreover 
the other difficulty remains. that different 
and incompatible things can seem equally 
obvious. In a number of instances Kant 
thought he could construct equally plausible 
arguments, resting on equally plausible 
premisses. for two exactly contradictory con­
clusions: for example, that the world is 
infinite in space and time, and that it is finite: 
that the will is free. and that there is no free 
will because everything is determined. To 
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these 'antinomies', as he called them, the 
metaphysics of his day had no solution to 
offer. 

The most straightforward case of synthetic 
a priori knowledge Kant took to be math­
ematics. Some philosophers have argued that 
mathematical truths are analytic, and at one 
stage he seems to have accepted this view 
himself. Further reflection led him to reject 
it, because mathematical truths appeared to 
be truths about space and time. Geometrical 
truths, he thought, conveyed information 
about the nature of space; arithmetical ones 
conveyed information about time, and about 
space as well. His first attempt at the problem 
of synthetic a priori knowledge was designed 
to deal with mathematics. It was put forward 
in his Inaugural Dissertation of 1770, in which 
he argued that space and time are not real 
things independent of us, but are some­
how imposed by our minds on the world. 
They are 'forms of intuition' (Formen der 
Anschauung), as he was later to call them: 
frameworks within which our minds order 
the data we receive through the senses. (It 
is worth noticing that Kant uses the word 
'intuition' (Anschauung) simply to mean 
'immediate awareness of particular things'.) 
Geometry and arithmetic, then, which tell us 
about space and time, are true of the world 
because they are made true of it by us. Space 
and time do not need to be learnt about from 
experience, because they are supplied by our 
minds themselves. 

This is. of course, a very radical idea, and it 
took Kant some time to think its implications 
through. In the years following the Inaugural 
Dissertation he wa~ preoccupied with the 
thought that there are certain important 
concepts, including the concept of cause, 
which cannot be derived from experience, 
and the application of which cannot be veri­
fied in experience. Hume had argued, plaus­
ibly, that all we are ever directly aware of is 
that an event of one type i~ regularly followed 
by an event of another type. We never 
perceive any causal connection between 
them. Causal Jaws indeed seem to he in a 
sense necessary- otherwi~e they could not be 
called Jaw~ - and yet we never perceive lhi~ 
nece~~ity. All we are aware of is the particular 
events. The concept of cause, Kant con-
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eluded, must be an a priori concept: a concept 
which cannot be learnt from experience, but 
of which it is still possible to know that it 
applies in the world - knowledge which must 
be synthetic a priori. Further reflection led 
him to the view that there are twelve, and 
only twelve, fundamental a priori concepts, 
and these he called categories. There are 
other a priori concepts as well, but they are 
derivative from the categories. The cat­
egories are organized into four triads: unity, 
plurality, totality; reality, negation, limita­
tion; substance, cause, community (i.e. re­
ciprocal dependence); possibility, existence, 
necessity. Such systematic organization may 
appear surprising, but Kant thought he could 
show that each category must correspond to 
one of the fundamental types of judgement 
studied by logicians, and he also thought he 
could show there must be twelve of these. 

He believed every category must apply to 
the world, and apply to it throughout our 
experience of it. That itself would be a piece 
of synthetic a priori knowledge, but he 
thought there are also stronger claims which 
we can make in the case of each category, and 
which we can know to be true. These stronger 
claims, which are still synthetic a priori, take 
account of the fact that the world to which 
we must apply the categories is temporally 
ordered. They can do that without being any 
the less a priori, given that we know a priori 
about the spatio-temporal character of ex­
perience. (Temporal ordering is more im­
portant than spatial here, though. because all 
our experience - even our awareness of our 
own innersensations-is temporal, whereas it 
is not all spatial.) These stronger claims he 
calls 'principles of pure understanding'. and 
perhaps the most importanl of them arc those 
concerned with the categories of suhstancc 
and cause: the first asserts that there is some 
sub~tance which is permanent throughout all 
the changes that ever take place in nature, 
and which never increases or diminishes, 
while the second asserts that every event has 
a cause. 

In thi: Inaugural Dissertation Kant had 
held that only space and time were imposed 
hy thi: mind on thi: world. This solved (he 
thought) the problem ahout mathematics. 
hut the prohlem about other synthetic u priori 
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knowledge remained. His solution to that 
too, when it came, was on the same lines. In 
the Critique of Pure Reason (1781) not only 
the forms of intuition, but also the categories, 
are supplied by the mind. Because we pro­
vide them we can know they apply to the 
world: they apply because we read them in. 
The principles of pure understanding can be 
known because we build them into the world 
as we know it; in Kant's terminology, they are 
constitutive of it. The world as we know it is 
thus in large part the product of our own 
minds. He calls it the world of appearances 
(Erscheinungen), or the phenomenal world. 
We may contrast with it the world of things in 
themselves (Dinge an sich), or the noumenal 
world, which is wholly independent of us and 
of our cogniti,·e capacities and thus lacks all 
those features which we read into the world 
of appearances- space, time. the categories. 
and everything that belongs to it in con­
sequence of these. Kant holds things in 
themselves to be entire!\· unknowable.-

The gr.:atest controve.rsies in interpreting 
Kant ha,·e been over the status of things in 
themselves. Some have denied that Kant 
thought thev existed: others have held that at 
least he o,"1g/11 not to have thought they 
existed. It seems howe,·er that his theory 
requires their existence. and that he recog­
nized this. The,· must be the source of the 
data we receive in sense-perception. for Kant 
does not suppos.: these data are contributed 
by our minds: if th.:,· wc:re "c: could know 
about th.:m u priori. ·but the:~· pro,ide the a 
posr..-riori element in experience which can 
only be known about empirically. In addi­
tion, if the world of appearances is in part the 
product of our minds· acti,·itv. our minds 
themselves must ha,·c: an c:xisience beyond 
that world: they cannot be their own cre­
ation. Thus when Kant says that things in 
thcmsclvc:s arc unknowable. he presumably 
docs not mean we cannot know they exist. 
but only that we cannot know anything about 
them. 

We can know nothing about them because 
such knowledge could be neither a priori nor 
u posteriori. It is not analytic (since it con­
cerns how things are), and synthetic know­
kdge. Kant had concluded, is possible only in 
two ways: either it must be read off from the 
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world, or else read in. Synthetic a priori 
knowledge is read in, but nothing can be read 
in about things in themselves; the world of 
things in themselves is the world as it is 
independently of what we read in. Equally, 
however, we can have no a posteriori know­
ledge about what things in themselves are 
like. For all our sense-experience is intrinsic­
ally spatio-temporal, or temporal at least, so 
that before we can become aware of them we 
must have ordered whatever data are given to 
us from outside in accordance with the forms 
of intuition (space and time) which we our­
selves supply. We must have ordered them 
also in such a way as to read in the categories 
and the principles of pure understanding; and 
indeed Kant seems inclined to argue - par­
ticularly in the second edition of the Critique 
( 1787)- that the application of any concept to 
experience involves a synthesis that is carried 
out by the mind spontaneously and which 
cannot be 'borrowed from', or determined 
by. the nature of things as they are in 
themselves. Our sense-experience, there­
fore, owes its character in part to things in 
themselves, but there is no way for us to infer 
what these things in themselves are really 
like. 

Kant called his philosophy transcendental 
idealism. That it is a kind of idealism is clear 
enough: the world of appearances is partly a 
product of the mind's own activity. But 
calling it the world of appearances may 
suggest that it is in some way an illusion, and 
this Kant was most anxious to repudiate. He 
wanted to show that it is public and shared, 
and meets all our standard requirements for 
objectivity. When he thought only space and 
time were mind-imposed. this did not seem 
much of a problem, for the spatio-temporal 
framework is undeniably public. But when he 
came to hold that other concepts were im­
posed by the mind as well. the question arose 
whether their employment did not simply 
reflect a widespread mistake. This could, 
indeed, be taken to be Hume's view about the 
concept of cause. What is the difference be­
tween our imposing a concept on the world, 
and our misinterpreting the way the world is 
by using a concept that is merely fictional. 
like the concept of witchcraft or ( to take 
Kant's own examples) of fortune and fate? 
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He found the answer in a form of argument 
which he had already made use of in the 
Inaugural Dissertation, though not very ex­
plicitly. This consisted in arguing that such 
and such must be the case because otherwise 
experience would not be possible at all; or at 
any rate, experience of the kind that human 
beings incontestably possess. Thus, no ex­
perience - except perhaps God's - would be 
possible without forms of intuition, frame­
works which perform the function that space 
and time do for us. Similarly, Kant thought, 
no experience - except perhaps God's -
would be possible without the thoroughgoing 
application to it of the twelve categories. 
Hence there can be nothing wrong with 
applying them, for there is no alternative, 
and we can be sure that everyone else will 
apply them too. His argument for this, which 
is the densest but also perhaps the most fertile 
part of the Critique of Pure Reason, he called 
tbe Transcendental Deduction of the Cat­
egories. 'Deduction' is a legal term for 'justi­
fication'; bv 'transcendental' Kant usually 
means, as he does here, 'necessary for ex­
perience·. Arguments of this general kind 
have come to be called transcendental argu­
ments. Kant thinks he can show by using such 
arguments that each of the principles of pure 
understanding must apply to the world as we 
know it. and that it is only by applying these 
principles - and in particular the principle 
that every event must have a cause - that we 
can distinguish the objective from the sub­
jective within our experience. Thus, far from 
being illusory. the categories and the prin­
ciples are essential to our being able to 
operate a standard of objectivity at all. 

The mistakes of traditional metaphysicians 
arose, be thought. from failing to realize that 
our knowledge is limited to the world of 
appearances. There are certain metaphysical 
mistakes we all find very natural. and they 
consist in drawing conclusions about the 
self, the world as a whole, and God -
conclusions which are illegitimate because 
they go beyond all possible experience,, and 
hence beyond the world of appearance,,. To 
argue. with Rene De!oeartes, that the self is a 
simple and immaterial substance is to make 
such a mistake: the self a, we know it i, the 
self as we find it in experience,, and though it 
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may have a ground in the noumenal world we 
can know nothing about that. The world of 
appearances does not exist as a totality - we 
can have more and more experience, but 
according to Kant there is no totality of pos­
sible experience, so questions about whether 
the world is finite or infinite in extent simply 
collapse. So do questions about the infinite 
divisibility of matter, for though experience 
could teach us about further and further 
divisions it could never tell us about a com­
pleted series of divisions. The traditional 
arguments for the existence of God are 
invalid, and bound to be so, for God could 
never belong to the world of appearances. All 
the same these ideas, of the self as a simple 
substance, of the world as a whole, and of 
God as a designer who has arranged nature as 
a systematic unity comprehensible to us, are 
of indispensable value if we treat them as 
regulative, that is, use them to guide us in our 
search for knowledge of the world around us: 
that search can be carried on effectively only 
if we proceed as if these ideas matched 
genuine realities. 

One of the principles constitutive of the 
world of appearances is that every event has a 
cause. Yet it is hard to avoid thinking of 
ourselves as free, in a sense incompatible 
with causal determinism. There is at least a 
possibility, Kant thinks, of reconciling this 
contradiction by the thought that although as 
phenomenal entities (i.e. as belonging to the 
world of appearances) we are causally de­
termined, yet as noumenal entities (as things 
in themselves) we may he free. Again there is 
a possibility that amongst the nuumena there 
might be an absolutely necessary being -
God. These possibilities, which can never 
be more than possibilities for speculative 
metaphysics, arc converted into actualities 
in Kant's moral philosophy. We arc im­
mediately and directly aware of the moral law 
as binding on us; it is •given' as a 'fact of pure 
reason' (Critique of l'ractirnl Rt'uson, 17!18). 
The moral law re4uire, us to act out of a sense 
of duty, which mean, we must obey the 
'categorical imperative': "Always act in such 
a way that the pnnciple of your action could 
become, through your rational will, a uni• 
versa! Jaw". Hut genuine mural action, and 
moral responsibility. would not be: possible 
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(Kant believes) except for beings with free 
will. Morality, therefore, demands that we 
have free will, and since there is no room for 
freedom in the phenomenal world that means 
we must be free as noumena. He also argues, 
less convincingly, that it demands a God 
who arranges that virtue be rewarded, and 
personal immortality, so that we can receive 
the reward. Speculative metaphysics cannot 
tell us these things, yet they constitute 'know­
ledge from a practical point of view'. What 
exactly this amounts to is not wholly clear. 
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lALPH C. S. WAU"EJt 

Knowledge 

The ontology of knowledge is the philo­
sophical examination of the nature and the 
extent (the objects l of knowledge. ,·ery much 
John Locke's project in his Essay C onceming 
H11man Understanding. But it should not be 
simply identified with epistemology. since 
much, indeed most. of what is now called 
epistemology cannot be properly called onto­
logical. 

For example, an examination of the ordin­
ary uses of 'know·, such as that found in 
the writings of Ludwig Wittgenstein, J. L. 
Austin \ 1911--60). and Gilbert Ryle (1900-
7t,), may be called epistemology. but all three 
of these philosophers would have denied that 
it is ontology. The reason is that by ·ontology' 
we understand a philosophical description of 
certain facts or aspects of the world, and not 
( except incidentally) a description of how we 
talk about these facts or aspects. 

The ontology of knowh:dge must also be 
distinguished from the essentially normative 
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concerns of many epistemologists. Most of 
what has been written in epistemology in 
recent decades has been about, or at least 
has presupposed, the definition of knowledge 
as justified true belief. Such writings can 
properly be described as belonging to 'the 
ethics of belief, which indeed is the title of 
the first part of Roderick M. Chisholm's 
Perceiving. the book that inaugurated the 
currently dominant approach in epistem­
ology. This approach is also evident in A. I. 
Goldman's Epistemology and Cognition, 
though it is a merit of this book that much of 
it is concerned also with the ontology of 
knowledge. 

Of course, in a very broad sense of 
·ontology', the ordinary-language and the 
normative approaches to epistemology can 
be called ontological, since uses of words and 
normative epistemic properties (if there are 
any) are parts or aspects of the world. But 
it would be misleading to reject, for that 
reason, the distinctions made earlier. If 
philosophical knowledge of the world, i.e., 
ontology, is possible at all, then we cannot be 
concerned with just how we speak about the 
world. And even if there are normative 
epistemic properties, there is much more to 
the facts about knowledge than the presence 
of such properties. At any rate, it can be 
doubted that the normative epistemic judge­
ments we do make are irreducibly such, and 
not analogous only to what Kant called 
hypothetical imperatives ( as contrasted with 
categorical imperatives). Statements about 
what we are justified in believing seem to be 
hypothetical statements about what we ought 
to, or at least may, believe if we want to 
believe what is true. And the substantive 
questions are: 

1. whether there is a relation between 
what is expressed by the antecedent and 
what is expressed by the consequent of 
such a hypothetical that renders the 
hypothetical true, and 

2. what this relation is -

just as in ethics the substantive question 
about a hypothetical imperative is whether 
there really is the presupposed means-end 
relation. 
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(Similar questions would arise if epistemic 
notions were supposed to be aretaic, rather 
than deontic.) These questions are essentially 
ontological, even though we still lack non­
sceptical and non-question-begging genuine 
answers to them in the case of the traditional 
epistemological problems, e.g., whether we 
can know that there is an external world. 

The current preoccupation with the notion 
of justified belief is in part motivated by the 
desire to bypass these difficult ontological 
questions. But it seems also inherently mis­
conceived. The term 'justification' is notori­
ously vague. Justification may be moral, 
prudential. legal, aesthetic, religious, etc. 
This is why contemporary epistemologists 
have coined the phrase 'epistemic justifica­
tion' to identify what they mean. But then the 
definition of knowledge as justified belief 
would appear to be circular, and at any rate 
the notion of epistemic justification would 
need to be explained in terms of other, more 
fundamental and non-normative notions, 
>ne of which, prima facie, would be that of 
now/edge. (If any of these notions is norm­
.live, it would almost certainly present us 

with the same sort of difficulties.) 
This indeed is what reliabilist theorists such 

as Goldman do, who explicate the justified­
ness of a belief in terms of its genesis. But 
it is also the traditional approach, which was 
to appeal to notions such as apprehension 
and unthinkability of mistake. This latter 
approach is preferable to the reliabilist's, 
since it preserves the relevance of the philo­
sophical topic of knowledge to the traditional 
epistemological problems. e.g., whether we 
can know that there is an external world, 
which have been 'internalist'. i.e .. under­
stood strictly from the first-person, present­
tense perspective. answerable only on 
grounds to which one ha, unproblematic 
epistemic access. One has no such access to 
the genesis of one's beliefs. 

In the history of philosophy, discussions of 
knowledge and related topic, (e.g., percep­
tion, belief, truth) have been almost ex­
clusively ontological, in the \ense I havt! 
indicated, and only derivatively concerned 
with linguistic or irreducibly normative iS\ue,. 
Contrary to the common belief today in 
Anglo-American philosophy, the traditional 
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conception of knowledge was not that of 
justified true belief. Plato and Aristotle 
viewed knowledge as a kind of vision, appre­
hension, contemplation, and restricted its 
objects to universals. Rene Descartes viewed 
it as indubitability, better described as im­
possibility of mistake, and arguably what he 
really appealed to in claiming mistake in 
believing a certain proposition to be im­
possible was simply the brute but by no 
means irrelevant fact of finding such mistake 
inconceivable, 11nthinkable. David Hume 
(1711-76) defined knowledge as the assur­
ance arising out of the comparison of our 
ideas, and by this he meant the inconceiv­
ability of mistake. Twentieth-century British 
epistemologists such as John Cook Wilson 
(1849-1915), H. A. Prichard (1871-1947), 
and H. H. Price (1899-1985) identified know­
ledge with apprehension, with a certain kind 
of awareness or consciousness. For Edmund 
Husserl (1859-1938) knowledge essentially 
rested on intuition, a direct confrontation of 
an object in consciousness. The traditional 
epistemological problems about what we can 
and what we cannot know were largely 
questions about what we can apprehend and 
about what we find indubitable. 

So understood, the ontology of knowledge 
must at least begin with questions about the 
nature of consciousness and of its objects, its 
species, especially what have been called 
apprehension and intuition, and the funda­
mental event of finding mistake in believing a 
certain proposition to be unthinkable, incon­
ceivable. An appeal to such an event is 
needed because even if we allow that know­
ledge is a certain mode of consciousness, say, 
apprehension, we mu,t ,till ask why we hold 
it to be veridical, or if it is such hy definition, 
then we must ask how we determine that we 
really are engaged in that. not another, mode 
of consciousness. Finding mistake unthink­
able is a psychological event, hut from an 
internalist standpoint ultimately one cannot 
appeal to any other kind of event or state. 

But in order to deal with the question 
concerning the objects of knowledge. we also 
need to describe accurately and in detail the 
nature of sense perception. of memory. of the 
sort of awareness Wt! have of tht! subject 
matter of mathematics, t!tc. Such descrip-
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lions would be properly describable as onto­
logical. Mere observations about ordinary 
usage, or systems of definitions intended to 
lead to a refutation of scepticism, are not a 
substitute for such descriptions. 

There are questions about knowledge, still 
ontological, which are distinguishable from 
those mentioned so far. They concern the 
relationship between knowledge and the 
world. For knowledge is not merely a part of 
reality. It is also our measure of what to count 
as reality. Thus the familiar issues of realism 
vs. idealism (or irrealism), reality vs. appear­
ance, truth as correspondence vs. truth as 
coherence, arise. They were the primary 
concern of George Berkeley. Hume. Kant. 
Hegel, and Husserl. and dominate much of 
recent Anglo-American philosophy. 
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Knowledge Representation 

The philosophically primaf) notion of repres­
cntati,>n has hcen that of a ·mental" or •in­
lernar representation. It co\'ers the classical 
Greek and medie\'al notions of phantasma 
and .<pecies in intellecr11. the modern notions 
of idea. Vorstd/rmg. concept. mental image. 
sensation. and sensc:-datum. as well as thecur­
rc:nt notion of a functional state: of the brain 
that is analogous to a formula or sentence. 

Thc:rc: have been sc:veral motivc:s for the 
wide accc:ptance of it. and of the representa­
tionalist theory of knowledge: that is its home. 
The simplest and crudest is the assumption 
that. since in pc:rception the object is ordin­
arily at some distance from us. we cannot be 
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'directly' aware of it but rather must be aware 
of something in us that at most represents it, 
presumably by being similar to it, though the 
similarity need be only highly abstract, per­
haps even purely formal. 

A second motive is provided by the facts 
of perceptual relativity: objects appear dif­
ferently in different situations and to dif­
ferent observers. It is natural to suppose that 
these differences can only be differences 
between entities other than the object, yet 
serving as 'representatives' of it. 

A third motive is the fact that non­
perceptual consciousness, e.g. imagination, 
often has objects that do not exist, and it has 
been thought that this can be understood only 
as a case in which we are conscious not of the 
non-existent objects but of certain existent 
mental objects with which they are confused. 

A fourth motive arises out of the accept­
ance of physicalism. On this view, what we 
ordinarily describe as our consciousness or 
awareness ofan object ( or state ofaffairs) can 
only be a state of the brain, but presumably 
one that in some sense represents the object 
(or state of affairs). Of course. such repres­
enting can be, at most, formal or even just 
functional similarity, and so the analogy with 
the operations of modem computers has 
appeared attractive to many. 

There are at least two objections to the 
belief that there are mental representations. 
One is purely phenomenological and was 
stated most clearly in Jean-Paul Sartre's 
(1905-80) early writings. though it was an­
ticipated by Edmund Husserl ( 1859-1938) 
and Martin Heidegger (1889-1976). and may 
be found also in Ludwig Wittgenstein ( 1889-
1951) and Gilbert Ryle (1900-76). Sartre 
argued that when imagining Peter. it is Peter 
who is the object of consciousness, not any 
psychic simulacrum of him. A mental image 
of Peter is simply an imagining of Peter. Ryle 
argued that there are sensations only in the 
ordinary sense in which itches. tickles, and 
pains would be called sensations, and in 
which it is just false that there are, for 
example. visual sensations whenever visual 
perception occurs. 

The second objection is dialectical. It too 
was made by Sartre, Wittgenstein, and Ryle. 
and most recently by Hilary Putnam. Even if 



KRIPKE, SAUL A. 

there were such entities as mental representa­
tions, they could not serve the function for 
which they are needed, since no relation they 
can bear to what they purportedly represent 
would be a sufficient condition for their 
representing that and not some other object, 
or indeed any object at all. Clearly, mere 
similarity or causal connection is not suf­
ficient. In general, the objection is that 
representations must embody the intention­
ality, object-directedness, of consciousness, 
and that this they cannot do. Closely related 
is the familiar objection to the representa­
tionalist theory of knowledge that has dom­
inated modem philosophy, namely, that it 
cannot explain why the alleged mental rep­
resentations should be taken to represent 
an external material world, indeed why they 
should be taken to represent anything at all. 

The alternative to accepting a theory of 
mental representations is what has been 
called direct realism: in consciousness we are 
in direct ·contact' with the object. There are 
three main objections to this theory. 

The first is the physicalist's: no such con­
tact or relation is or can be acknowledged 
by the physical sciences. But the force of 
this objection. directed also of course against 
any form of non-physicalist representational­
ism, wholly depends on the independent 
plausibility of physicalism, and physicalism is 
plausible only if it can offer an adequate 
account of the facts of consciousness, 
especially of its intentionality. That it can do 
this has hardly been demonstrated; it is more 
a matter of faith in 'the scientific picture of 
the world". 

The second objection is epistemological: 
how do we tell which objects ( or which 
properties of objects) of such direct awar~­
ness are real and which are not? But this 
problem arises even more obviously for 
representationalism. 

The third objection is ontological: how can 
there 'be' objects that do not exist, namely, 
those (or their properties) of which we are 
aware in imagination, hallucination, dream­
ing? But the puzzle arises largely t_hrough 
confusions and the power of m1,leadmg pic­
tures. There is first the confusion of non­
cxiMent objects with sheer, undifferentiated 
nothingness. But philosophers, such a, 
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Alexius Meinong, who have held that there 
are non-existent objects, have explicitly 
denied this; a world offiction is still a world, it 
must not be pictured as a mere blank. The 
second confusion is that between the general 
sense of 'there are', in which it carries no 
existential implications (e.g., 'There are 
many fantastic things I dream about'), and its 
restricted sense as a synonym of 'there exist'. 

The notion of representation can also be 
applied to linguistic and artistic representa­
tions. But even if there is some similarity, at 
least isomorphism, between, say, sentences 
and states of affairs, and between portraits 
and certain persons, to see the former as 
representations of the latter one must be 
conscious of the latter independently, either 
through the presence of a mental representa­
tion or, as argued earlier, directly. This is part 
of Wittgenstein's objections to his earlier 
picture theory of language (in Tractatus 
Logico-Philosophicus) and constitutes the 
basis of Sartre's argument that ordinarily 
consciousness of 'material' images such as 
portraits is consciousness of the person rep­
resented by the portrait, the portrait itself 
serving merely as its 'vehicle'. 
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Kotarbinski, Tadeusz. See: Reism 

Kripke, Saul A. 

Saul A. Kripke's (born 1940) major con­
tributions to metaphysics are to be found in 
his paper "Identity and necessity" (Kripkc 
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1971) and his three lectures published 
together as Naming and Necessity (1972, 
1980). In these works, which are amongst the 
most influential in 20th-century philosophy, 
Kripke resuscitated interest in traditional 
essentialism, and then used essentialist prin­
ciples he defended to contest one version of a 
materialist view of the mind-body relation­
ship. Kripke has also done philosophical 
work on reference, truth, Ludwig Wittgen­
stein's later philosophy, Kurt Giidel's theo­
rems, and identity through time and the 
emotions, but the results are either unpub­
lished or not within my brief here. 

Two ofKripke's most famous theses (1972) 
are the necessity of origin and the necessity of 
identity (though other philosophers had made 
both formal and substantial defences of the 
latter). He writes: 

Could the queen ... ha,·e been born of different 
parents from the parents from whom she actually 
came? Could she ... has·e been the daughter of 
Mr. and Mrs. Truman? ... Perhaps ID some pos­
sible world Mr. and Mrs. Truman ... had a child 
who became Queen of England ... This would still 
not be a situation in which this 1,·en· ..,-oman was the 
child,of Mr. and Mrs. Truman.'.. (pp. 312-1-1). 

This passage illustrates Kripke "s distinction 
between what is epistemically possible in 
advance of investigation wrsus what has to 
be the case. gi,·en what is actually the case. It 
could have turned out that the present Queen 
is a daughter of the Trumans ( epistemic 
·could"). but gi,·en that in fact she is not. 
necessarily she is not: if£ is a daughter of the 
Trumans in Ir then E is not Elizabeth II. 
More precisely. Kripke"s essentialist thesis 
here is th;11 the prnpagules \sperm and egg, in 
the case of hum;ms) from which an organism 
develops are essential to it: in any- world 
where the organism exists. it developed there 
from those same propagules. 

The necessity of identity works in a similar 
way. Kripke treats such statements as "Water 
is H,o· as "theoretical identities' (1972. p. 
1 -'3). so that though it could have turned out 
that water isn't H,O. granted that it is H20. 
there is no possible world where it is anything 
else. Even if XYZ in W appears to Ws 
inhabitants as water actually appears 10 us. 
this is not sufficient for it 10 be water. See 
Graeme Forbes ( l IJl!S) for further references 
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and discussion of the justification of these 
doctrines. 

Kripke then draws a contrast between the 
above cases and supposed theoretical iden­
tities advanced by some materialists, such as 
'pain is C-fibre firing'. If this is a true identity, 
it should be necessary. But it isn't necessary, 
according to Kripke. If pain were C-fibre 
firing, we should have to redescribe a world 
postulated as one where there is pain but no 
C-fibre firing as a world where there is 
something that merely appears to be pain but 
isn't, like the worlds where a daughter of the 
Trumans appears to be Elizabeth II but isn't, 
and where XYZ appears to be water but isn't. 
But how can something appear to be pain but 
not be pain? The phenomenological content 
of the concept rules this out. Thus there are 
worlds where there is pain but no C-fibre 
firing, which means the alleged 'identity' is 
contingent and so not a true identity at 
all. For further discussion of this argument, 
see Colin McGinn (1976) and Christopher 
Peacocke (1979). 
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L 
Lambda Abstraction 
Lambda abstraction is a method for generat­
ing terms from other terms, typically pro­
ducing propositionally complex property 
terms from predicate expressions. There are 
several abstraction operations, including set 
and relation abstraction. But these can be 
reduced to property abstraction, which 
makes it convenient to speak of property 
abstraction as abstraction per se. 

The notation of predicate logic is enlarged 
to include a specially defined term such as the 
operator >.. in Alonzo Church's lambda­
calculus, that binds object variables in much 
the same way as quantifiers or the definite 
description operator 1. If p is an otherwise 
well-formed formula that contains x free, 
then >..x(p] is its abstract or lambda transform. 
More generally, if p contains n free object 
variables Xi, ... ,x., then >..x1 ••• >..x.(p] is its 
abstract or lambda transform. 

The ontological significance of abstraction 
is that some of the terms it produces desig­
nate complex propositional properties. From 
the proposition (3K)((Fx & Gx) ::) Hx) (or its 
counterpart with a universal quantifier), it is 
possible to abstract the property >..x[(Fx & 
Gx) :) Hx]. Unlike the original expression to 
which abstraction is applied, the abstract 
lacks truth value, but designates a property, 
specifically the complex 'propositional' prop­
erty an object has of being H ifit is both F and 
G. On standard realist semantics, this adds to 
the ontology of any theory already containing 
properties F, G, and H, infinitely many 
additional existent or subsistent properties, 
one for each abstract derived from each 
propositional combination of predicate sen­
tences involving F, G, and H. 

Standard introduction and elimination 
principles for abstraction in the simplest 
(unary) case can be given as truth functional 
characterizations of the lambda operator. 

(\ly)(>..x[ ... x ... ]y = ( ... y ... )) 

There is also a reduction of abstraction to 
definite description in higher-order logic. 

LAMBDA ABSTRACTION 

(Vx)(>..y[ ... y ... }x = 1z((\ly)(zy = ( ... y ... ))}x) 

Abstraction is so powerful a mechanism in 
mathematical logic that it can be used to 
define paradoxical properties. Consider the 
self-application of an object to itself in 
(:h")(xx) or its universally quantified counter­
part. This symbolizes the assertion that ob­
ject x holds or is true of itself, as when the 
property being a property is predicated of 
being a property. Abstraction makes it pos­
sible from this proposition to define the prop­
erty, >..x[xx]. The internally negated form 
(3K)-(xx) symbolizes the existential asser­
tion that object x does not hold or is not true 
of x, that there is something which does not 
hold of itself ( as when the property being blue 
is denied of the property being blue). From 
this we abstract the property >..x[-(xx)]. By 
abbreviation, if Z = >..x[-(xx)], then by 
bi valence, ZZ is either true or false. Yet it is 
easy to show by the abstraction elimination 
rule that ZZ = - (ZZ). 

To avoid this paradox, simple type theory 
with its ontology of infinitely ascending 
orders of legitimate totalities and object 
types, and corresponding syntax combination 
restrictions against self- and self-non-applica­
tions, is standardly invoked, as in Bertrand 
Russell and A. N. Whitehead's Principia 
Mathematica. The strategy is to outlaw self­
applications and self-non-applications as ill­
formed in order to avoid a comparable para­
dox involving relation abstraction, limiting 
predications of objects of any type n to 
predicates of order type n+ 1, to prevent 
logical inconsistency. 

Applications of abstraction include defini­
tion of recursive methods and formal state­
ments of Church's Thesis in computing 
theory, construction of intensional logics and 
semantics, and the concise formulation and 
investigation of logical paradoxes. 

FURTHER READING 

Church, A., 1935, "An unsolvable problem of 
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Lambert, Johann Heinrich 

Johann Heinrich Lambert was born in 
Mulhouse/ Alsace in 1728 and died in Berlin 
in 1777. He is known especially as a math­
ematician. natural scientist, and philosopher. 
His philosophical efforts culminated in two 
main works: Ne11es Orga11011 oder Geda11ke11 
11ber die Erforsclumg 1111d Bezeichmmg des 
Wahre11 1md desse11 U111erscl1eid1111g vo11 
lrrt/111111 rmd Schein (1764) and A11lage wr 
Architectonic, oder Theorie des Ei11fache11 
rmd des Erste11 i11 der philosophische11 rmd 
mathematische11 Erke1111111is (1771). 

In the Orga11011 Lambert develops a com­
prehensive epistemology and philosophy of 
science, reacting critically to Euclid, Rene 
Descartes, Nicolas Malebranche, John 
Locke, and Christian Wolff. The first part, 
the "Dianoiologie", deals with concepts and 
with their composition in judgements and 
questions; it contains a "Linienkalkiil" for 
the representation of syllogistic conclusions 
and distinguishes scientific knowledge from 
everyday knowledge. The second part, the 
"Alethiologie" offers a solution to the prob­
lem of how knowledge can begin: the truth of 
propositions is, he argues, founded in the end 
on the correctness of the fundamental con­
cepts. Lambert here defends also a concep­
tion of truth which can be characterized as a 
variant of the coherence theory. The third 
part, the "Semiotic", investigates signs 
especially in respect of their function of 
communicating truth. In the last part, the 
"Phenomenologie". Lambert places the 
realm of appearance between those of the 
true and the false and points out ways to bring 
about its removal. 

Lambert's metaphysics is drawn from his 
Architectonic. He provides in the Orga11011 
the methodological tools for the whole prac­
tice of knowledge, and the Architectonic may 
be seen as an important application of these 
tools. The latter falls into four parts. The 
first, or "General conception of the basic 
doctrine", is to be read as a preamble which 
gives a historical background and program­
matically establishes and organizes the dis­
ciplines of metaphysics. "Ontology" or 
"Theory of the thing as such" is just a 
subdiscipline of the Architectonic. The 
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second part, "The ideal of the basic doc­
trine", refers to "our conception of the 
things ... , where the ideal is to be seen in 
relation to the things themselves"(§ 161). In 
the third part Lambert seeks to establish what 
he calls "the real of the basic doctrine". In the 
last part, "The quantity", he discusses the 
quantitative order of things and this part is 
thus to be set against the former parts, which 
deal with qualities. 

Lambert's general attitude to contempor­
ary metaphysics is comparable with that of 
Kant in that he takes an extremely sceptical 
point of view: of course, one knows, in 
metaphysics, 

that there is nothing which can be found in nothing 
but one does not always know which object on~ 
really wants to look for, and even more rarely does 
one know from where one could find it or where 
one is to search for it (Arc/ri1ecto11ic, § 565). 

However, Lambert does not draw from this 
pessimistic diagnosis the conclusion that the 
metaphysical project is impracticable on 
principle. Lambert himself considers his own 
contribution to metaphysics to be a prelimin­
ary collecti11g of material, an "ontological 
lexicon", "always useful to consult" (Archi­
tectonic, Vorrede, viii). 

The originality of Lambert has at least two 
aspects. First, he does not follow the usual 
organization of metaphysics with the division 
into metaphysica genera/is and metaphysica 
specialis, though he does mention matters of 
the metaphysica genera/is in the second and 
third part of the Architectonic. Second, he 
adopts in his metaphysics a critical approach 
to language, both as concerns definitions and 
as concerns the use of metaphysical terms. 

A contemporary influence of Lambert's 
philosophical work and particularly of his 
Architectonic, apart from that on Kant and 
Moses Mendelssohn, is difficult to trace. The 
current interest in the Architectonic rests on 
at least three aspects. First, because of its 
character as a lexicon, the Architectonic 
offers a fund of information about the de­
velopment of the use and the definition of 
metaphysical terms which has been scarcely 
noticed by the historiography of metaphysics; 
here one can mention especially his explana­
tions concerning form and matter. Second, 
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we can now see, by referring to Lambert's 
systematology. that the Architectonic con­
tains lessons of outstanding originality. 
Third, explanations useful to current debates 
can be taken from the Architectonic: consider 
above all the explanations of the problems of 
identity and continuity provided by Lambert 
in the fourth to sixth main parts of the 
Architectonic. 
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GEO SIEGWART 

Language 
I: Propositions and Truth 

Although one finds philosophers who are 
concerned with language as far back as the 
ancients, perhaps the clearest treatment of 
the ontological issues underlying our use of 
language begins with the work of the early 
20th-century realists. As it developed in 
Britain, realism at the turn of the century 
was, in part, a reaction to the neo-Hegelian 
idealism of T. H. Green (1836-82), F. H. 
Bradley (1846-1924), and others. Pro­
ponents of this realism included John Cook 
Wilson (1849-1915) and his followers at 
Oxford and G. E. Moore (1873-1958) and 
Bertrand Russell (1872-1970) at Cambridge. 

Moore's criticism of the idealist position 
included a criticism of the view that judge­
ment is an operation performed on ideas, 
images, or other subjective mental entities. 
For Moore (Mind, 1899), the objects of 
judgement - expressible in language in a 
subject-predicate form - are abstract pro­
positions to which the thinking subject stands 
in an intentional relation. (These proposi­
tions are abstract in that they are typically 
held by their proponents not to be located in 
space or time.) 
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Propositions. Thus, we see one of the two 
main reasons given to acknowledge the onto­
logical status of propositions: propositions 
are to be understood as the objects of certain 
mental acts (cf. Ryle 1929-30). If one holds 
(following the early Franz Brentano) that 
conscious mental acts stand in intentional 
relations to objects, one may also choose to 
hold, more specifically, that those acts whose 
content is expressible by a complete sentence 
or independent clause (for example, 'I 
believe, "It is raining"', or 'I believe that it is 
raining') take as their object a proposition. 
This is especially attractive once one realizes 
that an act of believing or a believing subject 
could not stand in an intentional relation to 
the corresponding fact or state of affairs - at 
least not in the case of false belief. (In the 
case of false belief, there are no correspond­
ing facts.) 

The other of the two main reasons given for 
acknowledging the ontological status of 
propositions is more straightforwardly con­
cerned with the nature oflanguage. Here, it is 
claimed that propositions are needed as the 
meanings of sentences. Proponents of this 
position argue that different sentences -
different types, not just different tokens of 
the same type - can mean the same thing. 

The English sentence, 'The book is red', 
and the German sentence,• Das Buch ist rot', 
both have the same meaning. Yet, the sym­
bols employed in stating each sentence differ. 
Hence, it is argued, the meanings of the 
sentences cannot be identified with the par­
ticular form of words used, as a nominalist 
may wish to do. 

An obvious alternative would be to hold 
that different sentences have the same mean­
ing in virtue of their both describing the same 
fact or state of affairs. But, even apart from 
the concern that there are no facts which exist 
or obtain when the sentences are false, there 
is a further reason, it is argued, to distinguish 
the meaning of a sentence from the fact or 
state of affairs it describes. In certain lin­
guistic contexts (so-called oblique contexts) 
sentences that describe the same state of 
affairs may not be interchangeable salva 
veritate - as one would assume they should 
be, if, in virtue of describing the same state of 
affairs, they had the same meaning. 
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It is interesting to note that the two above­
mentioned examples used in arguing for the 
ontological status of propositions understood 
as the meanings of sentences appear to be 
incompatible. It seems plausible to say, in the 
first case, that the English sentence and the 
German sentence mean the same thing. 
However, in the second case, it is just such 
sentences which - though they may describe 
the same state of affairs - would not be inter­
changeable in all belief contexts. Specifically, 
they would not be interchangeable in those 
belief contexts in which the subject did not 
know both languages. 

Concepts and Conceptualization. Various 
phenomena surrounding language use suggest 
other issues of underlying ontology. One 
issue is the extent to which competent lan­
guage use presupposes concepts and, if so, 
how they are to be understood ontologically. 
H. H. Price (1899-1985) has noted that using 
a language seems to presuppose having 
certain concepts - understood, by Price, to 
be manifested primarily as recognitional 
capacities. 

He says: 

If I am to speak or listen understandingly, to write 
or to read, I have to recognize the sounds or black 
marks as being the words they are. I have to 
recognize this visible mark or noise as a sensible 
·token' of a certain 'type'-word. Otherwise it will 
not function for me as a word at all; it will be just a 
curious sound or mark and nothing more (Price, 
1969, p. 38). 

Yet, it would also seem that some concepts 
in tum presuppose language, in the form of a 
theory. Abstract theoretical concepts, such 
as those of physics, may be impossible to 
acquire apart from understanding a theory 
which is expressed symbolically. It is not clear 
what it would be, for example, to have a 
concept of a quark and not have that concept 
embedded in the language of a theory of 
physics. 

But now the question arises as to whether 
the cultural and historical accidents that 
shape a society's language (broadly con­
strued) may not inHuence the members' very 
understanding of the world. A philosophical 
example of this would be the question of the 
inHuence of certain developments in logic on 
the development of other branches of philo-
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sophy in the early 20th-century analytic tra­
dition. Thus, the development of the predic­
ate calculus may be seen to have inHuenced 
the way in which the logical atomists construed 
the structure of reality (cf. Urmson 1956). 

Concerns such as these have led certain 
recent philosophers- the so-called irrealists -
to argue that we may not be able to make 
sense of the world's having any particular 
characteristics, independently of the im­
position of some theory-laden conceptual 
scheme. And, thus, for someone such as 
Nelson Goodman, there may be any number 
of adequate ways to understand the world: 

There are very many different equally true descrip­
tions of the world ... And when we say of them 
that they all involve conventionalizations, we are 
saying that no one of these different descriptions is 
exclusively true, since the others are also true. 
None of them tells us the way the world is, bu teach 
of them tells us away the world is (Goodman 1972, 
pp. 30-1). 

Irrealism. One can find similar irrealist 
themes - though not used for explicitly 
irrealist purposes-in the works ofW. V. 0. 
Quine (e.g. 1969). According to Quine's 
thesis of 'ontological relativity', the onto­
logical import of a theory can only be deter­
mined relative to some other meta-theory or 
background language whose ontic commit­
ments are then taken at face value. If one also 
accepts a Tarskian understanding of the truth 
of a theory in terms of satisfaction - that is, in 
terms of a mapping of the relevant com­
ponents of the sentences of the theory on to 
the world, on to a domain of objects, as 
specified by another theory or interpretation 
in some meta-language-then it looks as if the 
notion of truth becomes relativized as well. 

Indeed, Hilary Putnam (1983) has an 
irrealist argument which suggests that, if 
truth is understood in terms of satisfaction, 
the claim that a true theory describes some 
one way the world is no longer makes sense. 
Putnam's argument might be called the 
model-theoretic argument for irrealism. The 
argument involves an application of the 
Lowenheim-Skolem Theorem ( or the related 
Godel Completeness Theorem) to a given 
theory of 'the world'. 

The basic form of the argument is as 
follows: assume Tt is the formalization of an 
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ideal theory. Since at the very least this 
means it must be consistent, it follows from 
the Godel Completeness Theorem (in its 
model-theoretic form) that T1 has models. 

Now, pick a model, M, and map the 
individuals of M one-to-one on to pieces 
of 'the world'. The result is a satisfaction 
relation - a correspondence between the 
terms of the language of our theory and sets 
of pieces of the world - such that T1 comes 
out true, so long as truth is understood in 
terms of satisfaction. 

Yet, there is a problem for the metaphysical 
realist. The realist wants to make sense of a 
true theory's describing the way the world is. 
For example, the realist wants a true theory 
interpreted in such a way that the term 'dog' 
in the theory picks out dogs and only dogs in 
the world. 

But nowhere in Putnam's application of 
the Lowenheim-Skolem results is anything 
said about the relevant interpretation's 
mapping the terms of the language of the 
theory on to the world in the right way. And 
this is precisely the irrealist point of Putnam's 
argument: once truth is construed as satis­
faction, one can no longer make sense of the 
intended interpretation of a true theory in any 
absolute fashion. 

The most one can do is to define the 
intended interpretation of a theory relative to 
another theory, a meta-theory, in the lan­
guage of which the 'correct' interpretation is 
specified. But now one has merely returned 
to Quine 's thesis of ontological relativity. 
The metaphysical realist finds no solace here; 
the possibility of an unproblematic onto­
logical assay of the world - of getting at the 
way the world really is - is still thwarted. 

Is the realist not helped by the move to 
naturalism? For example, could one not 
understand the connection between the 
terms of a true theory and the relevant things 
in the world to be causal-that is, can one not 
avoid irrealism by embracing a causal theory 
of reference? No, says Putnam, for similar 
problems arise concerning the causal theory 
of reference itself. We can make no more 
sense of the intended interpretation of this 
theory than of any other; we are as little able 
to understand the term 'cause' to have a 
unique reference as we are to understand the 
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term 'dog' to refer to dogs and only to dogs, 
independently of some further theory. 

Conclusion. Whether or not one thinks that 
the irrealist position is tenable, it is par­
ticularly interesting to notice the role that 
language has come to play within the irreal­
ists' arguments. Those with irrealist tenden­
cies typically deny the possibility of direct 
cognitive access to the world, at least in any 
interesting sense. All significant thought then 
becomes inherently tied to complex con­
ceptual schemes which are (primarily) em­
bedded in language. 

Rather than being trapped behind the veil 
of appearance, we have become lost in the 
labyrinth of language. Thus, it seems that 
language (in lieu of ideas) has become the 
vehicle for a new kind of representationalism. 
That various kinds of scepticism follow, the 
irrealists are quick to point out. 
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D. E. BRADSHAW 

Language 
II: Linguistic Structure 

The Revival of Linguistic Analysis. It is as 
common, nowadays, to speak of 'the struc­
ture of a language' as it was with linguists of 
an earlier generation to speak of 'the life of a 
language'. Throughout the 19th century and 
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well into the 20th, linguists were preoccupied 
with historical research: tracing the ances­
tries of languages and establishing family 
relationships amongst them. This study, com­
parative philology. abundantly justified by its 
success, is far from exhausted. But the most 
important new ideas of more recent linguistic 
studies are not in this field; they are to be 
found in the analysis of 'acts of speech' 
(utterances) - the kind of analysis that 
provides us with the description of those 
changeable social institutions that we call 
'languages'. 

Modern linguistic analysis (inaugurated by 
Ferdinand de Saussure's (1857-1913) Co11rs 
de Li11g11istiq11e Generale, 1916) is, in fact, the 
revival of an ancient discipline. It had been 
more or less dormant since Priscian's (6th 
century AD) b1stit111io11es grammaticae (c. 
500). The reasons for the long suspension of 
original analytic studies of languages seem to 
be mainly 

I. the prestige of the ancient descriptions 
of Greek and Latin; and 

2. a firmly entrenched dualist interpreta­
tion of 'meaningful expression', which 
would assign the systematic study of 
such expressions to two separate non­
linguistic disciplines: the study of 'ex­
pressions' to physics or physiology, and 
the study of'meanings' to philosophy or 
logic and later to psychology (cf. H. 
Paul 1920, 15). 

But philosophers and psychologists would in 
the end reciprocate by asking, in turn, for 
linguistic investigations; the meaning of an 
expression, they would say, was to be found 
in its uses, in the functions it satisfies, 
amongst other expressions and amongst 
things and persons. And as regards the study 
of expressions, the phonetician's advances 
in the physical (acoustic) or physiological 
( articulatory) description of them would only 
lead to complaints that the description of 
languages was being "swamped" (Edward 
Sapir 1921, p. 58) "with details which in 
themselves had no value" (Saussure, Co11rs, 
p. 77). Without selective criteria of relevance, 
"the flow of speech" presented itself as "a 
continuum capable of being divided into any 

440 

number of parts, all of them equally import­
ant" (Trubetzkoy 1939, p. 16). 

Contrastive Substitution. The linguistic 
analysis of utterances - that is, the descrip­
tion of them as regular constructions out of 
recurrent elements - was in need of its own 
criteria -criteria for selecting, from meaning­
ful utterances (Saussure called them 'signs', 
L. Bloomfield, 1933, 'linguistic forms'), just 
such parts as were relevant for the description 
of regular constructions. That selection was 
found to be the work of one basic analytic 
operation - 'contrastive s11bstit11tion'. The 
parts it selects from a given 'sign' are 'con­
stituent' parts, the replacement of which by 
others yields different signs of the same type. 
(In analogous logical terminology, the sub­
stituends are the arguments for resultant total 
expressions which are different values of one 
and the same function.) Parts that are cap­
able of contrastive substitution (or, indeed, 
of contrastive deletion) are said to be 'distinc­
tive' (to have 'diacritical power'). This is what 
Saussure meant when he characterized any­
thing that is relevant in a language as mainly 
'negatif, 'differentiel', 'oppositif. 

Analysis would begin with the intuitive 
recognition of a sentence of one type or 
another (statement or question or command 
etc.) and establish a hierarchy of constituent 
constructions, down to minimal meaningful 
elements. The constituent parts, then, that 
are selected in what A. Martinet (1960) calls 
'la premiere articulation' are, in fact, not 
merely distinctive; they are traditionally 
supposed to be intuitively recognized as 
'meaningful'. Minimal meaningful elements, 
of which there may be thousands are them­
selves, analysable in what Martinet calls 'la 
de11xieme articulation'; they are regular con­
structions from distinctive parts - ultimately, 
from a few dozen 'phonological' elements, 
which no longer have any meanings in them­
selves. 

The substitutability or deletability of a 
constituent part of a construction places it at 
once in two kinds of 'structural' relation: 

I. 'syntagmatic' relations to co-occurrent 
parts, and 

2. 'paradigmatic' relations to substitutables 
(to members of the same 'category'). 
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Syntagmatic relations exhibit the combinat­
orial constraints to which we submit in speak­
ing a language: paradigmatic relations exhibit 
the freedom of choice we have within those 
constraints. 

The structural constraints of constructions 
are frequently indicated by some of their 
elements. Such formal elements ('markers', 
'structure signals') determine and mark par­
ticular kinds of construction - as, for ex­
ample, the -ness of happiness marks the word 
as a 'noun' constructed with an 'adjective', or 
the to of wa/11 to speak marks the whole 
expression as a 'verbal phrase'. Formal ele­
ments may, but need not, be distinctive. 
English prepositions and conjunctions are (as 
are the formal constants ('logical words') of 
artificial logical languages); while to of want 
to speak or a fixed word-accent is not. A 
marker's relevance is secondary, not in the 
sense that it is less important than distinctive­
ness for the constitution of sentences, but in 
the sense that it belongs to elements by virtue 
of the fact that they operate upon, and 
therefore presuppose, distinctive parts. 

Context and Social Situation. In picking out 
what is relevant for the structural constitution 
of a sentence, nothing is excluded as abso­
lutely irrelevant. Thus, while some parts or 
properties of utterances may appear to be 
freely variant within the frame of sentences 
( e.g. some word-order or sentential intona­
tion), these may be picked out as informative 
( even distinctive or meaningful or a marker) 
within more comprehensive units of utter­
ance or 'text', or in the ·context' of some 
special social situations. 

Extensions of linguistic investigations 
beyond the structural analysis of sentences -
as, from the very beginning, in the studies of 
J. R. Firth (1890-1960) and throughout the 
work of the Prague Linguistic Circle, es­
pecially in R. Jakobson's (1896--1982) con­
tributions - are frequently operating with a 
teleological notion of 'function'. This can 
accommodate the structural part-whole 
notion simply by interpreting the distinctive 
parts of a sentence as means to the end of its 
construction. But an extension of linguistic 
struclllre to more comprehensive analysanda, 
to 'texts' of varying types and sizes, and to 
contexts of situations ( as is sometimes aimed 
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at in more recent ·stylistic', 'text-linguistic', 
and 'pragmatic' studies), can only succeed to 
the extent to which the analysanda can be 
identified as determinate kinds of objects, 
as determinate values of a determinate 
function. 

Semantic Presuppositions. The semantic 
presuppositions of phonological and gram­
matical descriptions have been the subject of 
much controversy. 

L. Hjelmslev (1899-1965), in his Pro­
legomena to a Theory of Language (1943), 
interprets the basic operation of contrastive 
substitution as a twofold substitution ('com­
mutation'): a 'mutation' of 'expressions' 
correlated with a ·mutation' of meanings 
('contents'). This ontological separation of 
meaning-entities from expressions exposes 
the description of unitary signs to all the 
traditional problems of a dualist metaphysics. 

In order to escape from these problems, 
American schools of ·structuralism' tried 
entirely to exclude considerations of mean­
ing. Their analytic operations of substitution 
apply, not to meaningful functions, but to 
mere 'stretches of speech'. Substitutions are 
therefore not controlled by the requirement 
of having to yield and distinguish meaningful 
expressions. The criterion of functional rel­
evance, the diacritical power of parts, was to 
be dispensed with; a substitution-class was 
just a collection of what, in a given corpus, 
was found to occur in the same ·environ­
ment'. Functional relations, between ele­
ments that satisfy one and the same function, 
were replaced by purely 'distributional' rela­
tions, simply between elements that are 
found to co-occur. The aim was to show: 

how each language can be described ... in terms of 
the occurrence of parts ( ultimately sounds) relative 
to other parts. and how this description is complete 
without intrusion or other features such as ... 
meaning (Z. S. Harris 1954. p. 33). 

The analytic operations, which yield the 
description of a language, should then, in 
principle at any rate, be capable of being 
performed mechanically, thereby preventing 
any intrusion of semantic intuitions. 

This programme proved to be incapable of 
consistent execution. But work stimulated by 
it (especially by Z. S. Harris 1951) yielded a 
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clearer understanding of what exactly it is. 
beyond the distribution of parts, that is 
required for the description of a language. 
Nothing more, in fact, than the assumption 
that we are able to recognize sentences, of 
one type or another, and differences of form 
(expression) and meaning between them. 
(On deriving constituent meaningful ele­
ments, see W. Haas, 1987). This assumption 
does not imply either a mentalist or a be­
haviourist metaphysics. To be explicit about 
the expression ('le signifiam') of a meaningful 
expression (·u,1 signe') is to analyse it, into the 
distinctive parts of which it is a function; to be 
explicit about its meaning ('le signifie') is to 
locate it, as itself a distinctive part of more 
comprehensive functions. What we are refer­
ring to throughout is acts of speech and parts 
of these - utterances that are heard and 
remembered, amongst other utterances and 
amongst persons and things. It is not for the 
linguist to offer a metaphysical exploration of 
those facts; but his work, like that of any 
science, might offer suggestions for such an 
exploration. 

Some linguists, however, having had to 
accept that "a linguistic theory should not be 
expected to provide mechanical procedures 
for the discovery of grammars" (Chomsky 
1957, p. 55), decided, in their disappoint­
ment, to abandon linguistic analysis and to 
adopt new goals of linguistic theory. Lin­
guistic theory, under the new dispensation, 
will no longer attempt to inform and direct 
phonological and grammatical analysis - in 
the way, in which, for instance, a theory of 
chemical compounds informs and directs 
chemical analysis; Noam Chomsky's 'gener­
ative-transformational' grammar is designed 
to supervene upon the linguist's descriptive 
work. "The question how one might have 
arrived at the grammar" which is to be dealt 
with by the newly formulated programme of 
research is "not relevant" (op. cit., p. 56). 

First (Chomsky 1957), the attempt was 
made to provide a mechanical procedure of 
evaluation for given grammars. Later 
(Chomsky 1965), when it was found that such 
evaluation procedures could not be relied 
upon to yield interesting results, the principal 
goal of 'linguistic theory' was to add some­
thing more substantial, by providing a supple-
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mem to more or less traditional grammars _ 
the supplement of speculative 'deeper' struc­
tures which, by their transformational asso­
ciation, would cure the inadequacies of 
current analyses. A grammar so enriched and 
deepened - a revival, in fact, of medieval 
speculative grammar (cf. V. Salmon 1969) _ 
is to give us access not only to the 'tacit 
knowledge' a speaker has of his language but 
also to 'innate knowledge' he has of the 
universal st_ruct~r~I principles of language in 
general. Lmgu1sllc theory. then, is to be 
absorbed once more by psychology - 'cog­
nitive psychology'. 

Some twenty years of transformational 
studies have resulted in rival proposals of a 
large number of different deep structures for 
almost every single sentence. This embarras 
de richesse is not surprising. Deep structures 
are designed, ultimately. to represent general 
semantic properties of sentences; and the 
'surfacy' syntactic structure of a sentence is 
receptive of a great variety of senses. 

In order to decide between competing 
deep structures, some linguists would turn to 
that old companion of grammatical studies _ 
to logic, especially to one or another of the 
more recently develo~ed_ 'logical languages'. 
The result was agam mstructive, though 
disappointing. The more rigorous logical 
systems (such as Russell-Whitehead's Prin­
cipia or Stanislaw Lesniewski's system, as 
adapted for general linguistic use by Kazi­
mierz Ajdukiewicz, 1890-1963) are found to 
impose inappropriate semantic restrictions 
on the ordinary use of language. But any 
attempt to extend and relax the rules of a 
strict _logical language - by making logic 
mtens1onal, modal, pragmatic, natural -
could only return us to that multiplicity of 
rival deep structures from which we had been 
trying to escape. The logical use of language 
imposes certain semantic restrictions - re­
strictions of a logical grammar - on the 
syntactic constructions of ordinary language; 
but these restrictions are not part of the 
grammatical constraints of ordinary language 
{cf. Haas 1973). 

Most linguists (in the United States as 
elsewhere) have been continuing with the 
task of extracting the structure of a language 
by an empirical analysis of utterances, and of 
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formulating general principles to support that 
analysis. The 'anti-mentalist' experimenta­
tion and the 'generative-transformational' 
speculation of the last fifty years have given 
them no reason for changing their occupa­
tion; but they will acknowledge a debt to 
both. Much that has been offered as 'a 
substitute' for intuitions of meaning can be 
developed into a verifiable statement of such 
intuitions. And the generative formalization 
of grammars has often revealed hidden in­
adequacies of traditional grammars and 
raised significant questions, even if those who 
raised the questions have abandoned the 
discipline which alone is able to answer them. 
Some eighty years ago, Otto Jespersen 
(1860-1943) had to remind his generation 
that, ultimately, what they had to refer to 
when speaking of the life of a language, could 
only be the several lives of speakers and 
listeners. Today, we shall have to take par­
ticular care not to forget, that when we speak 
of the structure of language, there is nothing 
else for us to refer to than acts of speech. 
Linguistic structure is basically a property of 
utterances, and more especially of those units 
of utterance that we recognize as sentences. 
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WILLIAM HAAS 

Law 
There is no coherent or definable body of 
literature on the metaphysical aspects of law, 
and readers coming new to this subject may 
be surprised by the disparities and inconsist­
encies with which it is infected. This can be 
illustrated by considering various jurispru­
dential movements which have, in one way or 
another, been characterized as 'metaphysical'. 

Pragmatism. In the United States, the 
metaphysical tendency in law is regarded 
primarily to be an offspring of the pragmatist 
movement, as founded by Charles Sanders 
Peirce (1839-1914). Peirce himself began, 
but never completed, a book on the prag­
matist philosophy of law (Krois 1981}, and 
the task of conceiving of legal doctrine along 
pragmatist lines was eventually to be under­
taken by Oliver Wendell Holmes Jun. (1841-
1935). Holmes was inspired especially by the 
pragmatists' emphasis on prediction as the 
most effective means of verification (Fisch 
1942). The following quotation exemplifies 
his pragmatist jurisprudence: 

The primary rights and duties with which juris­
prudence busies itself ... are nothing but proph­
esies ... [A) legal duty so called is nothing but a 
prediction that if a man does or omits certain things 
~e will be made to suffer in this or that way by 
Judgement of the court; - and so of a legal right 
(Harvard Law Review. 1897, p. 458). 

Similarities can be detected between Holmes's 
writings and those of Rudolf von Ihering 
(1818-92). Thus Holmes's statement in The 
Common Law (1881) that "The life of the law 
has not been logic; it has been experience" is 
generally taken to epitomize his sui generis 
pragmatist jurisprudence. Yet, only a few 
years earlier, in Der Kampf urns Recht 
(1872), von lhering had stated in a remark­
ably similar vein that "The life of the law is 
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struggle, a struggle of nations, of state power, 
of social estates, of individuals". 

Kelsen's Pure Theory of Law. In the Euro­
pean. as opposed to the Anglo-American, 
tradition, the idea of a metaphysics of law is 
more solidly entrenched in jurisprudential 
thinking. This metaphysical tendency tends 
to be traced back to Kant and in legal 
philosophy it is exemplified by the prodigious 
literature associated with Hans Kelsen 
(1881-1973). Many scholars assert that 
Kelsen himself was very much a Kantian. 
Kelsen is concerned to present a 'pure' theory 
of law, that is a theory which conceives law in 
terms of its 'typical structure' (1968, p. 611), 
wholly "independent of the changing content 
which it exhibits at different times and among 
different peoples" (1957, p. 266). Moreover, 
he presents the idea of a legal order as an 
aggregate of norms, lower (more concrete) 
norms deriving their validity from higher 
(more abstract) norms. At the foundation of 
this normative structure, Kelsen insists, there 
subsists a 'basic norm' (Grundnorm). As he 
explains in General Theory of Law and State 
(1961), the basic norm is the 'transcendental­
logical presupposition' which is necessary to 
the existence of any legal order. That is, in 
Kantian terms, it is 'objectively valid': 

because it is presupposed to be valid; and it is 
presupposed to be valid because without this 
presupposition no human act could be interpreted 
as a legal, especially as a norm-creating, act 
(p. 116). 

Hence Kelsen 's metaphysics boils down to 
the necessity of presupposing the objectivity 
of the basic norm. 

A valid legal norm, for Kelsen, is the 
meaning of a11 act of will. More precisely, it is 
the product of what law-makers, informed by 
public opinion, believe should be law. The 
basic norm, in contrast, is not the creation of 
any mundane body of law-makers. Therefore 
it cannot emerge from some subjective act of 
will. Rather, it is the product of what, in the 
Pure Theory of Law (1967), Kelsen calls an 
act of thinking. That is, the basic norm 
emanates from a collective act of thinking 
whereby citizens recognize that they ought to 
obey the commands of the historically first 
constitution. 
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There are two general objections to the 
Kelsenian concept of the basic norm. First, 
Kelsen 's theory presupposes that a valid legal 
order will of necessity derive from a valid 
original constitution. Yet it will not always be 
the case that the authors of the original 
constitution are morally and politically en­
titled to lay it down. In Britain, for example, 
the 'original constitution' was made by 
William of Orange (1650-1702) who did not 
have a good claim to the throne and whose 
parliament was not a lawful parliament. 

Second, Kelsen concedes that the basic 
norm, as conceived by the original consti­
tution-makers, must be associated with some 
particular act of will on their part. Yet, on this 
concession, his theory begs the question as to 
how the basic norm of any legal order can 
itself be valid: the basic norm must, after all, 
be the meaning of an act of will which is itself 
authorized and informed by some higher 
level of normativity. What is this meta­
normativity which inspires and authorizes the 
founding of the basic norm? Kelsen was 
ultimately to acknowledge that his concept of 
the basic norm is simply a product of the 
imagination: "the assumption of a basic 
norm", he conceded in 1964: 

not only contradicts reality, since no such norm 
exists as the meaning of an actual act of will but 
also contains contradiction within itself, sin~e it 
represents the authorization of a supreme moral or 
legal authority. and hence it issues from an author­
ity lying beyond that authority, even though the 
further authority is merely figmentary (Tur and 
Twining 1986, p. 117). 

The Phenomenology of Law. One tendency 
among Kelsen 's following has tried to re­
articulate his pure theory in terms of some 
broadly (indeed, sometimes erroneously) 
conceived notion of Husserlian phenomen­
ology. In the early 1920s, Felix Kaufmann 
(1895-1949) and Fritz Schreier each attempt­
ed to present the pure theory in Husserlian as 
opposed to Kantian terms. This task was also 
undertaken during the middle part of this 
century by various Latin-American legal 
philosophers, the most notable of whom were 
Carlos Cossio and Luis Recasens Siches. For 
Cossio, the normativity of law is founded 
upon and validated by intersubjective human 
conduct rather than any specific constitution-
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founding basic norm. Recasens Siches, in 
contrast, regards the basic norm as indispens­
able to any properly scientific theory of law. 
However, where Kelsen tried generally to 
avoid defining the basic norm in anything but 
the most abstract of terms, Recasens Siches 
conceives of the basic norm in a very specific, 
Hobbesian sense, as the need for security: 

the basic motivation which determined the origin 
of Law is not derived from the high regions of the 
superior ethical values, but from a value of a lower 
rank, namely, from the security or social life ... 
Law was not born into human life by reason of the 
desire to render tribute or homage to the ideal of 
justice. but to fulfil an inescapable urgency for 
security and certainty in social life (1948, pp. 118-
19). 

A more plausible phenomenology of law is 
that developed by Adolf Reinach (1883-
1917). In Die apriorischen Grundlagen des 
btirger/ichen Rechts, first published in 1913, 
Reinach presents the thesis that foundational 
to law there exists a determinately structured 
family of essences standing in a priori rela­
tions to each other. Reinach demonstrates 
this thesis particularly well by way of his 
discussion of promising as a social act: the act 
of promising, he explains, gives rise of neces­
sity to a claim and an obligation so that an 
obligatory relationship arises between claim­
ant and obliged. That this is so is a matter 
wholly independent of the existence of any 
particular positive laws. Nevertheless, even 
though the a priori social act of promising 
subsists separate from and irrespective of 
positive laws, such laws themselves, in so far 
as they create rights and duties, require 
foundation within that very social act. 

Reinach makes similar claims concerning 
the ideas of property and person. Every legal 
concept of property - that is, property con­
ceived as a right- requires foundation within 
the idea of property as an a priori pre-legal 
phenomenon, a certain relation between 
person and thing. Furthermore, laws can only 
come into existence due to the fundamental 
legal capacity of the person; that is, there is 
about the person an a priori capacity which 
serves as the foundation for all social and 
legal relationships. 

Reinach concedes that positive laws are 
not mere instantiated reflections of their a 
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priori foundations. Nevertheless, he does 
insist that there is a degree of ontological 
bindingness about these foundations which 
ensures that the creation of positive laws 
must accord with the a priori structures and 
relations by which they obtain. It is possible 
to envisage that an a priori structure might 
actually dictate the concrete character of a 
positive legal provision in such a way that, if 
this provision were created in a manner which 
contravened its a priori structure, it would be 
invalid, unjust or absurd. If, for example, a 
law was created stipulating that a promisee 
has an obligation to fulfil the content or 
action of the promisor's promise, while the 
promisor has a right against the promisee to 
claim such fulfilment, the outcome would be 
an absurdity, since it would mean that X 
could make a promise to Y, and Y would 
thereby be found to fulfil the terms of X's 
promise. This contradicts entirely what we 
understand intuitively to be the essential 
structure of promising. 

The merit of Reinach's jurisprudence is 
that it demonstrates, first, that the foun­
dation of law is characterized not by a 
singular, foundational 'essence', but by a 
plurality of interrelated and intuitively in­
telligible essences; and, second, that any 
inquiry into the metaphysical aspects of law 
must focus not only on the positive law but 
also on the a priori pre-legal domain within 
which all positive law is founded. 

In recent years, legal semioticians-focusing 
specifically on the 'deep structures' immanent 
in the legal system - have tended increasingly 
to emphasize the ontological dimensions of 
legal concepts and formations in a manner 
not wholly divorced from that of Reinach's 
realist ontology. Though not claiming any 
specific indebtedness to the work of Reinach, 
some legal semioticians acknowledge pos­
sible overlaps between their own general 
project and that of Husserlian phenomeno­
logical jurisprudence (Jackson 1985). 
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NEIL DUXBURY 

Leibniz, G. W. 
Gottfried Wilhelm Leibniz was born in Leip­
zig in 1646 and died in Hanover in 1716. He is 
the most important philosopher of 17th­
century rationalism. Leibniz was a thinker 
who was well informed about almost all 
scientific developments of his time, cor­
responded with almost every important con­
temporary scientist and philosopher, and 
himself wrote on a wide range of different 
topics. He studied philosophy in Leipzig and 
Jena with Erhard Weigel (1625-99), Johann 
Adam Scherzer (1628--83), and Jakob 
Thomasius (1622-84) and law in Altdorf near 
Nuremberg. He held court appointments 
during his whole life and never became a 
professor of philosophy - a fate he shared 
with other rationalists such as Rene Descartes 
and Spinoza. Thus he also never taught 
philosophy. 

Leibniz wrote on philosophy, theology, 
mathematics, physics, linguistics, etymology, 
genealogy, history, politics, medicine, and 
economy, and he was in all these disciplines 
inHuential, in some of them creative and even 
pioneering. Because of his creativity, and his 
capacities in analytic and synthetic thinking, 
he is rightly called the 'Aristotle of the 
Neuzeit'. He was a restless thinker, and his 
ideas were often so new and original that 
many of them were not understood at the 
time. The scientific community had to wait 
until the 20th century to gain a better under-
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standing of his achievements and import­
ance. 

Leibniz also had an excellent knowledge 
of the history of philosophy. He translated 
Plato and he read Aristotle and the Schol­
astics in the original. He wrote in Latin, using 
post-medieval scholastic Latin, and in 
French. The scholastic background of his 
thought means that he can be characterized 
as the most important partisan of German 
Protestant Scholasticism, a movement which 
in Leibniz's day was dominated by Aristo­
telianism. 

During a stay in Paris from 1672 to 1676, 
Leibniz was influenced also by Cartesianism. 
He later criticized this philosophy, but was 
never able to rid himself completely of cer­
tain basic Cartesian doctrines, for example 
the doctrine of innate ideas, the root of which 
Leibniz himself saw already in Plato's Meno. 
His metaphysical system might thus be char­
acterized as a synthesis of Platonism, Aristo· 
telianism, and Cartesianism. 

Leibniz is something of a Janus figure, with 
one face looking to the past and the other to 
the future, and in order to understand his 
ideas, we have to look in both directions. 

Metaphysics and Ontology. Leibniz was a 
metaphysician from the beginning and his 
first publication was on metaphysics. He 
wrote in 1662 a dissertation on the principle 
of individuation in which he discussed the 
relevant theories of the Scotists and other 
post-medieval scholastic philosophers, 
Later, in 1686, he published his Discours de 
Metaphysique, after Suarez's Disp11tatio11~s 
Metaphysicae the most important work ~n 
metaphysics in the first period of the Ne11ze11• 

In 1714 he wrote his final work on meta· 
physics, the famous Monadology, in which h_e 
gives in ninety paragraphs a distillation of h_1~ 
mature metaphysical system - a system sul 
awaiting an adequate interpretative treat· 
men! in the philosophical literature. Other 
writings of importance in this connection are 
the correspondences with Burcher De V older 
(1643-1709) and Bartholomaeus Des B05~e~ 
(1688-1738) from 1702 to 1708, together"'.'\ 
his earlier exchange of letters with Ant0111 

Arnauld (1612-94) between 1686 and 169~· 
Leibniz also employs the term ·ontologY f 

by which he understands the science 0 
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something and nothing, of being and not­
being, of the thing and its modes, of sub­
stance and accident. 

Metaphysics and ontology he distinguishes 
by their methods and by their objects. 
Metaphysics or metaphysica specia/is has to 
do with God and is identified with theologia 
naturalis. Its method has to be deductive, 
because we do not have any experience of 
God. This method Leibniz also calls the ars 
i11ve11iendi or art of invention. Ontology is 
metaphysica genera/is and has as its object the 
most general features of the world, i.e. sub­
stances and their attributes. The method of 
ontology is descriptive, because we can have 
an experience of its objects. This descriptive 
or even phenomenological method is how­
ever to be supported by logical analysis. 

Leibniz's metaphysics is marked by two 
principles. The first is the principle of non­
contradiction, which generates the rea/itas 
essentialis: in logic and mathematics non­
contradictory entities automatically exist. 
Metaphysics uses in addition the principle of 
sufficient reason, by which we can explain 
why something exists rather than not. This 
principle is valid in the realm of contingency 
or of the rea/itas existential is. Metaphysics has 
to do with both kinds of reality. 

Ontology and metaphysics deal with four 
relations: 

1. the inherence of accidents in their sub­
stance, 

2. the relation of part to whole (mereo­
logy), 

3. the relation of cause and effect, 
4. the relation of means and end ( teleo­

logy). 

By applying these four relations to Leib­
niz's metaphysics, we can try to understand 
his ideas. Generally, we have to speak of 
metaphysics, because God, his thinking, and 
his action are omnipresent in Leibniz's writ­
ings, and, as content of God's thinking, so 
also are the possible worlds. Thus in Leibniz's 
philosophy we never have to do with pure 
ontology, but always with metaphysics. 

Monads or Individual Substances. The 
most important ingredient of Leibniz's meta­
physics is the individual substance or the 
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'monad', as he calls it in his mature philo­
sophy. Leibniz takes the concept of substance 
from the Aristotelian tradition, but he de­
velops it in two ways. 

First, he introduces the notion of an indi­
vidual concept. Every individual substance 
has one and only one individual concept. This 
concept is complete, i.e. every accident of the 
substance falls under a part concept of its 
individual concept; and it is also maximally 
consistent, i.e. it contains every concept 
consistent with it. 

One consequence is that if someone grasps 
an individual concept, then he can see at the 
same time all the past, present, and future 
attributes of the corresponding individual 
substance. 

A second important feature of the indi­
vidual substance as Leibniz conceives it is 
that it has no parts. But it does have accidents 
of mental qualities and dispositions. Monads 
as spiritual substances are primitive in rela­
tion to the part-whole analysis and very 
complex in relation to the substance-accident 
analysis. 

Following Aristotle in De Anima, Leibniz 
discriminates two kinds of attributes of 
monads: perceptions and apperceptions. Per­
ceptions are passive and non-reflexive; they 
constitute the relation to other monads and 
their attributes. Apperceptions are active; 
they are reflexive mental acts like thinking 
and knowing which are characteristic for 
human beings, where we have to share per­
ceiving and memory with animals. 

There is no causal relation between 
monads, but only between the different states 
of a monad. But because every monad is a 
microcosmos, or a world-apart, each reflects 
the whole macrocosmos, i.e. every other 
monad and its attributes, and thus we have a 
derivative causality in the world. 

The fourth or teleological relation, that of 
means and end, has to do with human action 
(as also with that of God). Leibniz gives an 
impressive example in § 19 of his Discours de 
Metaphysique how, when we try to describe 
human actions only in terms of the relation of 
cause and of effect, the resultant description 
is evidently absurd. 

The Principle of Individuation. Already in 
his first publication of 1662 Leibniz discusses 
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the medieval and post-medieval scholastic 
theories of the principle of individuation. He 
rejects all these theories: individuation by 
matter. by form, by negation, and by the 
Scotistic haecceitas which includes all attrib­
utes of an individual minus the attributes he 
shares with each individual of his species (i.e. 
the essential ornecessary attributes). Leibniz 
accepts only the emiras rota as principle of 
individuation, i.e. all the attributes of an 
individual - and his view of individuals as 
unique, non-divisible, non-material entities, 
individuated by their whole entity. has roots 
in later Scholasticism. especially in nominal­
ists like Suarez. 

In his correspondence with Arnauld he 
connects his conception with the theory of 
possible worlds. He speaks of an Adam who 
is characterized by only four attributes, and 
he says that this Adam could live in several 
possible worlds. Leibniz creates by this 
theory a new genus, namely a general Adam, 
who could exist in different possible worlds. 
But in fact this Adam is not a genus but only 
an incomplete concept of the individual 
Adam. Incomplete concepts do not belong 
to a single possible world, only individuals 
do, and Leibniz stresses further that every 
property must be present or known in order 
for that individual to be identified. 
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universals. Leibniz is a nominalist in the 
sense that he embraces an ontological indi­
vidualism. The world contains only indi­
viduals: substances or accidents. Universals 
do not really exist. The perceptions and 
apperceptions of the monads, representing 
all passive or active properties, these too are 
individual accidents. 

Leibniz also discusses the ontological sta-
tus of relational accidents like 'father of or 
'son of. He comes to the conclusion that 
relations are elllia rationis or mental entities 
but that they have their foundation in reality'. 
Thus the fatherhood of David and the son­
ship of Solomon have their foundation in a 
certain action of David. Relations are 
founded in non-relational individual acci­
dents. 

Mereology. Like the tradition before him 
Leibniz knows and uses three kinds of whole'. 
essential wholes, integral wholes, and aggreg­
ates. In the first case no part is separable, in 
the second case some parts are separable and 
some not, and in the third case every part is 
separable. As examples for essential wholes 
Leibniz gives geometrical entities like tri­
angles, but also God, angel and soul. As ex­
amples for integral wholes he mentions sub­
stances like human beings, but also artefacts 
like machines. As examples for aggregates 
he generally uses a contingent set of sub­
stances. 

Individual Accidents. Some of the argu­
ments in his dissertation of 1662 are based on 
the existence of individual accidents. Leibniz 
rejects certain theories of individuation 
because they are incompatible with the 
acceptance of individual accidents. He intro­
duces individual accidents, later, too, in his 
arguments against Samuel Clarke (I 675-
1729). And he does not think that the indi­
viduality of an accident comes from its inher­
ence in an individual substance. For Leibniz 
inherence is a purely ontological relation 
between an individual substance and an indi­
vidual accident; thus it is without any epi­
stemic import. 

For Leibniz. then, in contradistinction to 
many other philosophers, individuality is not 
restricted to substances; there are also indi­
vidual accidents or moments - individual 
events, acts, processes, actions, and situ­
ations. 

This has consequences for his theory of 

In a footnote to a letter to Des Bosses, 
Leibniz applies this tripartite account to 
substances. He distinguishes first of all 
between substances and substantiara. Simple 
substances or monads like God and angels 
have no parts; substantiata per se or com­
posed substances have parts; and substantiata 
per accidens or aggregates are pure heaps 
and nothing else than the sum of their parts. 

An essential feature of Leibniz's mereo­
logy is his account of hereditary properties, 
properties which distribute from the whole to 
its parts, later called by Nelson Goodman 
'dissective', and also properties which are 
hereditary from the parts to the whole, later 
called 'expansive'. Thus, for example, the 
property 'to be the best' is not dissective. 
Even in the best of all possible worlds not 
every part is the best. There could be a better 
part in a world which is not the best. The basis 
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of this analysis is the difference between a 
quantitative and a qualitative whole. In a 
quantitative whole, for example the shortest 
distance between two points, every part is 
also a shortest distance in its own right. But in 
a qualitative whole like a beautiful face not 
every part has to be beautiful. The world, 
now, is a qualitative whole in Leibniz's eyes. 

Another impressive example from the 
Monadology is the hereditariness and non­
hereditariness of the attribute 'to be a 
machine'. The difference between natural 
and artificial machines consists in Leibniz's 
eyes in this higher-order attribute. In the case 
of natural machines every part is a machine: 
in the case of artificial machines this is not the 
case. 

Conceptual Atomism and Combinatorics. 
Leibniz was not an atomist, and he argued 
against the atomists of his time, especially 
against Pierre Gassendi. Beginning with his 
Dissertatio de Arte Combinatoria from 1666, 
however, Leibniz was a conceptual atomist, 
and was correspondingly seeking to establish 
what were the simplest concepts. In the Dis­
sertatio itself he was convinced that there 
exists a finite number of indivisible concepts, 
the termini absolute primi, of which all the 
other concepts are composed, and that we 
can know and identify them. Later he was 
also convinced that there are really simple 
and indivisible concepts, but that the num­
ber thereof is infinite and we cannot know 
and identify them. We have to be content 
with notiones quoad nos primae, i.e. with 
concepts which are not absolutely simple 
concepts but only simple for us, like the 
simple qualities of our sense experience: red, 
blue, bitter, sharp, etc. 

Thus for Leibniz the empirical structure of 
our world is molecular and not atomistic. We 
have to work with concepts which are not 
completely analysed. 

During his whole life Leibniz employed a 
combinatoric approach, and it was even he 
who introduced the term 'combinatio' for all 
combinations, conternations, conquaterna­
tions, and so on. He conceived the combin­
atoric art as a part of metaphysics, dealing 
both with the relation of part to whole 
(combination) and also with the relation of 
part to part (permutation). 
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God. As for other important 17th-century 
philosophers like Rene Descartes and Spin­
oza, so also for Leibniz God is the central 
object of metaphysics. In his Theodicy of 
1710 Leibniz discusses three aspects of the 
theologia nalllralis: God's attributes or per­
fections, God's thinking, and God's action. 

God's attributes or perfections are essen­
tial to and inseparable from their object; they 
constitute a maximally consistent set and are 
identical with God's essence. This identity, 
already discussed by Thomas Aquinas, is of a 
special sort, because it relates different types, 
namely substance and attribute. Leibniz uses 
this identity for his famous proof of God"s 
existence, later also accepted and made more 
precise by Kurt Godel. 

God's thinking contains an infinity of pos­
sible worlds, which he constructs by combin­
ing prima possibilia, i.e. the first or simple 
concepts, in different ways. All these worlds 
are composed of substances and accidents. 
Only the best of them is realized, i.e. the most 
perfect composition. 

One consequence of this account is that 
there are non-realized essentia or possibilia, 
those belonging to worlds which are not 
realized. Leibniz holds that all essentia have 
an inclination or tendency to reality. Another 
consequence is that for Leibniz existence is 
a predicate: there are things which exist and 
there are things which do not exist. This he 
explicitly stresses in the Nouveaux Essais. 
The competition between possible worlds is 
decided by the principle of the best, i.e. the 
principle which favours the world best fulfil­
ling the minimax principle, i.e. a world with a 
minimum of rules or laws and a maximum of 
states of affairs, or, as Leibniz also puts it, a 
minimum of causes and a maximum of effects 
or a minimum of means and a maximum of 
ends. 

Another important philosophical problem 
is the creation of this world. God creates the 
best of all possible worlds because of his 
goodness, and Leibniz stresses that this cre­
ation is not dominated by metaphysical, 
geometrical, or logical necessity but by moral 
necessity. The difference is that in the former 
case the contrary is impossible; in the case of 
moral necessity, however, it is possible but 
very improbable. God creates the best of all 
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possible worlds with moral necessity, and one 
consequence of this is that physical necessity, 
too, in depending on moral necessity, is not 
absolute necessity but a very high degree of 
contingency. i.e. contingency very near or 
convergent to absolute necessity. Thus the 
laws of nature for Leibniz, in contradistinc­
tion to Descartes, are not necessary but have 
only a very high degree of probability. 

Following this analysis, God's action is not 
necessary but contingent. the contrary being 
possible in every case. He is not forced by his 
nature to create the world as a matter of 
necessity (as Spinoza thinks); rather, he 
creates the world following his rationality, 
and he could have omitted this creation or 
created another world. 

Human action follows God's action in its 
structure, and Leibniz stresses that a free 
action has three conditions: no internal con­
straining, no external constraining, and free­
dom of choice. Free action is not compatible 
with necessity; it depends on contingency. 

Space and Time. Especially in his corres­
pondence with Clarke, Leibniz presents his 
theory of space and time. Leibniz was in his 
time the most powerful adversary of the 
Barrow-Newton theory of space to the effect 
that there exists an absolute space into which 
God has placed the world. 

Some odd consequences follow from this 
theory. The first is that God uses only a 
part of the space for the world. The second is 
that he could have created the world before 
or after its real creation, because space and 
time exist independently of the world. 

Leibniz argues against this conception, 
holding that space and time are dependent on 
the things. Space for him is the order of 
coexistent things, and time the order of 
successions. Time is dependent on the dif­
ferent states of monads, states connected by 
causality. Leibniz hereby develops the first 
causal theory of time, as for example when he 
wrote: "If one of two states which are not 
simultaneous, involves a reason for the other, 
the former is held to be prior, the latter 
posterior". 

Space and time for Leibniz are relational 
entities, having their foundation in the acci­
dents of things and, as we have seen, Leibniz 
is convinced that these accidents are indi-
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vidual. Space and time are not pure mental 
entities, but mental entities with a foundation 
in reality, i.e. a fundament in individual 
accidents of substances. Thus space has its 
foundation in the individual situation of each 
body, and time has its foundation in the 
successive states of the monads. Situation is 
here different from place, because situation is 
an individual accident which cannot migrate 
from one corporeal substance to another 
where two bodies can occupy successively th~ 
same place. 

~ith his the~ry, Lei~niz is able to argue 
agamst Newton ma convmcing way. There is, 
first, no rational ground why God uses only a 
part of the absolute space for his creation. If 
this were true, God's action would be incom­
patible with the principle of sufficient reason. 
Second, the claim that God could have 
created the world before or after its real 
creation is absurd, because time comes only 
together with the things. Every world has its 
own space and time. Leibniz in his concep­
tion of space and time is very near to Aris­
totle's view and far from either Sir Isaac 
Newton or Kant. 

Modality. Modality has been connected 
with metaphysics ever since the work of Plato 
and Aristotle, and indeed the most meta­
physical concepts such as potentiality, actual­
ity, possibility, and necessity are modal ones. 

Leibniz, in his work on modal philosophy, 
uses besides basic modalities like possibility, 
impossibility, necessity, and contingency, 
also modal concepts like compossibility, 
inevitability, necessity and impossibility per 
accidens, unchangeability, moral and phys­
ical necessity, and so on. Thus he has quite an 
arsenal of modal concepts for the purposes of 
metaphysical analysis. 

Necessity and impossibility per accidens, 
the principle of plenitude, and future contin­
gents are involved in Leibniz's analysis of 
different aspects of the relation between 
reality and time. Diodorus Cronus held that 
what is possible has to be realized in the 
past, present or future. Leibniz restricts this 
principle of plenitude to compossible systems 
such as our own world. 

The concept of compossibility - the pos­
sibility of one thing in relation to another -
Leibniz inherited from the Scholastics. 
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Among compossible systems are included 
above all relations between monads or indi­
vidual substances. 

Of the remaining modal notions, moral 
necessity relates action and reality. Physical 
necessity together with inevitability relates 
causality and reality. Strict contingency, or 
what is not necessary and not impossible, 
is, following the Aristotelian-scholastic 
tradition, further subdivided into different 
probabilities. 

This subdivision has for two thousand 
years formed the basis of a logic or theory of 
probability. 
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Lesniewski, Stanislaw 
Stanislaw Lesniewski, the distinguished 
Polish logician and philosopher, was born in 
Serpukhov, Russia, on 28 March 1886. He 
studied philosophy at various German uni­
versities and in 1911 received his doctorate on 
promotion by Kazimierz Twardowski at the 
Polish University of Lvov. In 1919 he was 
appointed to the chair of philosophy of math-
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ematics in the newly reopened University of 
Warsaw. He held the chair until his untimely 
death on 13 May 1939. 

In 1911, while still in Lvov, Lesniewski 
learnt, from Jan Lukasiewicz's (1878-
1956) monograph on the principle of contra­
diction in Aristotle ( 0 zasadzie sprzeczno!ci 
11 Arystotelesa, Cracow 1910), of Bertrand 
Russell's antinomy concerning the class of 
classes that are not elements of themselves. 
The antinomy fascinated him and eventually 
led him to construct a new system of the 
foundations of mathematics noted for its 
comprehensiveness, originality, and formal 
elegance. The system consists of three de­
ductive theories, called by him protothetic, 
ontology and mereology. Protothetic, which 
presupposes no logically earlier theory, 
corresponds to a functionally complete 
system of the two-valued logic of proposi­
tions, supplemented with the principle of 
bivalence and inclusive of the theory of 
quantification. Ontology presupposes proto­
thetic and is a kind of modernized traditional 
logic. Formally it approximates Ernst 
Schriider's (1841-1902) 'Klassenkalku/' con­
sidered jointly with the theory of 'individuals'. 
Mereology, that is to say a theory of part­
whole relations, presupposes bothprotothetic 
and ontology. It was the first deductive 
theory devised by Lesniewski. Originally it 
was meant to buttress his analysis and solu­
tion of the Russe Iii an antinomy. He included 
it in his system to serve as a possible pre­
supposition of an axiomatized geometry. 

Aristotle's syllogistic, traditional logic, 
Gottlob Frege's Grundgesetze der Arithmetik, 
and Whitehead and Russell's Principia Math­
ematica can be counted among the ante­
cedents of Lesniewski's system. It embodies 
all the recommendable aspects of the Grund­
gesetze and Principia and is free from the 
shortcomings of either. Like Frege, Lesniew­
ski was very critical of the 'formalistic' treat­
ment of deductive theories. In his view 
deductive theories, whether mathematical or 
not, ought to describe reality in terms of 
precise laws or principles. The axioms of the 
deductive systems he had constructed were 
for him indubitably true whereas the rules 
of definition, inference, and extensionality, 
called by him directives, were in his belief 
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irresistibly cogent. Like Frege he condemned 
the practice, favoured by some mathemat­
icians, of 'inventing' objects, and would cer­
tainly join Russell in maintaining that "logic 
is concerned with the real world as truly as 
zoology". Unlike the authors of Principia, 
who regarded definitions as theoretically 
redundant, Lesniewski considered defini­
tions to be integral parts of his deductive 
systems. He saw nothing wrong in using them 
'creatively'. Unlike the system of Frege's 
Grundgesetze, Lesniewski's system of the 
foundations of mathematics is consistent. 
Unlike the system of Principia, his standard 
systems of protothetic and omology are 
formalized. By the formalization of a deduct­
ive system Lesniewski did not mean its 
symbolization but an unequivocal statement 
of syntactical conditions an expression has to 
satisfy if it is to be added to the system as a 
new thesis. Prior to the formalization of 
protothetic, Lesniewski worked out a theory 
of 'semantical categories', which constitutes 
the grammar of his symbolic language. In 
view of the role definitions play in his theories, 
this language is not static. Its vocabulary 
'grows' and so does the categorial variety of 
its expressions. 
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Lewin, Kurt 

Kurt Lewin was born in Mogilno, Prussia, on 
9 September 1890 and died in Newtonville 
Mass., on 12 February 1947. ' 

Lewin studied medicine and biology before 
turning to philosophy and psychology. From 
191~ to 1932/3 he worked at the Psychological 
Institute of Berlin University. Being forced 
to emigrate in 1933, he went to Cornell 
University and from there to the University 
of Iowa where he focused on child research 
and to MIT where he established the Research 
Center for Group Dynamics. 

Tadeusz Kotarbiriski (1886-1981), the 
propounder of reism, was the first philo­
sopher to realize that Lesniewski's 0111ology 
had met the specification of Aristotle's 
"science of being qua being", occasionally 
referred to as 'first philosophy'. For ontology 
is in fact a theory of entities or objects. Being 
a very general theory it is open to extensions 
into more particular theories describing ob­
jects in greater detail. Mereology is such an 
extension, to be followed by chronology, 
which describes objects as extended and 
ordered in time. Stereology's task would be to 
describe objects as extended and distributed 
in space. A description of objects in motion 
would be the purpose of kinematics. It is to be 
hoped that the suggested extensions will one 
day achieve the standard comparable at least 
to that of Lesniewski's mereology. 

FURTHER READING 

Lesniewski, S., 1927-30, "O podslawach 
malematyki" ("On the founda1ions of math-

The neo-Kantian Ernst Cassirer (1874-
1945) and the philosopher and psychologist 
Carl Stumpf (1848-1936) were Lewin's teach­
ers in Berlin. Both exercised a powerful 
influence on his conception of psychology as 
a discipline related to the other sciences as 
part of a larger superstructure handled by 
Wissenschaftstheorie. Lewin proposed that 
psychology ought to rid itself of Aristotelian 
ways of concept formation and to move into 
the so-called Galileian mode. This assertion 
is coupled with the view that induction is less 
important than is usually assumed by psycho­
logists; the passage from observed regularit­
ies to the establishment of universally valid 
laws has to be supplanted by a Galileian 
approach to science based on strict theorizing 
and subsequent validation. (See his often­
quoted article "Gesetz und Experiment in 
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der Psychologie", Symposion, 1, 1927, pp. 
375-421). 

In Berlin Lewin came in close contact with 
Wolfgang Kohler (1887-1967) and Kurt 
Koffka (1886-1941), pioneers of Gestalt psy­
chology. Lewin himself was responsible for 
transferring basic conceptions of the latter 
into the domains of the psychology of emotion 
and motivation, of volition, and of develop­
ment and personality. (See Vorsatz, Wille 
1md Bedurfnis, Berlin, 1926; A Dynamic 
Theory of Personality, New York, 1935). 

Following the example of the Gestalt 
theorists as well as his own inclination towards 
a unification of the sciences, he employed 
in his experimental and theoretical contri­
butions to psychology numerous concepts 
of mathematics and physics, including such 
as field, force, energy, tension, valence 
(A11fforderungscharakter), vector as well as 
terminology taken over from mathematical 
topology and hodology. (See Principles of 
Topological Psychology, New York, 1936; 
Lewin and Karl Korsch, "Mathematical con­
structs in psychology and sociology", 
Erkenntnis - the Journal of Unified Science, 
(Appendix - intended vol. 9), 8, 1940/1, pp. 
397-403.) 

Lewin employed the adopted terms in a 
rather vague fashion, as critics like I. D. 
London (1944) were soon to point out. He 
possessed, nevertheless, a certain ingenuity 
in creating new ideas of research. Thus group 
dynamics and sensitivity training were his 
creations, and Lewin carried out pioneering 
experimental research in social and political 
psychology and did much to advance applied 
psychology, e.g. in the area of conflict res­
olution (Resolving Social Conflicts, New 
York, 1951). 

Lewin's early work in Wissenschaftstheorie, 
the root of his later views in this field, is less 
well known, as new manuscript material has 
been published only recently in the frame­
work of the new edition of his works (K11rt­
Lewin-Werka11sgabe, Bern, 1981-). 
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Lewis, David 
An American philosopher born in 1941, 
David K. Lewis has written extensively and 
influentially on a wide range of topics, not 
only in metaphysics but also in logic, philo­
sophy of language, and philosophy of mind. 
His work is unified by self-imposed constraints 
of a metaphysical character. Most ·import­
antly, he commits himself to what he calls 
the doctrine of 'Humean supervenience' -
that "all there is to the world is a vast mosaic 
of local matters of particular fact .... All else 
supervenes on that" (Lewis 1986a, pp. ix-x). 
Amongst 'all else' Lewis includes laws of 
nature, causal relations, persistence through 
time, mind and meaning, and much more 
besides (though chance, he admits, threatens 
to prove recalcitrant). However, Lewis de­
parts from David Hume in contending that 
this, the actual world, is not the only possible 
world there is, and for Lewis modal truths in 
this world depend on what is or is not the case 
in other possible worlds. Notoriously, Lewis 
advocates a full-blooded realism concerning 
the ontological status of non-actual possible 
worlds, regarding them as no different in kind 
from the actual world albeit spatio-tempor­
ally and causally isolated from it and from 
each other (Lewis 1986b, pp. 1-3). Accord­
ing to Lewis, indeed, 'actual' functions as an 
indexical expression rather like 'here' and 
'now' (Lewis 1986b), and consequently does 
not pick out any one possible world as having 
a privileged ontological status (contrast 
Leibniz's view that this world, being the best 
of all possible worlds, is the one which God 
uniquely chose to realize). 

Lewis's extreme brand of 'modal realism' 
has come under attack from many quarters 
and on various grounds. It is accused of 
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extravagance and violation of Ockham 's 
razor, though Lewis himself vigorously 
argues that alternative non-realist accounts 
of possible worlds do not work (Lewis 1986b, 
pp. 136-91). It is also often held against 
Lewis that, precisely because he makes 
modal truths in this world turn on happenings 
in other worlds causally isolated from us, he 
cannot give an adequate account of our 
knowledge of such modal truths (Stalnaker 
1988). More fundamentally, it is complained 
against Lewis's theory that it is simply not the 
case that what we believe when, say, we 
believe that Humphrey might have won the 
1968 presidential election has anything to do 
with supposed political goings-on in altern­
ative universes (Salmon 1988). A crucial 
feature of Lewis's theory is that individuals 
do not exist in more than one possible world, 
so that 'our' Humphrey is not transworld­
identical with any winning candidate in 
another world, but at best has a 'counter­
part' in another world who wins there. 

Lewis exploits his theory of possible worlds 
in giving interrelated and technically rigorous 
analyses of counterfactual conditionals, 
causation, and events (Lewis 1986a). He goes 
on to make use of the theory and of these 
analyses in exploring further metaphysical 
issues such as the problem of universals, the 
status of natural laws, the direction of time, 
and the persistence through time of continu­
ant objects, including persons. 
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Lipps, Theodor 
Theodor Lipps (1851-1914) was born in 
Wallhalben, near the Saar, the son of a 
Protestant pastor. After his studies in theo-
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logy, he studied philosophy and the natural 
sciences. He received his doctorate in 1874 
with his dissertation, Zur Herbartschen Onto­
/ogie, from the University of Bo_nn, where he 
also earned his habilitation in 1877. After the 
publication of his Grundtatsachen des Seelen­
lebens (1883), which was influenced by Rudolf 
Hermann Lotze (1817-81) and Wilhelm 
Wundt (1832-1920), Lipps was named extra­
ordinary professor in 1884. In 1890 he fol­
lowed a call to the University of Breslau, 
where he wrote the Grundziige der Logik, a 
work which later brought on the charge of 
psychologism. He was then called in 1894 to 
be successor to Carl Stumpf at the University 
of Munich, where he remained until the end 
of his life. 

Lipps always conceived psychology, the 
science of conscious experiences in general, 
as the fundamental science of philosophy. As 
descriptive psychology it investigates and 
analyses, with the help of the method of 
introspection, the immediately accessible, 
evidently given contents of consciousness. As 
explanatory psychology it traces the contents 
of consciousness to their real causes outside 
of consciousness. The charge of psycholo­
gism, put forward by both Edmund Husserl 
and Paul Natorp (1854-1924), was rejected 
by Lipps, in as much as psychology was 
conceived by him not as empirical but as the 
science describing the essences of the pro­
cesses of consciousness. Moreover, from the 
tum of the century he emphasized the distinc­
tion between subjective experiences of con­
sciousness on the one hand and the experi­
ence of objective requirements on the other. 
Such experienced objective requirements, as 
they appear in thought, serve as the basis of 
logic, and as they appear in volition and 
feeling as the basis of ethics and aesthetics, 
respectively. Lipps illustrated the essence of 
the experiences of requirement in his account 
of the concept of reason. 

After the tum of the century, the concept 
of 'empathy' ('Einfiihlung') gains increasing 
significance in Lipps's work. Thus it is used in 
the explanation of the possibility of know· 
ledge of the connection between inorganic 
and organic nature, of other human beings 
(social philosophy) and of art ('aesthetics of 
empathy'). Lipps defended his theory of 
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empathy against attacks in his final work, Zur 
Einfuhlung (1913). 

In metaphysics, the science of absolute 
reality, Lipps propounded a version of pan­
psychism. Behind the outer and inner world, 
there is considered to be an ultimate material­
spiritual world-basis, both matter and spirit 
being modes of a single absolute reality, 
which becomes progressively differentiated 
in world history. 
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Locke,John 
John Locke (1632-1704) was educated at 
Westminster School, London, and Christ 
Church, Oxford where he studied grammar, 
Greek, history, moral philosophy, and other 
such subjects. He also studied medicine and 
qualified as a doctor. He did not like the 
generally scholastic philosophy he en­
countered at Oxford, and a friend reported 
that "the first books, as Mr. Locke himself 
has told me, which gave him a relish of 
philosophical things, were those of Des­
cartes". Elected fellow of the newly formed 
Royal Society of London for the Improving 
of Natural Knowledge in 1668, he was closely 
connected with the 'new philosophy', and 
was a friend and correspondent of the natural 
philosophers Robert Boyle (1627-91) and Sir 
Isaac Newton. Known and active in public 
affairs from his connections with Lord 
Ashley, 1st Earl of Shaftesbury (1621-83), he 
wrote and published on a considerable vari­
ety of topics - not only various branches of 
philosophy, but also education, economics, 
and medicine. He is best known for his Essay 
Concerning Human Understanding (1960), 
and Two Treatises of Government (1690); but 
Lel/ers Concerning Toleration (1689-92), 
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Thoughts Concerning Education (1693), and 
Reasonableness of Christianity (1695) are 
important too. 

He aimed in his masterwork, the Essay, to 
"enquire into the Original, Certainty, and 
Extent of humane Knowledge". His aim was 
partly ethical. He wished to curb our im­
modest pretensions to knowledge "about 
things to which our understandings are not 
fitted" so that we will "learn to content 
ourselves with what is attainable by us in this 
state". So far as its origin goes, he roundly 
dismisses the idea that any knowledge is 
innate; nevertheless, though commonly 
known as an empiricist, he did not think that 
knowledge comes directly from experience. 
The ideas that experience directly provides 
are merely the materials of knowledge. 
Knowledge itself is a product of our reason 
which, either intuitively or demonstratively, 
discerns connections between ideas. 

But such knowledge has its limits: natural 
philosophy is not capable of being developed 
as a scientific body of knowledge such as 
geometry, and there is much about which we 
are ignorant: the constitution of matter, 
whether matter can think, what the essence 
of mind is, the relationship between body and 
mind. But our beliefs about the properties, 
powers, and operations of substances in the 
world are sufficient for everyday practical 
"Conveniences of Life". These limits to our 
knowledge should be of no concern to us. 
"Morality is the proper Science and Business 
of Mankind". Our real concern is with our 
duties and obligations to each other and to 
God. 

Natural philosophy has to use the "plain, 
historical method" of experiment and obser­
vation, and will never become a true science, 
because of our ignorance of the real essences 
of the substances such as gold and lead with 
which it deals. Locke understood these 
essences, not in terms of the scholastic doc­
trine of substantial forms which (along with 
Boyle) he firmly rejected, but in terms of the 
newly revived corpuscular theory of the 
ancient Greeks. Our ideas or nominal es­
sences of substances concern their observable 
properties and we have no knowledge that 
these properties are necessary features of 
them. On the other hand, we can know the 
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real essence of what Locke terms "modes .. 
such as geometrical figures; and, knowing 
them, we are in a position to demonstrate and 
prove their properties, not merely observe 
them. Moral ideas are modes too, and Locke 
thinks that morality, the proper business of 
mankind, could be developed into a demon­
strative science. 

The corpuscular theory connects with the 
distinction between primary and secondary 
qualities. The distinction is popularly associ­
ated with Locke's name but was not in fact 
due to him. Some such distinction was held by 
the ancient Greeks, and by others in Locke's 
century, such as Galileo and Boyle. Just as 
the pain that we feel resembles nothing in the 
pin that pricks us, so, Locke argues (in effect 
against the scholastic doctrine of sensible 
species), the same goes for all the other 
qualities that he terms "secondary", colours, 
tastes, and so on. What these are, in the 
objects themselves, are a certain arrange­
ment or "texture" of corpuscles which 
possess only the primary qualities of size, 
shape, solidity, mobility. 
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Logic 
I: The Syllogism 
A syllogism, according to Aristotle (Prior 
Analytics 24b18-22) is a piece of reasoning 
(A6yos) in which, certain things being pro­
posed, something other than them results of 
necessity from their being so; for example: 
'if A is affirmed of all B, and B of all C, 
necessarily A is affirmed of all C. 

The question of the ontological status of 
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the syllogism is not discussed by Aristotle. 
However, it is clear that a syllogism is neither 
an action of drawing an inference nor a 
disposition towards such actions. Rather, a 
syllogism is the content of such an action, in a 
sense which allows the same content to be 
shared between spoken, written, and mental 
reasoning. 

The syllogism was devised by Aristotle as 
a rigorous instrument with which to formu­
late demonstrations incorporating scientific 
knowledge about the species of naturally 
occurring things. Its underlying motivation 
thus included a metaphysics of natural kinds. 
But Aristotle's syllogistic as such is not 
committed to the existence of natural kinds 
or to the truth of those propositions about 
them which belong to Aristotelian science. 
Neither this metaphysics, nor any other, is 
required by the syllogistic. Indeed, it is one of 
the strengths of Aristotle's syllogistic that it is 
metaphysically neutral, in the sense that 
arguments whose premisses are based on 
non-Aristotelian metaphysical theories are 
expressible and assessable in it. 

The categorical propositions of the syllo­
gistic can be given an intensional inter­
pretation: 

A universal affirmative with subject A and 
predicate B is true iff there are natural 
kinds A and B corresponding to A and to B 
such that A is identical with, or is a species 
of, B. A particular affirmative with subject 
A and predicate B is true iff there are 
natural kinds A and B corresponding to A 
and to B, and there is a natural kind C, 
which is either identical with or is a species 
of A, and is either identical with or is a 
species of B. 
A particular negative is true iff its corres· 
ponding universal affirmative is not true; 
and a universal negative is true iff its corres­
ponding particular affirmative is not true. 

Though Aristotle himself substitutes natural­
kind terms for his syllogistic variables, he also 
substitutes other terms, including singular 
terms (e.g. Prior Analytics, 47b24-33) and 
negated terms. 

In addition, categorical propositions can 
be given an extensional interpretation: 
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A universal affirmative with subject A and 
predicate B is true iff there are classes A 
and B corresponding to A and to B such 
that A is non-empty and is included in B. 
A particular affirmative with subject A and 
predicate B is true iff there are classes A 
and B corresponding to A and to B, and 
there is a non-empty class C. which is 
included in both A and B. 
A particular negative is true iff its corres­
ponding universal affirmative is not true; 
and a universal negative is true iff its 
corresponding particular affirmative is not 
true. 

Aristotle's own substituends for his variables 
are not always consistent with this class 
interpretation. Sometimes (e.g. 26b3-10), 
they are mass-terms such as 'snow'. 

It should be noted here that the so-called 
existential commitment of categorical pro­
positions does not imply that only beings can 
be subjects of true affirmative propositions. 
This is shown by Prior Analytics, 49a23-4, 
where it is said to be not only true but 
demonstrable that the goat-stag is, as a non­
being, an object of knowledge. The con­
clusion of such a demonstration would take 
the form: 'Of the goat-stag there is know­
ledge that it is a non-being'. This is taken 
by Aristotle to be a true proposition about 
a non-being, the goat-stag. If it is a true 
proposition, then since knowledge is only of 
truths, the proposition 'The goat-stag is a 
non-being' is itself true, though it is about 
that same non-being, the goat-stag. It seems 
therefore that, for Aristotle, some things are 
non-beings; and affirmative propositions 
have only to be about something, not neces­
sarily about a being. 

Categorical propositions can also be given 
a mereological interpretation: 

A universal affirmative with subject A and 
predicate Bis true iff there are quantities of 
stuff A and B corresponding to A and to B 
such that A is a (possibly improper) part of 
B. A particular affirmative with subject A 
and predicate B is true iff there are quant­
ities of stuff A and B corresponding to A 
and to B such that there is a quantity of 
stuff C which is a (possibly improper) part 

of both A and B. A particular negative is 
true iff its corresponding universal affirm­
ative is not true; and a universal negative 
is true iff its corresponding particular af­
firmative is not true. 

Again, though Aristotle sometimes substi­
tutes mass-terms for his variables, not all his 
substituends are of this type. 

Thus, while Aristotle's syllogistic was 
motivated by a particular ontology, it is 
compatible with others, and even in its 
author's eyes it necessitates none, as is clear 
from the great variety of applications to 
which he puts it. 
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Logic 
II: Post-Medieval Logic (14th-17th 
Centuries) 

Post-medieval logic can only be understood 
in relation to late medieval logic, so this 
should be our starting-point. At the end of 
the 14th century there were roughly three 
categories of work available to those studying 
logic. The first category is that of comment­
aries on Aristotle's Organon, whether as a 
whole or in part. The second category is that 
of works on non-Aristotelian topics. These 
include the so-called parva logicalia, or 
treatises on supposition, relative terms, am­
pliation, appellation, restriction, and distri­
bution. To these could be added tracts on 
exponibles and on syncategorematic terms. 
Peter of Spain (c. 1210/20-77) is now the best­
known author of parva logicalia, but such 
authors as Thomas Maulvelt and Marsilius of 
Inghen were.almost as influential in the late 
14th and 15th centuries. Another group of 
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works belonging to the second category con­
sists of the so-called 'tracts of the moderns', 
namely treatises on consequences, obliga­
tions. and insolubles. There are also treatises 
on sophisms, on the composite and divided 
senses. and on proofs of terms, especially the 
well-known Speculum Puerorum by Richard 
Billingham (fl. c. 1350). The third and last 
category is that of comprehensive textbooks. 
The most famous example is the Summulae 
Logica/es of Peter of Spain, which gives a 
complete outline of Aristotelian logic, in­
cluding categories, syllogisms, topics, and 
fallacies; but John Buridan's Summu/ae, 
which was printed several times with a com­
mentary by John Dorp, and Paul of Venice's 
Logica Parva, which was to be very popular 
in Italy in the 15th and 16th centuries, must 
also be mentioned. All three categories of 
works had a role in the curriculum of the late 
medieval university, though the authors and 
tracts chosen varied from place to place. It is 
a mistake to think that Peter of Spain pro­
vided the only supplement to Aristotle, for in 
some places he was not read at all, and in 
other places only a part of his work was read. 
Moreover, when studied he was studied 
through the medium of later commentators. 

The medieval traditions of logical writing 
survived well into the 16th century, particu­
larly at Paris and the Spanish universities, 
though with considerable internal changes. 
Treatises on sophisms and on proofs of terms 
ceased to be written; whereas there was a 
sudden flurry of activity concerned with the 
various divisions of terms and with the op­
position of propositions, i.e. the logical re­
lations between different kinds of categorical 
proposition. These internal changes were 
not, however, sufficient to keep the tradition 
alive, and after about 1530 not only did new 
writing on the specifically medieval contri­
butions to logic cease, but the publication of 
medieval logicians virtually ceased. The main 
exceptions were the logical commentaries by 
(or attributed to) such authors as Thomas 
Aquinas and John Duns Scotus, which found 
a place in their Opera Omnia, and which 
benefited from a revived interest in the great 
medieval metaphysicians. 

The main changes in the teaching and 
writing of logic during the 16th century may 

have been due to the impact of humanism, 
and the revised educational system it pro­
duced. First, commentaries on Aristotle 
came to display a totally new style of writing. 
One reason for this was the influence of new 
translations of Aristotle, and new attitudes to 
the Greek text. Another reason was the 
gradual publication during the early 16th 
century of the Greek commentators on 
Aristotle's logic, Alexander of Aphrodisias, 
Themistius, Ammonius, John Philoponus, 
and Simplicius. A third reason was the new 
emphasis on Averroes (1126--98), which ex­
pressed itself in the great Aristotle-Averroes 
edition of 1550--2. The effects of these new 
factors can be seen in the commentaries on 
individual works of the Organon by such 
Italians as Agostino Nifo (c. 1469/73-c. 1546) 
and Jacopo Zabarella (1533-89), the latter of 
whom offered a particularly influential 
account of scientific method. They can also 
be seen in the Organon edition of Giulio Pace 
(1550--1635), which was first published in 
1584 and contained the Greek text side-by­
side with a new translation which was de­
signed not only to read well but also to 
capture the philosophical significance of 
Aristotle's words. The culmination of the 
new style of writing on Aristotle is found in 
the Commentarii in Universam Dia/ecticam 
Aristotelis by the Jesuits of Coimbra which 
appeared in 1606. This has aptly been de­
scribed as presenting a fusion of two late 
16th-century approaches to Aristotle, the 
philosophical one of Zabarella and the phi!0 • 

logical one of Pace. In addition it contains 
a wealth of material about different inter­
pretations of Aristotle found in the Greek 
and Arab commentators the medieval 

. ' cent writers such as Aquinas and more re 
• ' John Thomrsts such as Cajetan and 

Capreolus (c. 1380--1444). One finds 1:~ 
occasional reference to William OckhaIJl f 
Marsilius _of lnghen, but the perceptiO~e~s 
who constrtuted the important logical wri d 
of the Middle Ages had clearly chant~h 
radically since the beginning of the 1 

century. ar· 
Humanism can also be held at least P r­

tially responsible for the virtual disa1::al 
ance _of i_vorks on the specifically me 1a,va 
contnbuttons to logic, including the P 
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/ogica/ia, and for the replacement of medieval 
textbooks by textbooks in a completely new 
style. The disgust that humanists expressed at 
the barbarous language and twisted Latin of 
the scholastics was in itself a minor factor; 
and one must always remember that the most 
famous expressions of this disgust were con­
temporaneous with the enthusiastic recep­
tion of late 14th-century Oxford logic into 
Italian universities, where it held sway for at 
least a century. More important were the 
philosophical ideals that lay behind the work 
of Lorenzo Valla (c. 1405-57) and his fol­
lower Rudolph Agricola (c. 1443-85). As 
Lisa Jardine has argued (1977, 1988), both 
Valla and, to a lesser extent, Agricola were 
concerned to offer a logic which was linked 
with Cicero's academic scepticism rather 
than with Aristotelian certainties. They 
wished to present argumentative strategies 
for rendering plausible each of the two sides 
of an undecidable question, or for supporting 
one of them as, perhaps only marginally, 
more plausible than the other. They were 
thus drawn to consider a variety of non­
deductive strategies in lieu of the formal 
techniques which had dominated a large part 
of medieval logic, especially in the treatises 
on consequences, and in lieu of Aristotle's 
own syllogistic. Their attention was focused 
on the Topics which, especially as presented 
by Cicero (106-43 BC) and Quintilian (c. 35-
c. 96), seemed to offer a method of classifying 
these strategies by their key terms rather than 
by their form. At the same time, much of 
Agricola's concern was with the art of dis­
course as such, that is, with the problem of 
presenting and organizing complete argu­
ments and narrations, whether written or 
spoken. Logic, or as he preferred to call it, 
dialectic, was to be applied to all types of 
discourse, and hence to all areas of teaching. 
As a result of this interest both in persuasive 
techniques and in discourse as such, logic 
came to embrace much of what had tradition­
ally been regarded as belonging to rhetoric; 
and rhetoric came to be seen as concerned 
not with the invention of topics but with the 
ornamentation of discourse. 

These doctrines as presented in Agricola's 
De lnventione Dialectica /ibri Ires, first pub­
lished in 1515, turned out to be seductive. 

One of those who was considerably influ­
enced by Agricola was Philipp Melanchthon 
(1497-1560), whose logic text, first published 
in 1520 as Compendiaria Dialectices Ratio but 
replaced by two later versions, became very 
popular. In it we see how the insights of Valla 
and Agricola were transmuted to serve the 
textbook tradition. Melanchthon enjoyed the 
Agricolan emphasis on clarity of style and the 
use of literary allusions; he accepted the 
importance of the Topics and that part of 
logic called invention; and some remarks on 
order in the first version of this text grew into 
a full section on logical method as a way 
of ordering discourse. At the same time, 
Melanchthon was a convinced Aristotelian. 
The formal techniques he used were those of 
syllogistic, and his work included a discussion 
of the other standard Aristotelian subjects 
including the categories and the square of 
opposition for propositions. Indeed, the last 
version of his logic, the Erotemata Dialectices 
of 1547, seems considerably less Agricolan in 
tone than the earlier versions, though it 
retains references to Cicero and Quintilian. 

Another writer who was influenced by 
Agricola is Peter Ramus or Pierre de la 
Ramee (1515-1572), the most notorious 
logician of the 16th century. He is known 
both for his attacks on Aristotle and for the 
simplified logic presented in his Dia/ectique 
of 1555 (published in Latin in 1556 as 
Dialecticae /ibri duo), a work which enjoyed a 
remarkable publishing history. There were at 
least 262 editions, 151 of which appeared in 
Germany. The Dia/ectique had two parts. 
The first, on invention, covered the Topics; 
and the second, on judgement, presented a 
deliberately simplified version of the syllog­
ism followed by an account of method as a 
means of ordering in the arts and sciences. No 
reference was made to such standard material 
as the categories, the square of opposition, 
conversion, demonstration, and fallacies. On 
the other hand, the work is rich with quota­
tions from the poetry and prose of classical 
authors, which must have strengthened the 
impression among students that logic was 
both easy and fun. 

Whatever its attractions, the deficiencies 
of Ramus's book as a teaching tool became 
rapidly apparent to those seriously interested 
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in logic at the university level. As a result, a 
new school of textbook writers known as the 
Philippo-Ramists appeared in Germany in 
the 1590s. These authors had the aim of 
combining what was best in Ramus with what 
was best in the more Aristotelian work of 
Philipp Melanchthon. Thus they tended to 
restore all those parts of Aristotelian logic 
which Ramus had deliberately omitted. One 
important writer who can be seen as allied to 
the Philippo-Ramist school, though he is 
more frequently described as a systematic, is 
Bartholomew Keckermann (c. 1571/3-1609). 
Keckermann was primarily concerned to 
defend Aristotle and such Aristotelians as 
Zabarella, but he paid careful attention to 
Ramis! doctrines. He was particularly note­
worthy for his theoretical discussion of the 
notion of a system, and the criteria for 
determining whether a body of doctrine, such 
as logic or ethics, could properly be called a 
system. 

Another important group of textbooks 
from the latter half of the 16th century owed a 
smaller debt to the humanist logic of Rudolph 
Agricola and Peter Ramus, and is note­
worthy for an attempt to integrate certain 
parts of the specifically medieval contri­
bution to logic into a generally Aristotelian 
framework. I shall mention three such texts. 
The earliest, and most medieval in tone, is 
the Compendi11m Logicae by Chrysostom 
Javelli ( died c. 1538) which was first pub­
lished posthumously in 1551. Javelli retained 
discussion of such topics as the proofs of 
terms, and he also retained a number of 
sophisms and puzzle-cases from the medieval 
literature. He can therefore be described as a 
transitional author, representing an inter­
mediate stage between the old medieval 
textbooks and the Counter-Reformation 
texts of the Jesuits Francisco de Toledo 
(1533-96) and Peter of Fonseca (Pedro da 
Fonseca (1528--99)). Toledo's lntrod11ctio in 
Dia/ecticam was first published in 1561 in 
Rome; and Fonseca's Institution11m Dia­
/ecticarum libri octo was first published in 
1564 in Lisbon. The Jesuit Rati0St11diorum of 
1586 had recommended the Summ11/a of 
Fonseca for its breadth, clarity, relevance to 
Aristotle, and lack of sophistry; and in the 
Ratio Studiorum of 1599, Toledo was recom-

mended in addition to Fonseca. The two 
books share important features. Their main 
objective is to present standard Aristotelian 
logic. This material is supplemented with an 
account of certain medieval doctrines, 
specifically supposition theory, exponible 
propositions, and consequences, but the 
presentation of these doctrines is new. There 
is a complete absence of the sophisms which 
had formed a prominent feature of late 
medieval texts. There is also little discussion 
of problems caused for such operations as 
conversion by the presence of different 
linguistic structures. The highly technical 
language which struck the humanist as bar­
baric is gone, and, in Fonseca at least, there is 
a conscious attempt to use classical termino­
logy. All three texts were widely dissemin­
ated in Europe and, interestingly enough, all 
seem to have received their last printed 
editions in the 1620s. 

The features which came to characterize 
logic texts by the end of the 16th century 
might be summarized as follows: the appear­
ance of references to Greek textual scholar­
ship; the discussion of method, whether 
scientific method or method as a means of 
organizing discourse; the use of a more 
strictly Aristotelian framework than had 
characterized medieval texts; the disappear­
ance of strictly medieval doctrines with the 
possible exception of supposition theory, 
exponibles, and consequences; and the 
attempt to write teaching manuals which are 
simplified both in language and structure. All 
these features are found in such 17th-century 
texts as the Logicae Artis Compendium of 
Robert Sanderson (1587-1662/3) published 
in Oxford in 1615, and the Logica Ham­
b11rgensis of Joachim Jungius (1587-1657), 
first published in toto in Hamburg in 1638. 
There are exceptions such as the Ars Logica 
by John of St. Thomas (1589--1644) which 
was published in Alcala 1631-2, and which 
drew very heavily on such earlier Spanish 
writers in the medieval tradition as Domingo 
de Soto (c. 1494/5-1560); but such exceptions 
were rare. 

Why these changes came about is a difficult 
question to resolve. Humanism coexisted too 
long with medieval logic for humanism to be 
the sole explanation; and the return to 
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Averroes and Aquinas shows that mere revolt 
against anything medieval is not a sufficient 
explanation either. Changes in grammar 
teaching; changes in the relation of logic to 
the study of natural science; and changes in 
other parts of the university curriculum pre­
sumably have a good deal to do with the 
appearance of a new style of logic. So too do 
Reformation, Counter-Reformation, and the 
resulting changes in theological studies. The 
logic needed for the study of the Church 
Fathers and Aquinas's Summa Theologia 
was not that which had been needed to 
unravel Peter Lombard's (c. 1100--64) Sen­
tences. But a final answer to the question will 
have to await further research. 
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Logic 
III: 19th-Century English Logic 
Logic in the English-speaking world revived 
in the early 19th century, having been in 
eclipse for over a century due to the em­
piricists' contempt for 'trivial' syllogistic 
reasoning. This attitude survived in the work 
of J. S. Mill (1806--73). Deductive reasoning, 
he claimed, was 'merely verbal' and his 
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System of Logic (1843) made little contri­
bution to formal logic, its value lying in 
discussions of scientific method and philo­
sophy of language. 

The Elements of Logic (1826) of Richard 
Whately ( 1787-1863) revived interest in the 
details of traditional logic. It prompted influ­
ential work by Sir William Hamilton (1788-
1856), who developed earlier ideas about 
quantification of predicates. He encouraged 
efforts to extend traditional lists of valid 
argument forms and stressed the formulation 
of logic as a formal calculus. The stimulus this 
provided is easily underrated, as is the im­
portance he attached to careful extensional 
treatments of these forms of deductive 
reasoning. Augustus De Morgan (1806--71) 
was hampered by continuing to work within 
the syllogistic framework, but he invented 
the first modern notation for the logic of 
relations and developed the extensional 
approach by employing class names (and 
negative terms) within the classical approach 
to logic. 

The most important figure in these devel­
opments is George Boole (1815-64). Where­
as Hamilton and his followers were still 
motivated by philosophical concerns, their 
notations being perspicuous abbreviations of 
ordinary English, Boole brought mathemat­
ical precision and mathematical operations to 
logic. Aware that algebras can be studied in 
abstraction from particular interpretations, 
he developed algebras that could be used for 
the study of argument. Boolean algebra 
provided a stimulus to mathematical ap­
proaches to logic which abstract from imme­
diately philosophical concerns (indeed, a 
weakness of his systems was the inclusion of 
formulae with no intelligible interpretation). 
It proved possible to interpret his algebras 
not only as formalizing the logic of terms but 
also as a propositional logic, and assigning 
primary importance to propositional logical 
forms was another major innovation of late 
19th-century logic. John Venn (1834-1923) 
contributed to the philosophical understand­
ing of Boole's work, turning logicians' atten­
tion to issues of the existential import of 
terms within Boolean algebra. 

With Charles Sanders Peirce (1839-1914)­
an American but properly part of the history 
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of logic in English - further links with con­
temporary logic are evident. He developed 
algebraic approaches to the logic of relations 
and propositional logic and introduced a 
modern style of quantification - in fact claim­
ing that all conditional propositions were 
bound by a universal quantifier over cases. 
These algebras were developed more fully by 
Ernst Schroder (1841-1902). In later work, 
Peirce's search for a perspicuous logical 
notation led to a method of 'existential 
graphs' which in some respects resembles 
modern methods of natural deduction (or, 
some suggest, semantic tableaux). Unlike 
earlier 19th-century logicians, Peirce sought 
to formalize the reasoning of mathematicians, 
and he thus extended his logic to deal with 
continuity and with collections of different 
infinite cardinalities. Finally, moving beyond 
Boole, although Peirce's logic was properly 
formal and mathematical, he attempted to 
integrate it with his philosophical and onto­
logical position. 

Another major development, involving 
John Neville Keynes (1852-1949) among 
others, was a growing awareness of inten­
sional phenomena - a train of research cul­
minating in the formal work of C. I. Lewis 
(1883--1964). Mention should also be made 
of the idealist logic of F. H. Bradley (1846--
1924) and Bernard Bosanquet (1848-1923). 
Bradley embraced a holistic organic picture 
ofreasoning and judgement, and insisted that 
syllogistic patterns distorted the structure of 
judgement and inference, so that formal ap­
proaches to logic were partial and misleading. 
Although his writings may have challenged 
formal logicians to examine more closely the 
philosophical and ontological underpinnings 
of their views, they had little impact upon 
more recent developments in deductive logic. 
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Logic 
IV: Polish Logic 

The first serious contact of Polish scholars 
with modern formal logic took place in 1898, 
when Kazimierz Twardowski (1866--1938) 
lectured in Lvov on the new trends in logic. 
Twardowski's lectures were mainly devoted 
to the reform of Aristotle's syllogistic under­
taken by Franz Brentano on the basis of the 
view that all judgements are existential in 
form. But Twardowski also treated the 
algebra of logic as developed by George 
Boole (1815-64) and Ernst Schroder (1841-
1902). Twardowski was not a logician, but he 
prepared the ground for the development of 
logic in Poland by training his students in 
clear philosophical thinking and by pointing 
them in the direction of semantics, philo· 
sophy of language, and philosophy of 
science. Among Twardowski's students were 
many future logicians and philosophers very 
close to logic, including Jan Lukasiewicz 
(1878-1956), Kazimierz Ajdukiewicz (1890--
1963), Tadeusz Czezowski (1889-1981), 
Tadeusz Kotarbiriski (1886--1981), and 
Zygmunt Zawirski (1882-1948). In 1910 
Stanislaw Lesniewski (1886--1939) came to 
Lvov to complete his Ph.D. thesis under 
Twardowski's supervision. Another logical 
group grew up in Cracow. It consisted mainly 
of mathematicians, including Stanislaw 
Zaremba (1863-1942), Jan Sleszyriski (1854-
1931), and Witold Wilkosz (1891-1941). 
Leon Chwistek (1884-1944), a philosopher 
by training, also belonged to the Cracow 
logical circle. 

Lukasiewicz was the first of TwardoW· 
ski's students who became a professional 
logician. He was appointed professor of 
philosophy at Warsaw University in 1915 and 
his lectures on logic there were especially 
welcomed by the Warsaw mathematicians. 
According to the programme of the Polish 
mathematical school, also organized just at 
that time, the main interests of Polish math· 
ematicians should be centred on set theory• 
topology, and their applications. Thus this 
programme stressed also the role of math· 
ematical logic and foundations. 

Lesniewski and Kotarbiriski were given 
chairs in Warsaw University in 1919; the 
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chairs of Lukasiewicz and Lesniewski 
were located in the Faculty of Mathematics 
and Science. Together with mathematicians 
such as Waclaw Sierpinski and Stefan 
Mazurkiewicz, Lesniewski and Lukasie­
wicz trained a group of logicians which in­
cluded: Alfred Tarski (1902-83), Adolf 
Lindenbaum (1904-41/2), Mordechaj Wajs­
berg (1904-39/45), Stanislaw Jaskowski 
(1906--65), Boleslaw Sobocinski (1906--80), 
Moses Presburger (c. 1904-39/45), Jerzy 
Slupecki (1904-87), and Andrzej Mostowski 
(1913--75). Taken together, Lesniewski, 
Lukasiewicz, and their pupils form the 
famous Warsaw School of logic. Of all 
students of Lesniewski and Lukasiewicz, 
Tarski quickly became the third pillar of the 
school. 

Due to Kotarbinski's activity, logic had 
also a very strong position among young 
philosophers in Warsaw. He trained, among 
others, Janina Hosiasson (later Mrs Linden­
baum, 1899-1942), Janina Sztejnbarg (later 
Mrs Kotarbinski, born 1901), Edward 
Poznanski (1901-76), and Aleksander 
Wundheiler (1902-57). All of these worked 
in the philosophy of science. Czeslaw 
Lejewski (born 1913), Henryk Hiz (born 
1917), and Jan Kalicki (1922-53) formed the 
last generation of logicians connected with 
the Warsaw logical circle; they completed 
their studies just before or even during World 
War II. 

The potential of the Cracow group was 
unfortunately never realized and this circle 
practically died out in the 1930s. This was not 
least because the mathematicians in Cracow 
typically had very limited interests in logic. 

In 1930 Chwistek was given a chair in 
mathematical logic at Lvov University. He 
organized a group of logicians in which 
Wladyslaw Hetper (c. 1900-39/45) and J6zef 
Pepis (c. 1900-39/45) were the most gifted 
thinkers. Moreover, Twardowski was still 
active as a teacher even in the 1930s, and 
with Ajdukiewicz he trained at Lvov many 
philosophers, including Izydora Dambska 
(1904-83), Maria Kokoszynska (1905-80), 
and Henryk Mehlberg (1904-78), who 
worked in semantics, philosophy of science, 
and philosophy of language. 

The Polish logical community was also 
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joined by several priests, including Father 
Jozef M. Bochenski (born 1902) and Father 
Jan Salamucha (1903--44). 

Classical Sentential Logic. This, above all, 
was the speciality of the Warsaw School, and 
especially of Lukasiewicz who, together 
with Tarski, Lindenbaum, Sobocinski, and 
Wajsberg, formulated numerous axiomatic 
bases for the sentential calculus. Perhaps 
Lukasiewicz's axiomatics with implication 
and negation as primitives became the 
best known. A special direction of research 
in the Warsaw School consisted in looking 
for the simplest formalization of logic. This 
led to the search for mutually independent 
axioms based on a minimal number of 
primitive terms and axioms, and also the 
search for shortest possible axioms. 
Lukasiewicz proved that the sentential 
formula DDpDqrDDpDrpDDsqDDpsDps 
can serve as a sole axiom of sentential logic 
based on D ( one of the two so-called Sheffer 
functors), and that no shorter axiom is pos­
sible. The sentential calculus with variable 
functors, a very powerful system of sentential 
logic due to Lukasiewicz, also deserves 
attention. This system, like Lesniewski's 
protothetic, could be called an absolute clas• 
sical sentential logic, since the principle ot 
bivalence is among its theses. Finally, 
Jaskowski worked out a natural deduction 
system for the sentential calculus and also for 
first-order logic. 

Lukasiewicz invented in the early 1920s a 
special logical notation in which no punctua­
tion symbols (parentheses or dots) occur; the 
above axiom for the D-calculus is expressed 
in Lukasiewicz's (also known as 'Polish' or 
'bracket-free') notation. This symbolism 
fairly reflects more general views of the 
Warsaw School concerning economy and 
simplicity as properties of good logical 
systems. 

The Warsaw School also investigated so­
called partial sentential calculi, i.e. calculi 
based on only certain sentential functors not 
sufficient to define all possible logical con­
stants of sentential logic. Lesniewski, 
Lukasiewicz, Sobocinski, and Wajsberg 
proposed several versions of the equivalen­
tial calculus. Formalizations and axiomati­
zations of sentential logic based on implica-



LOGIC IV: POLISH LOGIC 

lion as the sole connective are due to 
Lukasiewicz, Tarski, and Wajsberg. 

Many-Valued Logic. This is commonly 
regarded as one of the major achievements 
of the Warsaw School, particularly of 
Lukasiewicz. He was here very strongly 
motivated by philosophy, especially by con­
siderations about the principle of bivalence -
every sentence is either true or false - as the 
metalogical counterpart of the ontological 
principle of determinism. Rejecting bi­
valence therefore opens the way logically for 
indeterminism. For Lukasiewicz, sentences 
about the future (cf. Aristotle's famous ex­
ample 'there will be a sea battle tomorrow') 
provide a logical laboratory in which various 
intuitions about bivalence and its connections 
with determinism could be checked. Sen­
tences about the future, Lukasiewicz argues, 
are neither true nor false; they have a 'middle' 
logical value. In 1918-20, Lukasiewicz com­
pleted the first formal system of three-valued 
logic. Together with Tarski, Wajsberg, 
Sobociriski, Lindenbaum, and Slupecki he 
then developed finitely and infinitely valued 
logics, both axiomatic and also matrix based. 

Modal Logic. Lukasiewicz believed that 
modal logic had to be an extension of many­
valued logic. His first system of many-valued 
logic is based on the assumption that the 
middle logical value can be identified with 
possibility. However, Lukasiewicz did not 
complete his first attempt to base modal logic 
on three-valued logic. He came back to this 
problem in the 1940s and 1950s and proposed 
a new system of modal logic based on a four­
valued logic and containing rules of rejection 
as separate rules of inference. This system, 
known as the L-system of modal logic, has 
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Other Logical Systems. Jdkowski, Wajs­
berg, Tarski, and Lukasiewicz formulated in 
the 1930s, 1940s, and 1950s several axiom 
systems for intuitionistic logic and obtained 
many important metalogical results concern­
ing intuitionistic (sentential) logic. Jaskowski 
found an adequate matrix for intuitionistic 
logic; this matrix is denumerably infinite. 
Wajsberg proved the so-called separation 
theorem, which states that each consequence 
deducible from the axioms of the intuition­
istic sentential calculus is deducible just from 
those axioms which, in addition to implica­
tion, include only the sentential connectives 
that occur in the consequence itself. Tars~i 
proved that the classical sentential calculus 1s 
the only consistent and complete extension of 
the intuitionistic sentential calculus and gave 
a topological semantics for the latter. 
Lukasiewicz proved a very surprising result 
that the intuitionistic sentential calculus con­
tains the classical one as proper part: 1:he 
proof was possible because Lukasiewicz 
used intuitionistic logic with variable func­
tors. This result thereby shows the power ~f 
variable functor logics. The discursive logic 
developed by Jaskowski in the !940~ and 

1950s is an early system of paracons•5tent 
logic. 

Polish logicians had little interest in ~re-
d. 1 . . stigauons 
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Lewis-style modal systems, entirely exten­
sional modal logic. This corresponds to the 
view, widespread in Poland, that logic should 
be entirely extensional. Several logicians in 
Warsaw did, however, contribute to Lewis­
style systems. Wajsberg and Tarski worked 
out topological and algebraic semantics for 
modal logic, Sobociriski proved the equival­
ence of several modal logics (for instance 
Feys's system Twith von Wright's system M), 
and defined the so-called K family of modal 
logics. 

a theory of part and whole. 5 h0 ol of 
It is indubitable that the Warsaw . ch Jogic. 

logic played the central role in ~011warsaW, 
Of the work of the logicians outside Jllpared 
onlythatofChwistekmaybefairlYco w Jogi­
with the achievements of the ~ars;eJllPted 
cians. Chwistek, like Lesniewski, ~t founda­
to formulate a complete systeJll O JllPt con: 
tions of mathematics. His first atte s J-Jenn 
sisted in combining ideas of Ju: Jttlssell. 
Poincare ( 1854-1912) and Bertran orY and 
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proposed a version of the simple theory of 
types. In the 1930s, Chwistek worked also on 
what he called rational metamarhemarics, a 
radically nominalistic system of logic and 
foundations of mathematics. 

Metalogic, Metamathematics and Se­
mantics. The work of the Warsaw logicians 
on particular logical systems gave rise in turn 
to metalogical research, and, especially in the 
work of Tarski, to general metamathematics. 
I:.ukasiewicz, Tarski, Wajsberg, Linden­
baum, Sobocinski, and Slupecki proved 
many metatheorems on sentential calculi 
( completeness, consistency, independence of 
axioms) and defined several important con­
cepts of metalogic, especially the concept of 
logical matrix. Tarski worked out the axio­
matic theory of logical consequence and the 
general theory of logical systems. He also 
made precise various metamathematical con­
cepts (of completeness, consistency, logical 
consequence, and so on). Of particular re­
sults, Lindenbaum's theorem on consistent 
and complete extensions of formal systems, 
Presburger's result that arithmetic with addi­
tion is complete, and Ajdukiewicz's dis­
covery (under the influence of Lesniewski) 
of categorial grammar are of special 
importance. 

Tarski's semantic theory of truth is un­
doubtedly the most important single achieve­
ment of Polish logic. Moreover, Tarski 
formulated a general condition for doing 
semantics: the semantic theory for a language 
L has to be done in a metalanguage ML 
which is essentially stronger than L. This 
condition blocks semantic paradoxes. 
Tarski's semantic works created a new para­
digm of logic and initiated model theory in 
logic. 

History of Logic. Lukasiewicz advanced 
the idea of studying the history of logic via 
concepts and methods of mathematical logic 
combined with a philological analysis of 
historical sources. The realization of this 
programme by I:.ukasiewicz himself and 
other Polish logicians. especially Bochenski 
and Salamucha, resulted in revolutionary 
achievements. In particular, it enforced 
crucial revisions of earlier histories of logic 
such as, for example, that of Carl Prantl. 
Lukasiewicz demonstrated that Stoic logic 
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was just a logic of sentences and not a logic 
of terms. Important research was also 
done concerning Aristotle's syllogistic and 
its modern interpretations (Lukasiewicz, 
Ajdukiewicz, Bochenski, Jaskowski), medi­
eval logic (Lukasiewicz, Bochenski, Sala­
mucha), history of modal logic (Bochenski), 
and ancient semiotics (Dambska). 

Philosophy of Logic and Mathematics. 
Chwistek's circle defended a radical nominal­
istic logicism; logic and mathematics must 
be, according to Chwistek, subordinate to a 
nominalistic philosophy of formal sciences. A 
similar view was represented by Lesniewski 
who, moreover, regarded logic as the general 
theory of being. 

Other Polish logicians, especially repres­
entatives of the Warsaw School, were, how­
ever, rather moderate in expressing their 
philosophical opinions on the nature of the 
formal disciplines. Although they essentially 
contributed to proof theory, the theory of 
logical types and intuitionistic logic, they 
normally abstained from philosophical as­
sessments of formalism, logicism, intuition­
ism, etc. This attitude sometimes resulted in a 
sort of cognitive dissonance. For instance, 
Tarski used metamathematical tools consist­
ent with Platonism but he privately ex­
pressed strong sympathies with nominalism. 
Owing to this liberal attitude with respect to 
fundamental controversies in philosophy of 
logic and mathematics, the Warsaw School 
could take up without prejudice those invest­
igations that were interesting from a purely 
logical point of view. 

Logic itself did, however, influence many 
views held by Polish philosophers. For in­
stance, Kotarbinski's reism was very strongly 
influenced by logic and the same holds of 
Ajdukiewicz's radical conventionalism and 
his semantic epistemology. 

Radical conventionalism is a standpoint 
concerning the role of language in our know­
ledge. This philosophical view is based on the 
assumption that advanced knowledge, which 
is for Ajdukiewicz represented by science, is 
coded by languages which are both closed 
and connected. Roughly speaking, a lan­
guage L is closed, if any enrichment of its 
vocabulary by new expressions leads to a 
change of meanings of its old words. A 
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language is connected, if every subclass of its 
expressions has a meaning-connection with 
remaining expressions of this language. The 
total class of meanings of expressions of a 
closed and connected language is called 
by Ajdukiewicz a conceptual apparatus. 
Ajdukiewicz argues that two arbitrary con­
ceptual apparatuses are either identical or 
mutually non-translatable. Now, radical con­
ventionalism claims that an assertion or re­
jection of a scientific statement is always 
made relative to a fixed conceptual appar­
atus. Thus if we change our conceptual 
apparatus we can abstain from accepting 
certain (earlier accepted) statements, even 
when the experiential data are the same. 
Obviously, Ajdukiewicz's idea of closed and 
connected languages was motivated by 
opinions about logical languages current in 
the 1920s. 

Ajdukiewicz's semantic epistemology is an 
attempt to draw ontological conclusions from 
epistemological assumptions. It is based on 
the following observation. Tarskian semant­
ics shows us how to pass from statements 
about a language to statements about objects 
which the language speaks about. By analogy, 
we can ask how to pass from statements about 
knowledge to statements about the objects of 
knowledge. Tarski's analysis indicates that 
the transition from sentences about a lan­
guage to sentences of this language requires 
a metalanguage which contains semantic 
terms. By analogy, the transition from the 
language of epistemology to the language of 
ontology is possible only in a language which 
contains names of thoughts as well as names 
of the things which these thoughts refer to. 
In particular, the objections of idealists (for 
instance, George Berkeley) against realists 
are simply ill-founded, since the former use 
languages in which there occur only names of 
thoughts. The idealistic language resembles 
the language of syntax. Due to the fact that 
semantics in general is not definable in syn­
tax, the idealists are not able to express 
realistic claims in their own language and 
hence they are not able to mount an effective 
criticism of realism. In this and other ways 
the philosophical and metaphilosophical 
views introduced to Polish philosophy by 
Twardowski were essentially strengthened 
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by contacts of Polish philosophers with 
mathematical logic. 
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JAN WOLE~SKI 

Logic 
V: Higher-Order Logics 
Higher-order logic goes beyond first-order 
logic in allowing quantifiers to reach into the 
predicate as as well as the subject positions 
of the logical forms it generates. A second 
feature, usually excluded in standard formu­
lations of second-order logic, allows nominal­
ized forms of predicate expressions ( simple 
or complex) to occur in its logical forms as 
abstract singular terms. (E.g., 'Socrates is 
wise', in symbols W(s), contains 'is wise' as a 
predicate, whereas 'Wisdom is a virtue', in 
symbols V(W), contains 'wisdom' ~s a 
nominalized form of that predicate. 'Bemg a 
property is a property', in symbols P(P), ~r 
with 1'.-abstracts, P(1'.xP(x)), where 1'.xP(x) '.s 
read 'to be an x such that x is a property , 
contains both the predicate 'is a property' a~d 
a nominalized form of that predicate, viz. 
'being a property'. Frege's well-known 
example, 'The concept Horse is not ,a con­
cept', contains 'the concept Horse as ,.3 
nominalized form of the predicate phrase is 

a horse'.) 
In nominalism where predicate ex-

. ' universals 
press1ons do not stand for any d 
beyond themselves, excluding the sec~n 
feature is taken as a way to express the view 



467 

that nominalized predicates denote nothing 
and therefore are pointless in logical syntax. 
Most nominalists, intent on avoiding the 
ontological commitments of using predicate 
quantifiers, eschew even the first or essential 
feature as well; but such commitments can be 
avoided in a second-order logic where predi­
cate quantifiers are interpreted only substitu­
tionally, e.g. as having only first-order 
formulas as their substituends. Certain con­
straints must then be imposed on the com­
prehension principle (which determines 
when a formula qualifies as a substituend for 
a predicate variable), and the result of im­
posing those constraints is what is known as 
standard predicative second-order logic. The 
constraints simply exclude any formula con­
taining a bound predicate variable from being 
a substituend for such a variable. (These 
constraints may also be extended to a 
nominalistic interpretation of standard rami­
fied second-order logic.) What is excluded by 
such a nominalistic interpretation is valid­
ation of an 'impredicative' comprehension 
principle where formulas containing bound 
predicate variables would be qualified as 
legitimate substituends of those same predic­
ate variables. Such an exclusion amounts to 
a version of the vicious circle principle, which 
for nominalism means that no predicate can 
be defined or specified in terms of a totality 
(such as the formulas that are the substitu­
ends of bound predicate variables) to which it 
belongs. 

Gottlob Frege was the first to formalize a 
version of higher-order logic, initially, in his 
Begriffssclzrift, with just the first feature of 
predicate quantifiers, but subsequently, in 
his Gr1111dgesetze, with the second feature as 
well, where nominalized predicates as ab­
stract singular terms are represented in terms 
of his notation for value-ranges (Wertver­
liiufe). That a nominalized predicate in 
Frege's logic denotes a value-range (or class 
in the case of a monadic predicate), and not a 
property or relation ( as the above examples 
indicate is its purport in natural language), is 
a consequence of Frege's commitment to an 
extensional logic. That commitment in turn is 
a consequence of the nature of the concepts 
and relations that Frege took to be the values 
of his bound predicate variables. In both his 
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initial and his subsequent logic, in other 
words, Frege's interpretation of predicate 
quantifiers is not substitutional. and there­
fore not nominalist, as is easily seen in the 
fact that an impredicative comprehension 
principle is provable (and therefore validated 
as a logical truth) on the basis of his logic for 
those quantifiers. The concepts and relations 
that he took to be the values of the predicate 
variables bound by such quantifiers, or that 
such variables were said to 'indicate indef­
initely' (unbestimmt andeuten), were not 
taken as universals in a fundamental sense, 
however, but were identified instead with 
functions from objects to truth-values. That 
is, it was in terms of the ontological nature of 
functions, and of functions from objects to 
truth-values in particular. that Frege ex­
plained the predicative nature of concepts ( or 
what he also called properties) and relations, 
and it was because of that identification, or 
ontological reduction, that he was committed 
to an axiom of extensionality. Nevertheless, 
as entities that can be predicated of object! 
( even if only in the sense of functions that earl 
be applied to objects as arguments), Frege's 
concepts and relations are universals. 

Predicates, accordingly, stand for univer­
sals in Frege's logic, but they do not stand for 
universals in the same sense that singular 
terms denote objects (though Frege calls 
both the universals that predicates stand for 
and the objects that singular terms denote 
Bedeut1111gen). This difference in semantic 
content between predicates and singular 
terms corresponds to their different syntactic 
roles as unsaturated and saturated ex­
pressions, respectively; and that difference 
led Frege to explain the semantic difference 
in terms of an ontological difference between 
the unsaturated nature of the concepts and 
relations that predicates stand for and the 
saturated or self-subsistent nature of the 
objects that singular terms, including 
nominalized predicates, denoted. It is the 
unsaturated nature of predicates ( as linguistic 
functions), and of the concepts and relations 
that they stand for (as functions from objects 
to truth-values), according to Frege, that 
explains their role and significance in pre­
dication. 

First-order quantifiers, according to Frege, 
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stand for second-level concepts within which 
the first-level concepts and relations that 
predicates stand for fall. (E.g., that there 
exists a horse, in symbols (~)H(x), means 
that the first-level concept Horse falls within 
the second-level concept of objectual exist­
ence.) Second-level concepts themselves fall 
within third-level concepts, which in turn fall 
within fourth-level concepts, and so on ad 
i11ft11i111m. Frege did not include a symbolic 
representation of all higher-level concepts in 
his logical grammar, however, but kept it 
strictly second order. This was because he 
assumed that all higher-level concepts and 
relations could be represented in a certain 
manner by first-level concepts and relations 
(as described in second-order logic with 
bound predicate variables ranging over those 
concepts and relations), and that from a 
logical point of view all that could be said in 
terms of higher-level concepts and relations 
could already be said in terms of first-level 
concepts and relations and the objects that 
fall under them, including especially the 
objects denoted by nominalized predicates as 
abstract singular terms. All of higher-order 
logic, in other words, was to be expressed 
through the formal theory of predication of 
an impredicative second-order logic with 
nominalized predicates as abstract singular 
terms. The logic itself was to be based on the 
distinction between the unsaturated nature of 
the first-level concepts and relations that 
predicates stand for and the saturated nature 
of the objects that their nominalizations and 
other singular terms denoted. 

Frege's distinction between predicate ex­
pressions and their nominalizations as ab­
stract singular terms is also fundamental in 
any form of co11ceptuafism in which concepts, 
including relational concepts, are unsatur­
ated cognitive structures (e.g. cognitive 
capacities whose saturation or realization 
results in mental acts instead of Fregean 
truth-values). Frege's first-level concepts 
would then be replaced by predicable con­
cepts (as cognitive capacities to characterize 
and relate objects in various ways), while his 
second-level concepts ( or rather those repres­
ented by common noun or restricted quan­
tifier phrases) would be replaced by refer­
ential concepts. In such a conceptualism, 
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predicable and referential concepts, when 
jointly applied, mutually saturate each other 
(in a kind of mental chemistry) and result in a 
mental act, and, if overtly expressed, in a 
speech act as well. Predication in language 
and thought, in other words, is grounded in 
speech acts and judgements, where concepts 
are cognitive structures and not functions 
from objects to truth-values, and con· 
sequently where there is no commitment to 
an axiom of extensionality as there is on 
Frege's account. Still, as in Frege's logic, 
nominalized predicates cannot denote the 
concepts that the predicates in question stand 
for (since as unsaturated cognitive structures 
the latter are not 'things' or objects); but they 
need not for that reason be rejected as part of 
logical syntax and may instead be taken as 
denotationless singular terms. (Peter Abelard 
might be described, or at least logically 
reconstructed, as such a conceptualist, rather 
than as a nominalist, since he agrees that 
things may fall under the same intelligible 
universal, even though that universal is not a 
'thing'.) In conceptual Platonism, on the 
other hand, nominalized predicates do de· 
note, but instead of the extensional value· 
ranges (or classes) that Frege took thern ~o 
denote, they are interpreted as denoting t e 
Properties and relations that are the inten· 

re· 
sional contents of the concepts that the P 1 
d. . . ceptua 1cates m quest10n stand for. A con bY 
Platonist is in this way able to explain hoW ble 
means of our conceptual abilities we are a n· 
to lay hold upon the intensions of our co 
cepts by starting out from those conceptS•n-

Whether Abelardian or Platonist, a co st 

ceptualist, unlike a Fregean realis~, rn:he 
respect certain constraints regarding nd 

. n a 
human capacity for concept-formall0 d do 
those constraints, it is commonly argu~ ~·ve 
not permit validation of an impred1c\~is 
comprehension principle. That is. on rd· 
. f . b . acco view, concept- ormat10n must e 1n no 

ance with the vicious circle principle th~ty 10 
concept can be formed in terms of a totall~ in 
whi~h it be(ongs. This is what is argu~is/1'• 
particular m constructive co11ceptll03tion 
where the constraints on concept-for~ ative 
lead to a non-standard or 'free' prediC•fied) 
second-order logic (which may be ralfll eed 
where not all predicate expressions n 
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stand for a concept. Which predicate ex­
pressions do stand for a concept in such a 
logic is determined by meaning postulates (in 
applied forms of the logic) and the restricted 
comprehension principle describing the laws 
of compositionality for concept-formation in 
that logic. In holistic conceptualism, on the 
other hand, impredicative concept-formation 
is possible (such as the concept of a least 
upper bound in mathematical analysis), and 
the constraints of constructive conceptualism 
apply only to the construction of the so-called 
predicative concepts. Holistic conceptual­
ism, in other words, goes beyond construct­
ive conceptualism, and it does so by allowing 
for an idealized transition to a limit of the 
comprehension principles of ramified con­
structive conceptualism where, by holistic 
closure, impredicative concept-formation 
becomes possible. 

Both constructive and holistic conceptual­
ism can allow for a Platonist interpretation 
of nominalized predicates, but because our 
grasp of the intensional objects (i.e. the 
properties and relations) denoted by such 
abstract singular terms is mediated by the 
concepts whose contents they are, the result 
will lead either to a realist version of the 
vicious circle principle ( as an ontological 
thesis about the existence of abstract objects 
as the contents of predicative concepts) or 
to an epistemological distinction between 
the constructive knowability of the Platonic 
forms that are the contents of predicative 
concepts as opposed to the non-constructive 
knowability of those that are the contents of 
impredicative concepts. 

Traditional Platonism holds that what 
nominalized predicates denote as abstract 
singular terms are the same universals that 
those predicates otherwise stand for in their 
role as predicates. Bertrand Russell de­
fended such a Platonist view in his Principles, 
but he left unexplained there how the same 
universal, e.g. a relation, can occur in a 
proposition both as a term (or logical subject) 
and as a relating relation ( even though not as 
both in any single occurrence). Later, in his 
logical atomist phase, Russell denied that 
a relation could occur otherwise than as 
relating; but he also denied that nominalized 
predicates could occur as abstract singular 
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terms of what he then took to be his logically 
perfect language ( which turns out to be a 
version of ramified second-order logic). 

Russell's official higher-order logic is not 
the second-order theory he was committed to 
in his philosophy of logical atomism, how­
ever, but the full logic of ramified types 
described in Principia Mathematica. The de­
velopment of this logic arose out of Russell's 
attempt to overcome his famous paradox, 
which applied to the second-order logic that 
Frege described in his Grundgesetze as well 
as to the implicit second-order logic with 
nominalized predicates that Russell had in 
mind at the turn of the century when he first 
began to write his Principles. The solution, 
according to Russell, was to partition the 
totality of universals into an infinity of dif­
ferent logical types, and to represent each 
such logical type by a different type of 
predicate variable subject to its own laws of 
quantification. 

Russell got the idea of his first theory of 
types from Frege's hierarchy of concepts, 
which he modified by his rejection of Frege's 
view of the unsaturated nature of concepts 
and by identifying the levels of concepts in 
Frege 's hierarchy with the ranks of sets in 
Georg Cantor's hierarchy (and thereby in 
effect replaced Frege's predication nexus by 
an intensional form of the membership rela­
tion, viz. an exemplification relation for 
which the axiom of extensionality fails). In 
his later theory of types Russell included a 
further modification whereby each of the 
levels of concepts of Frege's hierarchy was to 
be ramified into yet a further hierarchy 
of 'orders'. (E.g., the property of having 
all the first-level/first-order properties of a 
great general is a first-level/second-order 
property that concrete individuals ( objects of 
level zero) can have through having all the 
first-level/first-order properties of a great 
general.) But this further ramification, as 
F. P. Ramsey later noted, is not needed 
to resolve Russell's paradox, and the con­
straints it imposes on the types of universals 
that can be said to exist are inappropriate in 
the kind of traditional Platonist or logical 
realist ontology that Russell claimed he was 
advocating at the time of the development of 
this logic. In fact, in order to achieve the 
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reduction of mathematics that he claimed 
was the primary goal of his logical realism, 
Russell was forced to assume a special axiom 
of reducibility that was designed precisely to 
overcome and nullify those constraints. 

Though Russell was a traditional and not 
a conceptual Platonist (in the period in 
question), much of the philosophical motiva­
tion for his theory of ramified logical types can 
be explained in terms of the constraints 
of constructive conceptualism regarding the 
logic of predicate quantifiers together with a 
Platonist interpretation of nominalized pre­
dicates as abstract singular terms. The theory 
of simple logical types (which drops the 
ramification of levels into orders and assumes 
an impredicative comprehension principle) 
that was subsequently favoured by Ramsey 
and others can be similarly explained in terms 
of holistic conceptual Platonism. This means 
that the infinity of different ramified logical 
types that Russell imposed on his logical 
syntax, and thereby on his Platonist ontology 
as well, can be collapsed in Frege's manner 
into a non-standard or 'free' ramified second­
order logic with nominalized predicates as 
abstract singular terms and interpreted as in 
constructive conceptual Platonism. Similarly 
the infinity of simple logical types that 
Ramsey and others adopted instead can be 
collapsed into an impredicative second-order 
logic with nominalized predicates and in­
terpreted as in holistic conceptual Platonism. 
Both versions of conceptual Platonism have 
been shown to be equiconsistent with their 
counterpart theory of logical types, and there­
fore both are free of the paradoxes to the 
same extent. Both, moreover, because of the 
unsaturated nature of concepts as cognitive 
structures and the saturated nature of the 
intensional objects (i.e. the properties and 
relations) that are the contents of those 
concepts, are also free of Russell's problem 
of explaining how the same universal can 
have a predicable as well as an individual 
nature; and, for the same reason, both are 
also free of confusing Frege 's hierarchy of 
concepts with Cantor's hierarchy of sets. In 
this regard, conceptual Platonism provides 
an ideal philosophical framework for higher­
order logic within which both Frege 's and 
Russell's insights can be accommodated with-
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out the undesirable features or consequences 
of the frameworks originally assumed by 
either Frege or Russell. 
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Logic 
VI: Free Logic 

Free logics are logics devoid of existence 
assumptions with respect to their terms but 
whose quantifiers, nevertheless, have exist­
ential force. Despite anticipations in the first 
half of the 20th century (for example, in the 
work of J. B. Rosser) - and even earlier (for 
example by Bernhard Piinjer (185~5)) -
concentrated philosophical and technical 
study dates only from the mid-1950s. Now in 
abundant supply, they are an important 
development not only in the logic of terms 
but also in formal ontology. Their genesis and 
leading principles may be explained as 
follows. 

In the Port-Royal theory of immediate 
inference which derived ultimately froJII 
Aristotle, inferences from a statement of the 
form 

A: All Sare P 

to a statement of the form 

/: Some Sare P, 

and from a statement of the form 

£: No Sare P 
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to a statement of the form 

0: Some Sare not P, 

were counted valid. Here 'S' and 'P' are 
place-holders for general terms, terms which 
are true ( or false) of each of possibly many 
objects. Moreover, inferences from an A 
statement to the negation of the correspond­
ing O statement (and vice versa), and from an 
E statement to the negation of the corres­
ponding / statement (and vice versa), were 
also counted valid. 

It is well known that when A and E 
statements are interpreted as universal con­
ditionals and / and O are interpreted as 
existential conjunctions, both A to I and E to 
O inferences, but not A to the negation of 0 
inferences (and vice versa) and E to the 
negation of I inferences (and vice versa), 
break down unless the place-holder 'S' is 
restricted to non-empty general terms -
general terms true of at least one (existent) 
object. Corroboration is easily obtained by 
letting • S' be the empty general term 'planets 
between the Earth and the Moon' and 'P' the 
non-empty general term 'in rotation around 
the Sun'. In traditional language, the in­
ferences described above are preserved by 
requiring that all statements of the four basic 
forms - interpreted as indicated at the begin­
ning of this paragraph - have existential 
import with respect to their constituent 
general terms. 

The drastic policy requiring that all re­
placements of ·s· in the four basic forms be 
non-empty has adverse consequences, how­
ever. First, it restricts the scope of the Port­
Royal theory of immediate inference and 
thus precludes its use in assessing the validity 
of inferences containing empty general terms 
in subject position. For instance, the Port­
Royal theory, under the current interpreta­
tion of A, E, I, and O statements, cannot be 
applied to many inferences containing state­
ments of physical law, statements such as· All 
bodies on which no external forces are acting 
move uniformly in a given direction'. This 
statement, many maintain, contains the 
empty general term 'bodies on which no 
external forces are acting'. Second, the re­
stricted Port-Royal theory does not allow one 
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to distinguish between inferences whose 
validity depends on no assumption that its 
constituent general terms in subject position 
are non-empty - such as the mutual inference 
between the appropriate A and the negation 
of O statements - from those whose validity 
does require such an assumption -such as the 
inference from the appropriate A to I state­
ments. 

In the modern logic dating from Gottlob 
Frege, object-language counterparts of the 
emptiness or non-emptiness of general terms 
became available; a general term ( or predic­
ate) 'S' is non-empty (or true of at least one 
(existent) thing), just in case there exists an 
object x such that Sx. A to I and E to 0 
inferences are modified to hold, in general, 
on the additional assumption that there is an 
object x such that Sx, but the mutual infer­
ability of an A statement and the negation of 
the corresponding O statement and of an E 
statement and the negation of the corres­
ponding / statement require no such addi­
tional assumption. The result apparently is an 
unrestricted quantifier logic with respect to 
its general terms, a logic capable of distin­
guishing between inferences in which exist­
ence assumptions with respect to their con­
stituent general terms are crucial and those in 
which they are not. 

Many scholars have characterized the con­
nection between the Port-Royal theory of 
immediate inference and the Frege-inspired 
modern theory of general inference as in part 
the making explicit in the latter of what was 
implicit in the former. Given the object­
language counterparts of non-empty general 
terms, it is now customary to say that the 
modern theory, in contrast to the Port-Royal 
theory, is 'free of existence assumptions with 
respect to its general terms'. 

There is, however, an important exception 
to the modern treatment of both A to I and E 
to O inferences, an exception that reduces 
the impact of the claim often made in favour 
of the modern theory of general inference 
over its medieval counterpart, namely, that it 
has rid itself of existence assumptions with 
respect to its general terms. Let ·s· be a 
general term of the form '(is) the same as 1', 

where 't' is a singular term. Then both A to I 
and E to O inferences hold unconditionally in 
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the modern treatment, despite the fact that 
'There exists something the same as Vulcan 
(the putative planet)' is false (because 
'Vulcan' refers to no (existent) object). So 
unless instances of '1' in the relevant schemata 
of modern logic are restricted to singular 
terms that refer to an (existent) object, the 
special cases of the unmodified A to I and E 
to O inferences contemplated above will fail. 
Indeed, this very course of action is reflected 
in the policy of modern logics that anything of 
the form: 

SE: There exists something the same as 1, 

- which is the object language counterpart of 
'1 refers to an (existent) object' - is logically 
true. In traditional language, the special 
cases of the unmodified A to I and E to O in­
ferences are preserved in the modern theory 
of general inference by requiring that all 
statements of the appropriate special forms 
of A, E, I, and O have existential import 
(with respect to their constituent singular 
tenns). 

This restrictive policy, however, is prima 
facie no more palatable than the restrictive 
policy discussed earlier. First it, also, restricts 
the scope of the modern theory of general 
inference and thus precludes its use in assess­
ing the validity of inferences containing state­
ments with special empty general terms - for 
instance, inferences involving statements 
such as 'All that is the same as Vulcan is 
in rotation around the Sun' which contains 
the special empty general term '(is) the same 
as Vulcan'. Second, the modem theory of 
general inference does not allow one to 
distinguish between inferences whose valid­
ity requires the instances of the special 
general term scheme '(is) the same as t' in 
subject position to be non-empty- such as in 
A to I inferences - from those whose validity 
requires no such assumption - such as in A to 
the negation of O inferences. 

In the modification of the modem theory 
of general inference called 'free logic' not all 
instances of the statement form SE are logic­
ally true, and indeed, some may be false. In 
the latter case the general term '(is) the same 
as 1' is empty- and in fact this is equivalent to 
asserting that the singular term 't' does not 

472 

refer to an (existent) object. So in free logic 
the special cases of A to I and E to 0 
inferences discussed above are modified to 
hold on the condition that there exists an 
object x such that x is the same as t; no such 
condition is needed for A to the negation of 0 
inferences (and vice versa), or for E to the 
negation of I inferences (and vice versa). 

The principle of the indiscernibility of 
identicals yields, via quantifier distribution 
and quantifier confinement, 

St 

from 

For all x, Sx 

on the condition that: 

There exists an object x such that x is the 
same as t. 

This restricted form of universal instanti­
ation is the most characteristic feature of a 
free logic. Indeed, it is easily shown that SE is 
validating just in case unrestricted universal 
instantiation is validating. 

Many philosophical logicians have charac­
terized the relation between the modern 
theory of general inference and free logic as 
in part the making explicit in the latter of 
what was implicit in the former. Given the 
object-language counterparts of non-empty 
general and singular terms, it is common to 
say that free logic, in contrast to the modern 
theory of general inference stemming frorn 
Frege, is 'free of existence assumptions wit~ 
respect to both general and singular terrns · 

Because free logics - contra Bertrand 
Russell- treat expressions such as 'the planet 
causing the perturbations in the orbit of 
Mercury' as genuine singular terms, theY 
have yielded new foundations for the theory 
of definite descriptions (see articles by }{. 
Lambert in Philosophical Studies, 1962, 
1964, notably "Notes on E! III: a theory of 
descriptions", Philosophical Studies, 1962, 
13, 51-9); and, derivatively, for set theoTY 
(Scott 1967) and for the theory of partial 
functions (Lambert and van Fraassen 1972)­
They have been applied in philosophical 
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areas as diverse as the philosophy of religion 
(W. Mann in Theoria, 1967) and the philo­
sophy of language (van Fraassen 1969), and 
have proved especially useful in the analyses 
of topics in formal ontology such as existence, 
predication, the theory of objects (Lambert 
1983), and abstract individuals (S. McCall in 
Dialogue, 1966). And this list of applications 
is far from exhaustive. 

A technical result of some importance to 
formal ontology is J. Hintikka 's early dis­
covery that contexts of the form 

I exists, 

where 't' is a singular term, are definable by 
SE in most free logics, and the recent com­
panion discovery by R. Meyer, E. Benci­
venga, and K. Lambert (1982) that, indeed, 
unless identity is available, singular existence 
contexts are 1101 definable in what is perhaps 
the most common formulation of free logic. If 
the latter is interpreted as a logic of existence 
this result suggests that in such a theory the 
bald assertion of Meyer's existence ( or the 
calumny that he does not exist) can only be 
effected, sans identity, by use of the general 
term 'exists', much tradition to the contrary 
notwithstanding. 

Finally, it has emerged after three decades 
of study that free logics are compatible with 
many, often diametrically opposed, world 
pictures- for instance with the Russellian and 
the Meinongian world pictures. Their useful­
ness as a neutral instrument in much onto• 
logical argument thus seems assured. 
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Logic 
VII: Ontological Implications 
The Commitment Problem. The central prob­
lem in the relationship between logic and 
ontology concerns the ontological implica· 
tions of logic. It may be called the commitment 
problem: 

To what ontology is one committed by the 
use of a given logic? 

Answers to the commitment problem range 
widely: there are those (such as Gottlob 
Frege and Alonzo Church) who believe the 
use of a suitable logic commits us to an 
elaborate ontology, while at the other 
extreme we find Stanislaw Lesniewski, for 
whom logic is ontologically completely neut­
ral. The key figure in the issue is W. V. 0. 
Quine, whose criterion of ontological com­
mitment offers a widely accepted test used in 
trying to solve the commitment problem (see 
the article "Ontological commitment"). 

The commitment problem existed before 
the advent of modem (Fregean) logic. The 
19th-century controversy over the existential 
import of categorical propositions can be 
considered an aspect of the commitment 
problem. It became more complex and onto­
logically more interesting with the increase in 
complexity of logic inaugurated by Frege, 
though he and other pioneers did not see the 
problem because they thought they were 
developing the one correct logic. Thus for a 
time the different ontologies associated with 
classical logic (Frege's hierarchy of functions, 
Bertrand Russell's logical atomism, etc.) 
manifest themselves as disagreements in 
semantics, much as had happened in the 
Middle Ages when there was no serious 
alternative to syllogistic. The problem 
became obvious with the development of 
logics alternative to the classical logics of 
Frege and Russell (multivalent logics, 
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intuitionistic logic, modal logics, intensional 
logics. etc.) and with the development of 
standard techniques of logical semantics. 

Higher-Order Quantification. According 
to Quine's criterion of ontological commit­
ment, when variables other than lowest­
order (individual) variables are quantified, 
the sentences in question must be understood 
as entailing ontological commitment to 
entities reified by the quantification. Thus 
quantification of sentential variables entails 
ontological commitment to propositions, 
quantification of predicate variables to attri­
butes, and so on. In view of the uncertainties 
surrounding the identity conditions of such 
entities, Quine rejects higher-order quanti­
fication. In order to obtain expressive power 
sufficient for science, he prefers to be com­
mitted to sets, which have extensional iden­
tity conditions. 

Quine tends to restrict the term 'logic' to 
first-order predicate logic, so supporting the 
ontological neutrality of logic ( except that he 
rejects universal logic (see below) on con­
venience grounds). His insistence that the 
entities ranged over by non-individual vari­
ables are intensional may be questioned: for 
Frege, the functions over which higher-order 
variables ranged have extensional identity 
conditions. Of those who wish, for whatever 
reasons, to incorporate higher-order quanti­
fication into their logics, some embrace the 
ontological commitments involved, while 
others seek to avoid unwanted commitments, 
for example by recourse to the substitutional 
interpretation of quantifiers. 

Existential Import of Terms. The categor­
ical syllogisms taken as valid by Aristotle are 
all valid only on the assumption that the 
general terms occurring in them are not 
empty. It follows that not all of Aristotle's 
valid moods are valid if interpreted on an 
empty universe. so that acceptance of Aris­
totle's syllogistic entails commitment to the 
existence of at least one thing. This is the 
minimal ontological commitment: there is 
something (rather than nothing). The 
requirement of existential import (non­
emptiness of terms) was abandoned in the 
logical reforms of Franz Brentano and John 
Venn (1834-1923), reducing the number of 
valid moods. With the advent of modern 
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predicate logic, the traditional logic of terms 
fell into disuse, and the kernel sentence form 
became that of a predicate combined with 
one or more singular terms. 

In the works of the pioneers, Frege and 
Russell, while predicates could be empty 
(true of no individual), singular terms had to 
denote, so existential import returned for 
singular terms. Apparent counterexamples 
were dealt with differently: Frege accepted 
that singular terms in natural languages were 
often empty, but regarded this as a defect and 
in his logical language attempted to ensure 
(abortively, since his system was inconsist­
ent) that all terms denote. Russell preferred 
to show that complex singular terms-definite 
descriptions, complex class and relation 
terms - are only apparent logical units, and 
dissolve on a proper logical analysis. Appar­
ently simple empty singular terms are 
implausibly claimed to be disguised descrip­
tions, leaving only very few 'logically proper 
names'. Both Frege and Russell thus lose the 
ontological neutrality of Brentano and Venn, 
though Russell later came to view the 
theoremhood in Principia Mathematica of 
"Something exists" as a "defect in logical 
purity". 

Free Logic. A logic whose theorems 
remain true on the empty domain is called a 
universal logic. The modifications to classical 
predicate logic required to ensure universal­
ity are minor though slightly inconvenient. 
By contrast, admitting empty singular terms 
into logical theory requires a more thorough 
adjustment if the quantifiers are interpreted 
objectually. This results in a free logic, which 
is to say a logic in which unbound singular 
terms (whether simple or complex) are al­
lowed to retain their status as genuine terms 
even though they may be empty ( free of 
existential import). It is natural, but not 
necessary, for a free logic to be universal. 
There are numerous free logics, differing 
among other things in the way they treat 
atomic sentences containing empty terms: 
some allow such sentences to be true (posit­
ive free logics), others make all such sen­
tences false (negative free logics), yet others 
admit truth-value gaps for such sentences. 
(For a summary, see Bencivenga 1986.) Free 
logics unite in rejecting the classically valid 
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inference 'a Fs, therefore something Fs' in 
favour of the weaker 'a Fs, a exists, therefore 
something Fs'. 

The introduction of free logics allows the 
restoration of some of the neutrality lost 
under Frege and Russell. However, the neut­
ral tradition did not go under completely with 
the advent of modem logic: many of the 
freedoms rediscovered in free logic were 
already present in the logical systems of 
Lesniewski, whose ontology combines fea­
tures of the traditional logic of terms (in the 
form of Ernst Schroder's algebra of logic) 
with the logical innovations of Frege. 
Lesniewski retains general terms, allowing 
them to be empty, and has no syntactically 
separate category of singular terms. His 
quantifier laws are however the same as those 
of Frege and Russell: in particular the infer­
ence 'F(a), therefore for some b, F(b)' is 
accepted as valid, even though an empty term 
may be substituted for 'a'. It is a theorem of 
ontology that for some b, nob exists. So 'for 
some b, F(b )' cannot mean 'there exists b 
such that F(b)'. However quantification is to 
be interpreted in Lesniewski- and there is no 
consensus on this - it cannot be objectually, 
unless one is prepared to accept non-existent 
objects, which Lesniewski was not. 

Possibilia. One may admit the objectual 
interpretation of quantifiers, keep the se­
mantics simple, and provide referents for 
(apparently) empty terms by admitting non­
existem objects as their referents. This view is 
notoriously associated with Alexius Meinong, 
though his innovation consisted solely in 
accepting impossible objects in addition to 
possible ones. The latter had been common­
place since the Middle Ages, notable expo­
nents being John Duns Scotus and Leibniz. 
Logicians have felt compelled to admit pure 
possibilia and even on occasion impossibilia 
in order to account for the validity of infer­
ences concerning modality and intentionality, 
both areas which had been suppressed or 
neglected during the early rise of modem 
mathematical logic. 

An ontologically straightforward account 
of the meaning of modal sentences which 
follows their now standard algebraic semant­
ics envisages a number of entities known as 
possible worlds. of which only one (ours) is 
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actual. In most modal predicate logics, these 
worlds are inhabited by individuals, some of 
which do not exist in the actual world. It is a 
matter of considerable disagreement in the 
philosophy of modal logic how far one is 
ontologically committed to such possible 
worlds and their purely possible denizens. 
The most extreme realist position, that of 
David Lewis, takes all possible worlds and 
their inhabitants to be equally real, existing 
independently of mind and language. The 
term 'actual'. used by us to distinguish our 
world, is an indexical expression on a par with 
'here' or 'now', and is of no ontological 
significance. Lewis, like Leibniz. though for 
different reasons, denies that any entity is to 
be found in more than one world: there is no 
transworld identity. The most one may find in 
another world is a counterpart of an object a, 
the object in that world most like a. Most 
philosophers who accept possibilia prefer to 
accept transworld identity, taking there to be 
as it were a common pool of possible objects. 
selections from which exist in different 
worlds. 

The ontological commitment to possibilia 
facilitates a simple referential semantics of 
terms, with the addition of a world-relativ 
existence predicate and the relativization c 
truth to worlds. Quantification can be eithe1 
possibilist, variables ranging over all possib­
ilia, or actualist, ranging only over those 
objects actual in the world in question. Most 
philosophers are wary of pure possibilia, 
attempting to provide accounts of the truth of 
modal statements without accepting them, a 
position called act11alism. and upheld, e.g., 
by Robert Stalnaker and Alvin Plantinga. 
Ways around accepting possibilia usually 
involve other ontological commitments, for 
example to propositions and concepts, or to 
attributes and states of affairs. In this way 
commitment in one area (possibilia) is traded 
for commitment in another (abstract entities, 
in tensions). 

Options. Given a standard Tarskian 
semantics and acceptance of Quine's cri­
terion of ontological commitment, differences 
of expressive power of a language may be 
aligned with differences in ontology, e.g. 
with respect to universals (cf. Cocchiarella 
1986). As extremes, we have the rich higher-
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order intensional logic of Church with its 
hierarchies of extensional and intensional 
entities, versus the first-order logic of Nelson 
Goodman and his world consisting of indi­
viduals only. In each case the richness of the 
logic and the richness of the ontology are in 
proportion. However, by making the semant­
ics more complicated - e.g. through use of 
contextual elimination of terms (Russell), 
empty terms (free logic), senses (Frege), 
substitutional semantics (Hugues Leblanc) -
it may be possible to reduce ontological 
commitments without corresponding loss of 
inferential and expressive power. An illustra­
tion of such alternative semantics for the case 
of modal predicate logic is provided by John 
Bacon ("Four modal modelings", Journal of 
Symbolic Logic, 17 (1988)). 
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Logical Atomism 
Logical atomism is a metaphysical doctrine to 
the effect that the world consists of 'logical 
atoms', i.e. of elements or parts such that 
none entails the presence of any other. Thus 
logical atoms are marked by their mutual 
independence or separability, not - as in the 
case of the physical atoms of the Demo­
critean tradition - by their indivisibility. The 
term itself was coined by Bertrand Russell in 
his "The philosophy of logical atomism" 
(Monist, 1918) to set off his own position 
from that of the British Hegelians, like F. H. 
Bradley (1846-1924) or Bernard Bosanquet 
(1848-1923). 

The opposite doctrine is absolute monism. 
It says that the world is a tightly knit whole in 
which each part entails the rest: the world is a 
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single logical atom. Hence to know anything 
one should know everything. Among the 
absolute monists were Parrnenides, the 
Stoics, Spinoza, and Hegel. 

Russell interpreted his logical atoms as 
'particulars', describing them as follows: 

Particulars have this peculiarity ... that each of 
them stands entirely alone and is completely self­
subsistent. That is to say, each particular that there 
is in the world does not in any way logically depend 
upon any other particular. Each one might happen 
to be the whole universe. 

Originally, he took his logical atoms to be 
'sense-data'; later he identified them with 
'events'. He believed, moreover, that the 
independence of logical atoms presupposes 
their absolute simplicity. This accounts for 
much of the confusion in his statement of the 
logical atomist position. 

In philosophy, logical atomism is repres­
ented mainly by two books: David Hume's 
Treatise of Human Nature and Ludwig Witt­
genstein's Tractatus Logico-Philosophicus. 
Russell's version derives from both. (A fore­
runner of logical atomism in the 14th century 
might have been Nicholas of Autrecourt (c. 
1300-c. 1350), 'the medieval Hume', but this 
is disputable.) 

In Hume the logical atoms are 'percep­
tions', with regard to which he puts forward 
the maxim: whatever is distinct, is separable. 
He tries to establish it by citing three further 
principles: 

I. whatever is distinct, is distinguishable; 
2. whatever is distinguishable, is separable 

by the thought or imagination; and 
3. whatever we can imagine, is possible. 

The first is Leibniz's law of identity. The 
second he calls "the principle of the liberty 
of the imagination", taking the third to be 
"an evident principle". Granting these, the 
maxim follows. 

Hume's maxim looms large in his Treatise, 
but it is missing in his Enquiry. Still it is at the 
heart of his critique of causality. The cause is 
one perception, the effect is another; and 
they are distinct. Hence, by the maxim, they 
are separable, and this means that one might 
occur without the other. Or as he puts it: "any 
thing may produce any thing". 
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In Wittgenstein the logical atoms are either 
the 'atomic facts', or the 'atomic situations' 
(Sachverhalte), the former defined as the 
holding of the latter. His principle of logical 
atomism is stated most generally in theses 
1.2-1.21: "The world splits into facts. Any­
thing may be the case or not, the rest staying 
the same". It is most specific in theses 
2.061-2.062: "Atomic situations are mutually 
independent. Neither the holding, nor the 
not-holding of one may be inferred from that 
of another". And it is at its strongest in thesis 
4.27: "Any combination of atomic situations 
may hold, with none of the rest". Yet another 
variant, following from 1.21, is 5.135: "There 
is no way to infer the holding of a situation 
from that of a quite different one". 

The gist of logical atomism are the ideas of 
independence and separability. These are 
best explained in terms of possible worlds. 
Two logical atoms are separable if in some 
possible world one occurs without the other. 
And they are independent if there is also a 
world in which they occur together, and a 
world in which neither does. 'Possible worlds' 
are present both in Hume and Wittgenstein. 
In Hume they are 'minds', defined as 'heaps 
of perceptions'. And in Wittgenstein they 
are the "truth-possibilities of elementary 
propositions". 
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Logos 

This term is sometimes misleadingly trans­
lated as ·word'. l,.6yo£ never means ·word' in 
the sense of the basic linguistic unit, the 
lexeme. It is a noun corresponding to the verb 
AEYELV 'say, speak'; it denotes a meaning-
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ful utterance (i.e. 'speech') ranging from a 
sentence to a whole spoken discourse. The 
term from an early time could also signify a 
reckoning or a proportion. By extension it 
came to mean also 'account', 'argument', and 
the faculty of reason. 

Heraclitus first made philosophical use of 
the term to designate the unifying structure of 
the universe which manifests itself in the 
orderly arrangement of parts and the constant 
proportion of elemental transformations 
(fragments 1, 30, 50). This order is accessible 
to cognition, but people are ignorant of it 
( fragments 1, 2, 89). In Heraclitus' theory 
Myo£ becomes an inherent structure of the 
cosmos corresponding to a structure of 
thought and verbal expression, and hence a 
principle closely associated with reason. 

The Sophists were much interested in the 
art of A6yOL, especially the strategy of argu­
ment and the techniques of persuasion. More 
directly philosophical advances were made 
by Plato, who broke down the sentence or 
statement (Myo£) into parts of speech and 
explained the conditions of their meaningfu' 
combination (Sophist 261-3). He found tha1 
thinking ( lluxvo[a) was silent speech (l,.6yo£), 
a dialogue with oneself. Here A6yo£ and 
rational thought become almost synonymous. 

In the Categories (2, 4) and the De lnter­
pretatione (1-6), Aristotle builds on Plato's 
account ofA6yo£, and he then goes beyond all 
his predecessors in working out a theory of 
argument (ouHoyun:Lxlj). In his moral psy­
chology Aristotle recognizes a part of the soul 
that has reason (A6yo£) and a pan that does 
not. The part with reason is further divided 
into a theoretical and a calculative or deliber­
ative part (Nie. Eth. 1139a3ff.). 

For the Stoics Myo£ became a common 
principle of reason in man and the universe, 
the source of both moral and physical order. 
It was identified with God in theology, with 
'artistic' or creative fire in cosmology, and 
was manifested as ltVE1iµa, a mixture of air 
and fire, in physiology. The presence of 
reason in the universe allowed one to see 
goodness and purpose in all nature and 
history. 

In middle Platonic thought, notably in 
Philo of Alexandria (c. 20ec-AD54), Myo£ 
became associated with a creative principle 
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subordinate to God or the One. On this 
view Myo, is not an immanent principle as 
in Heraclitus and the Stoics but a distinct 
reality. The identification of Christ with the 
Word in the Gospel of John (which may 
be relying on Hebrew rather than Greek 
sources) encouraged a further extension of 
this middle Platonic notion in Christian 
philosophy and theology. In Neoplatonism 
Plotinus (c. 205-70) viewed A6yo, as an 
emanation from Mind and Soul. 

Despite the diversity of its philosophical 
interpretations, the concept of A6yo, con­
tinued throughout its history to express a 
deeply held Greek conviction that the cosmos 
was orderly in a rationally comprehensible 
way. 
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Lotze, Rudolf Hermann 
Rudolf Hermann Lotze was born in Bautzen 
in 1817 and died in Berlin in 1881. After 
taking doctorates in both medicine and phil­
osophy from Leipzig, he became instructor in 
medicine there in 1841 and in philosophy 
soon afterwards. In 1844 he succeeded 
Johann Friedrich Herbart as professor of 
philosophy at Gottingen, where he remained 
until 1881, when he moved to the University 
of Berlin - only to die of pneumonia a few 
months later. Although strikingly different 
personality types, Lotze and Franz Brentano 
were very similar in their rejection of specu­
lative system building, in their insistence on 
rigorous, detailed attention to matters of fact 
as well as concepts, and in their attempts to 
develop a world view at once epistemologic­
ally realistic and metaphysically spiritualistic. 
While both attracted as students an astonish­
ingly high percentage of the best younger 
minds of their day, neither generated a philo­
sophical movement under his name. It is, 
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none the less, arguable that Lotze was the 
single most influential German philosopher 
of the last half of the 19th century. Reading 
German and Anglo-American philosophy 
from this period, and well into the 20th 
century, one is amazed at the number of 
dedications and other indications of profound 
debt which Lotze receives. In Germany, Carl 
Stumpf and Gottlob Frege were his students, 
and - though not his student - Edmund 
Husserl was deeply influenced by him on 
crucial points. James Ward (1843-1925) in 
England, and Josiah Royce (1855-1916} and 
Borden Parker Bowne (1847-1910) in 
America, were all greatly indebted to Lotze, 
and effectively passed his influence on to the 
next generation of Anglo-American philo­
sophers (see Kuntz 1971, pp. 3-94). 

Lotze took the main purpose of philosophy 
to be harmonization of the intellectual and 
practical (moral, aesthetic, religious) interests 
of man, but was sure this could not be 
accomplished by derivation or speculative 
construction from some simple or homogen­
eous set of principles. An 'analytic' philo­
sopher before the time, he made assertions 
which became more tentative as they grew in 
inclusiveness, and he attributed the cultural 
chaos of modern existence to the intellect's 
attempt to claim exclusive domain, in the 
interpretation and guidance of life, over all 
our interests including our "vague beliefs and 
unquiet yearnings". Theorizing is always re­
stricted to what we have ideas of. Ideas are 
only one component of our mental life, and 
they are neither identical with, nor exhaustive 
of, nor ins!!parable from their objects. His 
position on the ontological separation, the 
distinctness in nature, of the idea as such and 
its object was based upon insight into the 
character of ideas over against their objects 
(Logik, Leipzig, 1874, III, 1). Moreover, he 
did not regard the fact that ideas and objects 
are inherently separable as any reason for 
general scepticism. Ideas serve very well 
within the confines of their nature to repres­
ent to us things as they are, within limits. But 
they are never used except as supplemented 
by a conative apprehension of larger total 
fields of objectivities within which they do 
their work of selecting and ordering. This 
conative apprehension (feeling, volition) is 
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the part of human reason that brings us into 
correct relationships with being and life in 
general. It directs us by feelings of pleasure 
or pain toward the Good in all its forms: 
intellectual, aesthetic, moral and religious, 
among which the intellectual good (truth) 
plays a subordinate role restricted by the 
extent of our ideas. 

Substantial being derives from teleological 
unity, the unity of an unfolding purpose. We 
know such unity and being in ourselves by 
direct feeling, and extend it by analogy to 
other substances which appear to us. For the 
traditional reason that nothing can survive 
the passage between substances, transitive 
causality is regarded as impossible; so the 
observed causal influences of one substance 
upon another can only be real if those sub­
stances are parts of more inclusive substances 
and the causation involved is in fact causa 
immanens (Metaphysik, Leipzig, 1879, I, 5; 
Microcosm11s, Leipzig, 1856-64, IX, 1, 5). 

Since both heart and action naturally find 
greater rest and integration in a compre­
hensive causal totality within which one may 
coherently pursue the Good, Lotze believes 
we are justified in adopting a teleological or 
spiritualistic monism as our general outlook 
on being, though we cannot prove that we are 
correct in doing so (Metaphysics I, 7, 4). But 
this is not one of those monisms in which the 
individual is lost or becomes unreal, and 
hence Lotze naturally became a fundamental 
source for the personalistic schools of the late 
19th and early 20th centuries. The key here is 
his interpretation of what it is to be. He 
rejects the traditional association of being 
and independence. To be is to be in relation­
ships (Microcosm11s IX, I, 30). The relations 
need not have substances as their terms, but 
can also hold between more abstract entities. 
Substances endure. But events, which do not 
similarly endure, none the less occur, and 
hence have actuality (Wirklichkeit). Proposi­
tions, which neither endure (exist through 
time) nor occur at a time, have validity 
(Ge/tung), a mode of being which Lotze 
extends also to concepts and relations, and 
even to tones unheard and colours unseen 
(Logic III, 2). The influence of this view upon 
Frege's and Husserl's doctrines of objective 
realities which are neither individual entities 
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nor events was very great. But all of these 
types of beings are subject to relational 
frameworks, and such subjection is what 
their being is. 

In separating being from dependence, 
Lotze touches upon one of the most funda­
mental points in historical and systematic 
ontology, recasting in consequence a wide 
array of traditional concepts and issues. Not 
only, as already noted, does he thus make 
possible the retention of truly individual 
selves within a larger personal totality upon 
which they depend, but his treatment of space 
and the spatial world as a phenomenal counter­
part of interactions between such selves does 
not, as in Leibniz, imply that world's non­
reality (Metaphysik II, 1, 130). In general, 
the issues concerning 'realism' are trans­
formed by this profound reinterpretation of 
what it is to be, as is also seen in his exposition 
of Plato's 'Ideas', so significant for Husserl 
and the rise of 20th-century phenomenology. 
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M 
Mach,Ernst 

Ernst Mach, physicist, physiologist, and 
philosopher of science, was one of the main 
figures in the· late 19th-century revival of 
empiricism. He contributed to the rise of 
logical positivism, as well as exercising influ­
ence inter alia on Albert Einstein (1879-1955). 
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Mach was born on 18 February 1838 in 
Chirlitz (Chrlice) near Briinn (Brno) in 
Moravia, and died on 19 February 1916 at 
Vaterstetten near Munich. His father was a 
teacher turned farmer who educated Ernst at 
home in a liberal. anti-clerical atmosphere. 
Mach spent little time at school, where he 
showed an aversion to religion and classical 
languages and was advised to take up a trade. 
This he did, studying joinery, a skill which 
stood him in good stead later as an experi­
mental physicist. 

Mach studied physics and mathematics at 
Vienna University from 1854, wrote a doc­
toral dissertation on electricity, and attained 
his habilitation in 1861. To supplement his 
meagre income Mach began giving private 
tuition, especially to medical students, for 
whom he also produced a physics textbook. 
Contacts with physiologists aroused his 
interest in sensory physiology, and the con­
nections between physics and physiology 
remained his chief fascination. In 1864 he 
took up a chair of mathematics in Graz, two 
1ears later becoming professor of physics 
:here. At this time he wrote a book for 
musicians on the theory of music of Hermann 
von Helmholtz (1821-94). 

One of the most influential of Mach's ideas 
was his theory of muscular sensations, pre­
sented in the paper "Bemerkungen zur Lehre 
vom riiumlichen Sehen" of 1865, which later 
prompted Christian von Ehrenfels to develop 
the notion of a Gestalt quality and thereby 
led also to the development of Gestalt theory 
in Berlin and elsewhere. 

In 1867 Mach married and moved to a chair 
of experimental physics at the University of 
Prague. This suited his mixture of talents 
ideally, and he produced works on optics and 
accoustics, and on sensations of movement, 
and a historical monograph on the principle 
of conservation of energy in which he first 
formulated his principle of economy of 
thought (Denkokonomie). This, a version of 
Ockham's Razor, demands the rejection of 
all unnecessary entities in science and the 
reduction of laws to a minimum sufficient 
number. In 1883 he published his The Science 
of Mechanics: a Critical and Historical 
Account of Its Developmelll, in which he 
criticized Sir Isaac Newton's formulations of 
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the laws of mechanics, and laid the basis for 
Einstein's relativity theory. Mach believed 
that science had the role of providing a short­
cut in the form of a minimal number of 
principles enabling one to infer from the 
existence of certain sensations the likely 
existence of others. Scientific hypotheses or 
statements which do not admit of verification 
on the basis of sensations are to be rejected as 
meaningless; and intermediate, unobserv­
able entities which are postulated by science 
are to be rejected by the principle of economy 
mentioned above. This strong verificationism 
and Berkeleian phenomenalism was wielded 
by Mach in particular against the atomic 
hypothesis and against Newton's theory of 
absolute space and time. Newton's famous 
revolving bucket example, in which the 
motion of water in a rotating bucket is cited as 
evidence for absolute (rotational) motion, is 
rejected by Mach, since he contends that the 
motion of the water can be assumed to be due 
to the presence of distant matter (the fixed 
stars). What came to be called Mach's Prin­
ciple states that the inertia of a body - its 
resistance to being accelerated - is not an 
intrinsic property of the body but a result of 
its relationship to the rest of the matter in the 
universe. 

Mach's major philosophical work, Contri­
butions to the Analysis of Sensations (1886), 
was important for the later empiricism of 
Bertrand Russell, William James, and the 
Vienna Circle, the latter naming their official 
society the Verein Ernst Mach in his honour. 
In psychology Mach, like David Hume, 
rejected the self as a mental substance, he 
likewise rejected Kant's unknowable Ding an 
sich. Causality as a mysterious unobservable 
link is to be rejected: in its place Mach 
emphasizes the tabulation (usually in the 
form of differential equations) of functional 
relations among continuously varying 
measurable quantities discernible in experi­
ence. Rejecting both bodies and souls, Mach 
evaded the mind-body problem with the idea 
of neutral monism, according to which both 
the physical and the mental are reducible to 
different groups of sensations. Mach stood up 
for the social importance of natural science 
and for the unity of all science, a later 
catchword of the logical empiricists. 



481 

While in Prague, Mach studied sound, 
especially the Doppler effect, and developed 
methods enabling him to photograph bullets 
travelling faster than sound. The conical 
shock waves thus observed for the first time 
are responsible for the now familiar double 
boom of supersonic aircraft. From this 
research we have the so-called Mach num­
bers, through which Mach's name is also 
popularly known. The Mach number gives 
the ratio of the speed of fluid flow past a body 
in a fluid medium to the speed of sound in that 
medium, thus Mach numbers less than 1 
represent subsonic flow, those greater than 1 
supersonic flow. 

In 1895 a chair of philosophy with special 
reference to the history and theory of induct­
ive sciences was created for Mach in Vienna. 
What should have been the pinnacle of his 
career was cut short after two years by a 
crippling stroke, and Mach applied for retire­
ment in 1901. He was given a seat in the upper 
chamber of the Austrian Parliament, though 
he declined a title. Mach had long been 
friendly with Viktor Adler (1852-1918), the 
founder of the Austrian Social Democratic 
Party, and took pains to vote for important 
progressive legislation. Mach was also a 
supporter of school reform and workers' 
education, contributing several series of 
popular scientific lectures. His combination 
of modern scientific views and socialism 
brought him a considerable following in 
Russia, to the extent that Lenin felt com­
pelled to denounce him in print in his 
Materialism a11d Empirio-Criticism. 

Mach's mental powers were unaffected by 
his disablement and he was able to continue 
writing using a special typewriter, producing 
his last major work Erke1111111is u11d lrrtum 
( 1905) and an autobiography ( 1910). His 
Pri11cipie11 der physikalische11 Optik appeared 
posthumously in 1921, edited by his son 
Ludwig and with a foreword, said to be by 
Ernst Mach, fiercely criticizing Einstein's 
relativity theory. The authenticity of this 
foreword, and of a similarly critical quotation 
from Mach in Ludwig's foreword to the 1933 
edition of the Mecha11ics, has been seriously 
questioned. Another controversial question 
about Mach's later views is whether, having 
earlier rejected all ideas of substance as 
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empty metaphysics, he later came, on the 
basis of the visual evidence afforded by new 
instruments, to accept the existence of atoms. 

Although he called himself a physicist, and 
he was an experimentalist of considerable 
gifts, Mach's strongest influence was in the 
philosophy of science and methodology. 
Later in life, his rejection of atomism left him 
relatively isolated among physicists of the 
next generation such as Ludwig Boltzmann 
(1844-1906) and Max Planck (1858--1947); 
and Einstein, perhaps under the influence of 
the critical foreword, toned down his praise 
for Mach in the 1920s, at the time when 
Mach's influence on philosophers such as 
Russell, Moritz Schlick (1882-1936), and 
Otto Neurath (1882-1945) was at its height. 

Mach's phenomenalism and anti-meta­
physical stance are now generally regarded as 
outmoded, but his overall influence on 20th­
century philosophy has been considerable. 
His influence was not confined to science, 
philosophy, and politics: the novelist Robert 
Musil (1880-1942), who wrote a dissertation 
about Mach, incorporated Machian elements 
into his writings, while the artistic movement 
of Viennese Impressionism owed much to 
Mach's phenomenalism. 
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McTaggart, J.M. E. 

James McTaggart Ellis McTaggart (1866-
1925) was the author of four books intended 
as commentaries on, or developments of, the 
Hegelian dialectic of which he was a com­
mitted but eccentric devotee. However, 
when he finally set about his own main work 
of positive metaphysical construction, The 
Na/lire of Existence (2 vols., 1921 and 1927), 
he used a strictly deductive method. Volume 
1 claims to deduce some absolutely certain 
abstract conclusions about the universe from 
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self-evident truths together with the em­
pirical premisses that something, and more 
than one thing, exists. Volume 2 claims to 
show that a particular more concrete descrip­
tion ofthe universe is almost certainly true, as 
the only one available in accordance with 
those conclusions. His main conclusions 
are: 

I. that nothing is physical; 
2. that the universe is composed of spirits 

or selves each passionately in love with 
some of the others and none unloved; 
and 

3. that time is unreal and there is no such 
thing as change. 

These invite the (in most cases ill-founded) 
charge that metaphysical systems are at 
bottom merely comforting fantasies. How­
ever, McTaggart was peculiarly insistent in 
his condemnation of wishful thinking and had 
an unparalleled battery of brilliant arguments 
for his viewpoint. 

The unreality of matter and spiritual 
nature of the universe is arrived at mainly as 
an inference from some conclusions about 
substances and their parts: 

I. Anything is a substance which has 
characteristics and is not itself a 
characteristic or fact. 

2. It is self-evident that every substance is 
infinitely divisible and thus contains an 
infinite number of other substances as 
its parts. A 'set of parts' of a substance 
is a collection of its parts which make 
up the whole 'content' ( as it were matter 
or stuff. though not necessarily, and, in 
the end. necessarily not, in a physical 
sense) of the substance and do so non­
redundantly (as including both Scotland 
and Dumfries, or both Scotland and 
Dumfries-and-Cumberland, among the 
parts of Britain fails to do). There 
will always be infinitely many altern­
ative such sets representing different 
ways of carving the substance up in 
thought. 

3. In virtue of a principle of "the dissim­
ilarity of the diverse" (badly named by 
Leibniz "the identity of indiscernibles") 

482 

there must be a sufficient ( that is unique 
and purely general) description of every 
substance. 

4. It follows, by an elaborate chain of 
argument, using the further principle 
that things must be whatever they are 
in a definite fashion, that the universe 
must have a set of 'primary' parts 
sufficient descriptions of which imply 
sufficient descriptions of all 'smaller' 
parts, and that this can only hold if 
there is a relation of 'determining cor­
respondence' between that set of parts 
and all sets of parts of those parts, which 
means, very roughly, that the set of 
primary parts is articulated into an 
infinite series of ever smaller maps of 
itself. (Josiah Royce used a similar 
argument for his version of absolute 
idealism.) 

5. A universe containing matter could 
not have primary parts in this sense 
and is thus impossible, while a spiritual 
world, with selves as its primary parts, 
and their perceptions of each other 
and of themselves as their parts, is 
the only world we can conceive which 
could do so, and it is therefore almost 
certain that that is what the actual 
world is. 

6. The perceptions each of these selves 
contain of each other must be of an 
intimacy such as to make them instances 
of love, though love often misperceived 
as something else (e.g. as awareness ofa 
physical world). 

The timelessness of the universe follows 
from McTaggart's celebrated proof of the 
unreality of time which is currently, unlike his 
other arguments, still much debated. The 
reality of time, he claims, requires not only 
that events constitute a series determined by 
the earlier-later relation ( the B series) but 
also one determined by the presentness or 
degree of pastness or futurity of each event 
(the A series). The B series without the A 
series would provide no real change. just a 
standing system; moreover, the earlier-later 
relation requires definition through the A 
series predicates. Yet the A series is im­
possible, for the predicates (past, present, 
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and future) determining it are both mutually 
incompatible and purportedly each true of 
every event. It is an illusion to think the 
contradiction can be avoided by saying that 
they do not all apply now but only will or did 
apply - for 'now' means 'at a time which is 
present', and this time has not yet been 
liberated from the contradiction of possess­
ing the predicates 'future' and 'past' as well. 
Time then both requires, and is shown to be 
unreal in virtue of the self-contradictory 
nature of, the A series. The appearance of 
time must be the appearance, however, of 
some genuine non-temporal layout of events 
(the C series) and McTaggart's suggestion is 
that each timeless spirit contains a system of 
Chinese box-like parts one inside another, 
each a seeming moment of its life ( or rather of 
a series of lives - for McTaggart believed, sub 
specie temporis, in reincarnation) such that 
the containing parts experience the contained 
as their past and anticipate what contains 
them as their future. Thus the self as a whole, 
for the other members of the C series, lies at 
the end of time while for itself and in truth it is 
their timeless consummation. (The articu­
lation of the self into the set of parts which 
form the C series does not coincide with any 
of the sets of parts in virtue of which it 
satisfies the determining correspondence 
requirement, but represents a quite different 
principle of division. Here and elsewhere the 
imagery behind the system often seems re­
markably spatial.) 

Even those philosophers for whom this 
system seems too extravagant to arouse 
serious interest should be impressed by much 
of the excellent treatment in Volume 1 of 
such things as substances or particulars, 
qualities, relations, facts, groups, proposi­
tions, possibilities, causation, counter­
factuals, and truth. This is much closer to the 
work of his Cambridge colleagues, G. E. 
Moore and Bertrand Russell, than to such 
other main Anglo-American idealists as 
F. H. Bradley (1846---1924) and Bernard 
Bosanquet (184&-1923). And there is little in 
common, too, between the usual absolute 
idealist conception of the Absolute or 
Universe as a self-experiencing One and 
McTaggart's conception of it as a society of 
persons. 
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Malebranche, Nicolas 
Nicolas Malebranche was born in Paris in 
1638 and died there in 1715. He was educated 
in scholastic philosophy, spending three 
years at the Sorbonne. He entered the 
Oratory in 1660 and was ordained a priest in 
1664. The Augustinianism typical of the 
Oratory was one of the two main influences 
on his philosophy. The other began with a 
chance discovery in 1664 of Descartes's 
treatise L'homme. His first, longest, and 
most important work is De la recherche de la 
verite; its first edition appeared in 1674--5, 
with subsequent editions containing many 
varia, the sixth and last in 1712. His career 
was marked with polemic on a variety of 
philosophical topics, with Simon Foucher 
(1644--96) and Leibniz, for example, and, 
most notably, with Antoine Arnauld (1612-
94). 

Malebranche's ontology is largely derived 
from his two principal sources, Augustine 
and Rene Descartes. From the former he 
inherits the radical dependence of all things 
on God. which he reflects with his celebrated 
doctrine of occasionalism. To the latter he 
owes his doctrine of essences, according to 
which everything with the exception of God is 
either thought (mind) or extension (body). 
The two sources are not entirely disparate. 
Throughout the latter part of the 17th century 
the Christian orthodoxy of Cartesianism was 
argued by many on the basis of the appear­
ance in Augustine of such views as the 
mathematical conception of nature, innate 
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ideas, the cogito, and even the mechanical 
soul of animals. 

Malebranche holds that everything is 
either substance or mode. Despite his termin­
ology, Malebranche departs in very import­
ant ways from the Aristotelian tradition of 
substance. For one thing, there is no real 
difference between a mode and the substance 
of which it is the mode; a mode is the sub­
stance existing in a certain way- for example, 
the shape of a round thing is that very thing 
existing such that all the points on its surface 
are equidistant from its central point. Thus, 
there cannot be real accidents. In addition, 
the traditional relation of inherence between 
substance and accident is replaced by the 
relation of deducibility. The various shapes, 
for example, that extension or body may 
take, stand to extension as the theorems of 
geometry stand to the axioms and postulates. 
This is the ontological explanation of why 
Malebranche rejects substantial forms, which 
involve occult qualities like levity, and instead 
appeals to mechanical explanations, which 
require only the evident ideas of mathematics. 

The concept of substance employed by 
Malebranche comes from Descartes, who 
defined substance as that which needs 
nothing other than God in order to exist. The 
criterion for such independence is the con­
ceivability of substance apart from every­
thing else. However, since Malebranche sub­
scribed to the Cartesian view that matter is 
both infinitely divisible and infinitely ex­
tended, and also held that every part of 
matter is conceivable apart from every other 
part, he must also hold that every substance 
contains and is contained by an infinite 
number of other substances. This suggests 
that what counts as a substance depends on 
how we conceive the world. The tacit sugges­
tion that substance is a category of concep­
tualization rather than a status of being is 
only one of several ways that Malebranche 
anticipates Kant. On the other hand, since 
nothing is ultimately conceivable apart from 
God, Malebranche is faced with the problem 
of showing just how he differs from Spinoza's 
view that God is the substance of the world. 
In the last polemic of a polemic-filled life, 
Malebranche debated this issue with Dortous 
de Mairan (1678--1771). 
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However problematic their status as sub­
stances, there are analogies between minds 
and bodies that Malebranche exploits in 
explicating both. Matter has two main prop­
erties. The first is its passive capacity for 
receiving different shapes. These are of two 
sorts: external figure, e.g. the roundness of a 
piece of wax, and internal figure or config­
uration, e.g. the figure of its minute parts 
that make the wax what it is. The former may 
change, but not the latter, without signi­
ficantly altering the wax. The second main 
property of matter is its capacity, also entirely 
passive, for being moved. God need not 
create motion in matter, but without it there 
would be no variety in the world. Minds also 
have two main properties. The first of these is 
their passive capacity to receive different 
kinds of perception, which Malebranche 
understands generically to include all aware­
ness. These in tum are of two sorts. Corres­
ponding to configuration in matter are sen­
sations like pain, which affect it significantly. 
The analogue in the mind to external figure in 
matter is pure perception. In the typical case 
of such perception, the mind unaffectedly 
contemplates the ideas of things. Corres­
ponding to motion in matter is the mind's 
impulse, which allows the will to be active in a 
problematic sense. 

Just how to analyse ideas was the topic 
of Malebranche's dispute with Antoine 
Amauld, who held that ideas are modes of 
the mind. For Malebranche, however, some 
of our ideas have features, like infinity and 
universality, which entail that they cannot lie 
modes of the mind, which is finite and par­
ticular. While sensations may be modes of the 
mind, ideas can only be the exemplars after 
which God creates the world. The ontology 
involved here is difficult to explain and 
requires Augustinian elements, like the great 
chain of being, that are fundamentally at 
odds with Cartesianism; one indication of this 
is that Malebranche was forced to deny the 
creation of the eternal truths. On the other 
hand, this ontology is required by his doctrine 
of the vision of all things in God - the mind's 
immediate object in the perception of a 
material thing is that thing's intelligible com­
ponent, viz. its exemplar in God. 

Dependence on God is not only cognitive 
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but also causal. Malebranche employs 
several arguments to show that only God can 
be a real cause. Material things cannot cause 
our ideas of them, for example, because this 
would violate the axiom that an effect cannot 
be greater than its cause, and because a real 
cause must be conscious of its effect and the 
manner of its production. This kind of argu­
ment shows that occasionalism was not in­
voked as an ad hoc explanation of mind-body 
connections, which far from being the ex­
p/ananda, were prima facie counterexamples 
to the doctrine. Instead, Malebranche in­
tended the doctrine as a general analysis of 
causation that requires a necessary connec­
tion between real cause and effect. With 
constant conjunction as the only relation 
between occasional causes and effects, 
Malebranche thus anticipates David Hume. 
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Mally, Ernst 

Ernst Mally was born in Krainburg (modern 
Kranj, Yugoslavia), on 11 October 1879. 
After the death of his father, Mally's mother 
moved the family to Laibach (Ljubljana), 
where in 1890-8, Mally attended the Gym­
nasium, from which time his early interest in 
philosophy can be dated. In 1898 Mally 
attended the University of Graz in Austria, 
where he studied physics and mathematics, 
and later became a student and lifelong 
collaborator of Alexius Meinong in philo­
sophy and experimental psychology. 

Mally received the degree of Ph.D. in 
1903, and taught at the Mitrelsch11/e in Graz 
from 1906, and at the university from 1913. 

MALLY, ERNST 

When Meinong died in 1920, Mally took over 
the laboratory for experimental psychology 
which Meinong had founded. In 1921 he 
received the title of ausserordentlicher pro­
fessor, in 1923 he became a11sserordentlicher 
professor of philosophy, and in 1925, ordent­
licher professor of philosophy, signalling his 
emergence as Meinong's intellectual suc­
cessor at the university, where he held the 
same chair until 1942. He died on 8 March 
1944. 

Mally's contributions to philosophy fall 
into three main categories. He made signi­
ficant advances in the theory of objects or 
Gegenstandstheorie originated by Meinong, 
developed an ontologically neutral predicate 
theory in mathematical logic, and produced 
the first axiomatic system of deontic logic in 
formal value theory. Mally's influence on 
Meinong's mature formulations of object 
theory is so extensive that it is sometimes 
difficult to separate Meinong's ideas from 
Mally's. Meinong credited Mally with the 
distinctions and arguments he consciously 
adopted, and during the period of their 
collaboration Mally lent his logical and math­
ematical acumen to Meinong's less formal 
elaborations of object theory, intentional 
psychology, and value theory. 

To give but one indication of his impact on 
Meinong's philosophy, Mally was respons­
ible for the distinction between konstit11to­
rische and a11sserko11stit111orische Bestim­
m11ngen (in J. N. Findlay's (1903-87) render­
ing, nuclear and extranuclear properties), 
renamed from Mally's distinction of formale 
and a11sserformale properties. Without this 
crucial distinction, an object theory logic 
cannot preserve consistency in light of such 
challenges as Bertrand Russell's problem of 
the existent round square. The most pro­
found statement of Mally's understanding of 
object theory undoubtedly occurs in the first 
chapter of his long essay "Investigations in 
the object theory of measurement", appear­
ing in Meinong's 1904 anthology, a principal 
source for Graz School philosophy. Mally 
further brought his logical prowess to bear on 
the problem of whether there can be un­
apprehendable or mind-independent objects 
of thought, a position which Meinong had 
held without supporting argument. In his 
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essay, "On the objects' independence from 
thought" (1914), Mally opposed idealistic 
psychologism in object theory, and en­
deavoured to show by a diagonal argument 
that self-referential thought is logically 
absurd, and that therefore objects of thought 
cannot be merely objects as apprehended. 
He postulated an ascending hierarchy of 
orders of objects and legitimate totalities of 
objects on the model of Russell's ramified 
theory of types, by which he hoped to main­
tain a general science of objects despite 
paradoxes in the naive unstratified theory. 
Mally's paradox inspired Meinong's theory of 
defective objects in his On Emotional Pre­
semation (1917), according to which certain 
thoughts are not intentionally directed 
toward any objects. 

Mally later began to diverge from the spirit 
of Meinong's semantics by offering another 
distinction between dual modes of predica­
tion involved in attributing properties to 
existent versus non-existent objects. Accord­
ing to this distinction, the golden mountain is 
not really gold in the same way or precisely 
the same sense as an existent gold watch is 
actually gold. Mally proposed the dual modes 
of predication distinction in order to avoid 
conceptual difficulties in object theory, but 
since the distinction contradicts the in­
dependence of Sosein from Sein, a thesis at 
the heart of Meinongian object theory, 
Meinong was never able to accept it. This 
departure from the common core of 
Meinong's principles, by which the golden 
mountain is gold in the very same sense and 
to the same extent as any existent gold entity, 
marks the beginning of Mally's independent 
formulation of a strictly non-Meinongian 
predication theory for existent and non­
existent objects. 

FURTHER READING 

Findlay, J. N., 1963, Meino11g's Theory of Objects 
and Values, 2nd ed., London: Oxford University 
Press. 

Jacquelte, D., 1982, "Meinong's theory of defect­
. ive objects", Grazer Philosoplrisc/1e Studien, 

15, 1-19. 
Mally. E., 1904, "Untersuchungen zur Gegen­

standstheorie des Messens", in Meinong, 
1904. 

486 

- 1912, Gegenstandstheoretisclre Grundlagen der 
Logik und Logistik, Leipzig: Barth. 

- 1914, "Uber die Unabhangigkeit der Gegen­
stande vom Den ken", Zeitsclrrift fur Phi/osoplrie 
und philosoplrisclie Kritik, 160, 37-52. 

- 1971, Logisclre Schriften: Grosses Logikfrag­
ment-Grundgesetze des So/lens, ed. K. Wolf and 
P. Weingartner, Dordrecht and Boston, Mass.: 
D. Reidel (see this source for Mally's complete 
bibliography). 

Meinong, A., ed., 1904, Untersuchungen zur 
Gegenstandstheorie und Psyclrologie, Leipzig: 
Barth. 

DALE JACQUETTE 

Many-Valued Logic. See: Logic IV 

Maritain, Jacques 

Jacques Maritain (1882-1973) was a French 
philosopher who, with Etienne Gilson, led 
the revival of Thomism in the 20th century. 
He applied the principles of Thomas Aquinas's 
metaphysics and ethics to problems of con­
temporary epistemology, politics, aesthetics, 
and ethics in such a way as to influence 
generations of Catholic students in the revival 
of Christian philosophy. His political writings 
are judged to have had a significant impact 
on the formation of Christian Democratic 
parties in Europe and South America after 
World War II. 

Maritain was initially depressed with the 
positivism of the Sorbonne. However, 
through the lectures of Henri Bergson at the 
College de France, his hopes for the possibil­
ities of metaphysics were revived, and, influ­
enced by the novelist Leon Bloy, he was 
converted to Catholicism in 1906. Only later, 
in the works of Thomas Aquinas, did Maritain 
find the answers he had been looking for. 
Maritain established himself first as a critic of 
modem thought in Three Reformers: L11ther, 
Descartes, and Rousseau (1925) and as a 
political thinker in The Things that Are Not 
Caesar's (1927). In contrast to some other 
Catholic thinkers whose reflections betrayed 
a nostalgia for an ancien regime in which the 
Church would have a privileged position, 
Maritan's idea of a new Christendom, pre­
sented in his Integral Humanism (1936), 
recognized the Church's rights in its own 
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sphere, but promoted a pluralistic and demo­
cratic political society, "a convivium of 
Christians and non-Christians in the same 
body politic". 

Maritain spent the war years teaching and 
writing in America. The Person and the 
Common Good (1947), The Rights of Man 
and Natural Law (1942), Scholasticism and 
Politics (1940), and Christianity and Demo­
cracy (1943) followed one another as he 
responded to the crisis of World War II. 

Maritain's The Degrees of Knowledge 
( original 1932, trans. 1959) is his summa in 
the area of epistemology and metaphysics. 
This monumental work was the result of 
applying Thomistic principles of metaphysics 
and knowledge to the diversity of different 
sorts of knowledge in the world of con­
temporary science. Against the background 
of recent developments in relativity theory, 
quantum mechanics, and mathematics, 
Maritain studied the place of traditional 
philosophy of nature and of metaphysics, 
going beyond them into the degrees of supra­
rational knowledge in theological wisdom 
and mystical contemplation. The main contri­
bution of this work was to clarify the relation­
ship of the natural sciences, especially a 
mathematicized physics, to a metaphysical 
approach to reality in a way which involved 
distinguishing their complementary territories. 

Maritain in his Existence and the Existent 
(1947) maintained, against the existentialism 
of Jean-Paul Sartre, that Aquinas's meta­
physics affirmed the primacy of existence but 
at the same time affirmed the reality of 
essence as a principle of intelligibility in 
things and as an intrinsic limit on a thing's act 
of existing. However, since God's essence is 
Esse Ipsum, existence itself, there is no 
limiting principle and consequently God is a 
necessary and infinite being. 

Early in his career Maritain shared his 
reflections on art and beauty in Art and 
Scholasticism (1920), originally a collection 
of papers on artistic knowledge and making. 
Maritain developed especially the idea that 
there is another kind of knowledge different 
from that of scientific knowledge, i.e. demon­
strable knowledge of things. in their causes. 
This other knowledge, which he called know­
ledge by way of affective connaturality, arises 
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from a closeness to things that some persons 
develop out of a love of what they work with 
or use. Such is the saintly person's knowledge 
of what should be done in a moral crisis, or 
the carpenter's knowledge of woodworking. 

At 79 Maritain sought tranquillity and 
privacy, living with a religious community, 
the Little Brothers of Jesus, in Toulouse; this 
order had a Dominican inspiration and 
devoted itself to living in poverty and work­
ing with the poor. The mid-1960s saw the 
changes in the Church brought about by 
Vatican II. Maritain, always considered a 
liberal in social matters, found some of the 
progressive movements in the Church after 
the council less to his liking and published his 
reaction in The Peasant of the Garonne, a 
critique of some aspects of the 'new theology', 
in 1967. Maritain continued his religious 
thinking in On the Church of Christ (1970) 
and in the posthumously published Ap­
proaches sans entraves (1973). He died on 28 
April 1973. 

FURTHER READING 

Dunaway, J.M., 1978,Jacques Maritain, Boston, 
Mass.: Twayne Publishers. 

Gallagher, D. and I., 1962, The Achievement of 
Jacques and Raissa Maritain, 1906-1961, 
Garden City, N.Y.: Doubleday. 

Maritain, R., 1941, Les Grandes Amities: 
Souvenirs, trans. as We Have Been Friends 
Together by Julie Kernan, New York: 
Longmans, Green, 1942. 

- 1944, Les Grandes Amities: /es aventures de la 
grace, trans. as Adventures in Grace by Julie 
Kernan, New York: Longmans, Green, 1945. 

DESMOND J. FITZGERALD 

Marsilius of lnghen 
Marsilius of Inghen, born around 1340 in the 
city of Nijmegen (see Braakhuis and Hoenen 
1990), died in 1396 in Heidelberg. From 1362 
onward, he was master at the Faculty of Arts 
at the University of Paris, where he was also 
rector ( 1367 and 1371), and student of 
theology. In 1386, he helped to found the 
University of Heidelberg, where he was 
Master of Arts, rector (1386-92 and 1396), 
Bachelor of Theology (1393), and Doctor of 
Theology (1395-6). 
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Marsilius's main works include logical writ­
ings (treatises on supposition, consequences, 
and obligations: see Marsilius 1983), com­
mentaries on Aristotle (Orga11011, Phys., De 
Ge11. et Corr., Met.), commentaries on the 
Bible, commentary on the Sentences (dis­
cussing theological as well as metaphysical 
and ontological questions), and writings on 
ecclesiastical politics. Most of his writings are 
still available in manuscript only, or in 15th­
and 16th-century editions (some of which 
have been reprinted in the I 960s; see the 
bibliography in Berndt I 985). 

Marsilius 's universal interests are reflected 
in his extensive library, which contained not 
only many 13th- and !4th-century theological 
and philosophical writings, but also works on 
grammar, logic, mathematics, astronomy, 
law and medicine, and hermetical writings, as 
well as works of the classical authors. 

In general, Marsilius should be considered 
an eclectical thinker, rather than an original 
one. He discussed and drew upon the views of 
the main thinkers of the 13th and 14th 
century, such as Bonaventure (1221-74), 
Thomas Aquinas, Giles of Rome (died 1316), 
and William Ockham. He was generally 
taken to belong to the Ockhamist tradition, 
but some of his theology and metaphysics 
rests on 13th-century, rather than on I 4th­
century, views (see Ritter 1921). Marsilius 
was a personal acquaintance of Nicole 
Oresme ( 1320-82), and of Gee rt Grote 
(1340-84). At the time of Marsilius's gradu­
a.tion at Heidelberg, professors of theology 
were Conrad of Soltau and Matthew <>f 
Cracow. Marsilius makes frequent use of 
unacknowledged literal quotations from 
other writers. Thus, in his treatise on obliga­
tions he rests on William Buser of Heusden 
( died after I 413); in his commentaries on 
Aristotle, on John Buridan (c. 1295/1300-
c.1358) and on Albert of Saxony (c. 1316-
90); in his commentary on the Sentences, on 
Thomas of Strasburg (died 1357), Adam 
Wodeham (c. 1298-1358), and Gregory of 
Rimini (c. 1300-58). 

According to Marsilius, all natural know­
ledge is based either on perception or on self­
evident principles. The existence of univer­
sals outside the mind or in singular objects is 
denied. The immediate object of knowledge 
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is the proposition. Metaphysics is the highest 
species of natural knowledge, dealing with 
the most general principles. It can be proved 
by natural reason that God exists, that he has 
knowledge and volition, but not that he has 
free will, that he has infinite power, and that 
he can create ex 11ihilo. These latter truths are 
known to man by faith. God is perfectly one, 
all distinctions between his attributes are of a 
rational nature and made by man. The ideas 
in God are not formally distinct, but extrins­
ically and objectively so. By his immensilas, 
God knows the future contingents. It is 
within his power to create species which are 
better than any existing species, yet he always 
brings forth creation in the best possible way. 
God is an immeasurable spiritual quantity; 
therefore, no creature can be equal to God, 
neither in duration nor in any other respect; 
hence, no creature can be eternal. God is 
immediately active in each creature's activity, 
including man's free acts of will. Marsilius 
distinguishes between God's absolute power 
and his ordered power (potentia absoluta and 
potentia ordinata). Marsilius takes Aristotle 
and Averroes to hold that God is not only the 
final cause of the world, but also its efficient 
cause. Among Marsilius's metaphysical doc­
trines, his theory of God's knowledge (scientia 
Dei) appears to have been most influential. 

Marsilius's views were widely received. His 
commentary on Aristotle's Prior Analytics 
was used at Prague in the 1380s; his logical 
works were used repeatedly at Vienna after 
1392; his commentaries on the Metaphysics 
and on the Physics were read at Cracow 
throughout the first half of the 15th century, 
as were his other writings at the Universities 
of Heidelberg, Erfurt, Basel, and Freiburg. 
In 1499, the doctors and masters of the Via 
Moderna at the University of Heidelberg pub­
lished a work containing epigrams on Marsilius 
by well-known humanists, such as Jacob 
Wympheling (1450-1528), as well as a re­
putedly Marsilian defence of nominalism (Via 
Marsilia11a). Such epigrams can also be found 
in the Strasburg edition of Marsilius's com­
mentary on the Sentences ( 1501). His treatise 
on obligations (printed in 1489 under the 
name of Peter of Ailly) was used by Thomas 
Bricot (died 1516), John Major (c. 1469-
1550), and Domingo de Soto (c. 1494/5-
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1560). Marsilius is mentioned repeatedly by 
Luther's teachers Jodocus Trutvetter ( died 
1519) and Bartholomew of Usingen (died 
1532). His commentary on the Prior Analytics 
is cited by Agostino Nifo (c. 1469-c.1546), 
and both Leonardo da Vinci ( died 1519) and 
Galileo Galilei make reference to his com­
mentary on De Generatione et Corruptione. 

Marsilius's theological works, too, appear 
to have been widely received. The number of 
manuscripts of his commentary on the Sen­
tences is considerably larger than was pre­
viously assumed; nine have been recorded 
so far. The commentary was known at 
Cracow in the first half of the 15th century, 
and was used by Thomas of Strampino ( died 
1460) in his Principia (1441-2). The Univer­
sity of Salamanca had a chair in theology ( the 
ctitedra de 110111i11a/es) commenting upon 
Marsilius and Gabriel Biel (c. 1425-95). 
Spanish theologians such as Francisco de 
Vitoria (c. 1483/6-1546), Domingo de Soto, 
Luis de Molina (1535-1600), and Francisco 
Suarez ( 1548--1617), cited his commentary on 
the Sentences, especially in connection with 
issues concerning divine prescience and grace. 

FURTHER READING 

Berndt, R., 1985, "'Marsilius von Inghen als 
Erklarer des Matthaus-Evangeliums", Semper 
Aper/Us. Secl1sl11mdert la/ire Ruprecht-Karls­
Universitiit Heidelberg 1386-1986, vol. 1, ed. W. 
Doerr et al., Berlin: Springer, 71-84 (includes 
bibliography). 

Braakhuis, H. A.G., and Hoenen, M. J. F. M., 
eds., 1990. Acts of the lmemational Marsi/ius of 
lnglien Symposium orga11ized by the Nijmegen 
Ce11trefor Medieval S111dies (Nijmege11, Dec.18-
20, 1986), Nijmegen: Ingenium Publishers. 

Hoenen, M. J. F. M., 1989, "Marsilius von Inghen-
Bibliographie... Bulletin de Philosophie 
Medievale, 31, 15Cki7. 

Marsilius of Inghen, 1983, Treatises 011 the proper­
ties of terms. ed. E. P. Bos. Dordrecht: D. Reidel. 

Ritter, R., 1921, Studien zur Spiitscholastik, vol. 1, 
Marsilius von I11ghe11 rmd die okkamistische 
Sclmle in Demschland, Heidelberg: Carl Winter. 

MAARTEN HOENEN 

Marty, Anton 
Anton Marty (1847-1914) was a pupil of 
Franz Brentano and an acute continuer of his 
thought. His first important philosophical 
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work is devoted to an old. and at the end of 
the 19th century to some extent discredited, 
problem: the problem of the origin of lan­
guage. In Marty's days there predominated 
the view according to which language is either 
an organic reality whose beginning and 
development is to be explained in the same 
terms as any other vital process ( a view 
defended by August Schleicher (1821-68)), 
or an involuntary emanation of the spirit that 
accompanies thought and makes it possible 
(Wilhelm von Humboldt (1767-1835), 
Hermann Steinthal (1823-99), Wilhelm 
Wundt (1832-1920)). Marty, by contrast, 
sees language not as an object of the natural 
sciences, nor as a moment within the psycho­
logical process of thought, but rather as a 
human institution - a view reiterated by 
Marty in a series of articles published 
between 1884 and 1892 (see his Gesammelte 
Schriften, Halle, 1916-18). Its origin must 
therefore be sought in that sort of deliberate 
practice which reflects man's need to com­
municate. Language is an instrument for 
communicating; but this does not mean that 
the 18th-century idea of language as an 
invention of man would be correct. Like 
William Dwight Whitney (1827-94), Marty 
also held that language was not invented and 
constructed consciously according to pre­
viously formulated rational criteria; rather, it 
developed gradually as the result of voluntary 
communicative acts without the support of 
any explicit plan. 

The solution found by Marty to this prob­
lem led him to emphasize the instrumental 
nature of language. It is this which is the 
necessary starting-point in order to under­
stand the project for a general grammar that 
Marty put forward from the 1890s at a time 
when the science of language was still domin­
ated by the conviction that only historical 
linguistics could achieve scientifically valid 
results. 

To speak of a general grammar does not 
mean, in Marty's view, that one loses sight of 
the fact that there exists an ineliminable 
difference between the logical and the gram­
matical structures of languages. But neither 
does it mean, as it did for Edmund Husserl, 
that one abandons concern with the level of 
empirical languages in order to outline a pure 



MARTY, ANTON 

morphology of meaning. In fact, Marty's 
general grammar is properly linguistic in 
nature and is founded on the conviction that 
the form of language depends entirely on the 
general conditions to which an instrument of 
communication has to submit. 

These conditions can be understood by 
considering the dual nature of instruments: 
just as a knife has a handle for holding and a 
blade for cutting, so the form of language 
depends both on the nature of those who use 
it and on the reasons for which it is used. It 
follows - as Marty writes in his /11vesrigatio11s 
on the Foundations of General Grammar 
(Halle, 1908)- that the first task of a general 
grammar is to show the methods which 
enable people to manipulate linguistic signs 
in concrete ways, and to show how the 
difference between logic and grammar can be 
seen as a consequence of the adaptation of 
language to the characteristics and limits of 
human nature. 

The second task of a general grammar is to 
indicate the functions that language must 
perform if it is to be an instrument of human 
communication. As Marty sees it, to com­
municate means to arouse in others deter­
minate experiences; thus it is the task of 
descriptive psychology to outline a taxonomy 
of the possible forms of conscious experi­
ences and, consequently (according to 
Marty), of the totality of semantic possibil­
ities in any language. 

Here Marty relies on the descriptive 
psychology of his teacher Brentano and on 
Brentano's classification of psychic phe­
nomena, of which Marty was a convinced 
supporter throughout his life. Marty does 
not, however, confine himself to defending 
Brentano's theories against the attacks of 
Christoph Sigwart (1830--1904), Wundt, o'r 
Alexius Meinong; nor is he simply content to 
enlarge on some aspect of these theories. On 
the contrary, he argues strongly against Bren­
tano's reism, subjecting the entire Bren­
tanian doctrine of intentionality and its 
objects to a critical revision. 

Like Husserl, Meinong, and Brentano 
before him, Marty denies the existence of 
mental objects as correlates of intentional 
acts. In his Investigatio11s of 1908, he argues 
that when we think of a hippogriff, we do not 
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picture a mental entity but, rather, a winged 
horse, and that if there were such a creature it 
would be no less real than all the other 
objects in the world. Assuming that hippo­
griffs do in fact exist, we would have on one 
side an ego that has experiences, and on the 
other a really existing object. Between these 
two poles there would obtain, Marty holds, a 
relation of similarity: the adaequatio between 
the intending act and the object of intention. 
Even when we acknowledge that winged 
horses are a mere fiction, we do not have to 
postulate the existence of any mental object, 
as if it were necessary to think of intentional 
acts in every case as relations that imply a 
correlative object. When I think of a hippo­
griff, my thinking does not have an objective 
correlate, not even a mental one. The reason 
for this is that my intentional experience does 
not posit a relation, but only implies its 
possibility; in fact the intentional act is 
posited as one of the foundations of a sort of 
relation of similarity that would become real 
and complete only if hippogriffs existed. 

A denial of mental objects does not mean, 
however, that one must adopt, as the later 
Brentano does, a doctrine of reism. Accord­
ing to Marty, the later Brentano is mistaken 
in his refusal of the Aristotelian distinction 
between existence and reality. Marty 
believes that a real object is whatever can 
occur within a causal nexus, whereas an 
existing object is everything which can be 
asserted by a true existential judgement. 
Now, if an ens rationis, as Marty holds, can 
occur as the subject in a true existential 
judgement, it follows that existence pertains 
not only to real objects, but also to values and 
states of affairs. 

The cause of this disagreement between 
Marty and his teacher is rooted in the concept 
of truth. For Marty, the truth of a proposition 
implies an adaequatio rei ad i11tellect11s; there 
must therefore be an objective correlate of 
every true judgement which guarantees its 
truth. Consider the proposition 'A exists'. 
The truth of this proposition is guaranteed by 
the fact that there is a certain state of affairs 
or content of judgement: 'the existence of A'. 
It is important to underline that, for Marty, 
the existence of such objects of reason does 
not depend upon their being thought: the 
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content of a true judgement exists independ­
ently of the act of judgement with which it is 
correlated. However, it is only by reflecting 
on a true and evident act of judgement that it 
is possible to grasp its objective correlate: 
contents of judgement are 'reflexive' in 
nature in the sense that the predicates they 
contain (existence, identity, possibility, etc.) 
can be grasped only by reflection on the 
corresponding psychic acts of the subject. 
Thus, even if entia rationis exist independ­
ently of a subject that thinks them, it is also 
true that there is a sense in which they imply 
psychological subjectivity; for Marty, as 
against Husserl, the presentation of someone 
judging that A exists is of necessity contained 
in the thought 'A is true or exists'. 
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PAOLO SPINICCI 

Marxism-Leninism 

Marxism-Leninism is the name given to the 
theory and practice of communism. As a 
practice, it is said to be the theoretical 
inspiration of the Communist Party, and thus 
belongs to sociology or political science. As a 
theory, Marxism-Leninism is divided - fol­
lowing Lenin - into philosophy, political 
economy, and scientific communism. 

Although contemporary Soviet philo­
sophers often use ·marxism' and 'Marxism­
Leninism' interchangeably - claiming there­
by a certain continuity in 'revolutionary' 
theory-both they and Western writers on the 
subject are clear that Marxian doctrines are 
only the point de depart. The true inspiration 
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for Marxist-Leninist philosophy is to be 
found in Friedrich Engels 's ( 1820-95) trans­
mission of certain ideas of Karl Marx (1818--
83) to Lenin (1870-1924), whose transforma­
tion thereof joined Stalin's (1879-1953) in­
credible over-simplifications, to produce what 
we now know as Marxist-Leninist philosophy. 

Marxist-Leninist philosophy consists of 
dialectical materialism and historical materi­
alism. The official definition of the former is 
"the science of the most general laws of 
nature, society and human thought". Histor­
ical materialism is "the application of the 
laws of dialectical materialism to history and 
society". 'Dialectic' here means 'conforming 
to the three laws of unity and conflict of 
contradictions', 'transition of quantitative 
changes into qualitative changes', and 'nega­
tion of negation'. 

Dialectical materialism asserts that all is 
matter, all matter is in space and time, and in 
motion; and all motion follows the laws of the 
dialectic. It also affirms the basic epistemo­
logical thesis of Marxist-Leninist philosophy, 
namely that thought as a mirror-image of 
material reality participates in the dialectical 
character of this reality. In other words, there 
is a 'dialectic of nature' (Engels) orof matter, 
and there is a 'dialectic of thought', which is 
the domain of 'dialectical logic'. 

Just as the dialectic of matter is reflected in 
the dialectic of thought, so - following his­
torical materialism - social thought ( or ideol 
ogy) 'dialectically' reflects the dialectic in­
herent in social reality (or social matter), and 
this social reality is the economic infrastruc­
ture of social existence and of its history. 

Thus, if one chooses to talk about ontology 
in the Marxist-Leninist context, one has to 
begin with a distinction between a 'funda­
mental ontology of material being' and a 
'social ontology', while metaphysics in this 
same context will provide the over-arching 
'dialectical' principles both of the being of 
these various components and of the dialect­
ical relationships among them. 

Lenin wanted his fundamental ontology to 
be a realism, devoting most of his Materialism 
and Empirio-Criticism (1908) to establishing 
this position against his political opponents, 
and his Marxist-Leninist disciples have 
worked mightily to keep to such a position. 
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Unfortunately, this 'realism' of Lenin is 
based not on Aristotle or Leibniz, or even 
Hegel. but on a sophomoric misunderstand­
ing of Engels who thought that there was an 
identity between the relationships existing 
between thought and being, and those be­
tween spirit and nature (matter). In other 
words, the whole discussion was launched on 
the basis of a confusion between an onto­
logical question (matter and spirit) and an 
epistemological one (thought and being). 

Similarly, the search for a Marxist-Leninist 
'social ontology' is burdened by a bias in 
favour of a naive realism (the economic base 
ultimately determines the ideological and 
philosophical superstructure) which, how­
ever, has thus far failed to find the nexus at 
which economic energy is transferred to the 
realm of ideas. 

These problems that Marxist-Leninist 
philosophy has at the level of ontology can be 
encapsulated by saying that any theory that 
wants to assert the material ('empirical') 
uniqueness of every existent alongside the 
('metaphysical') materiality of the whole, as 
well as the uniqueness in society of each 
economic agent alongside the sociality of 
history as a whole, needs some sort of 
metaphysics. 

It is the dialectic that is invoked in the final 
analysis to provide the metaphysical articu­
lations that make it possible to seek if not to 
find a resolution to these quandaries. We 
cannot go into all the adventures of the 
dialectic here - from its Platonic beginnings 
to its Hegelian actuality. Something of all of 
these is to be found in the way the Soviets 
manipulate the dialectic. 

The core of the Marxist-Leninist discussion 
on this point remains the issue of how dialec­
tic, logic, and epistemology are related one to 
the other - are they identical? Or do they 
coincide? It was Engels who said that formal 
logic was good only for 'kitchen use', while 
there is a higher, 'dialectical' logic, and it was 
Lenin who asserted that logic, dialectic, and 
epistemology are the same, there being no 
need for three separate words. Along the way 
toward a solution of this problem, 'dialectic' 
has come to be interpreted by the Soviets as 
'ontology' (an activity), though as 'dialectical 
logic' it provides the categories that make it 
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possible to seek out a metaphysics for solving 
the two central problems we mentioned- that 
of an ontology of nature and that of a social 
ontology. 

Thus, without being able to say that 
Marxist-Leninist philosophy has made tre­
mendous strides in any direction, we can 
indicate that the attempts to address the 
'basic question of all philosophy' have driven 
them in the direction of classical ontology and 
of traditional metaphysics, in the form of a 
search for the categories adequate to express­
ing the architectonic structures needed for 
appropriate characterization of the world. 

For further details, see the Sovietica series, 
especially the titles listed below. 
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THOMAS J. BLAKELEY 

Mass, Matter, Material 

Mass is that property of all material bodies in 
virtue of which they resist change of motion, 
and is typically measured by the amount of 
force necessary to cause a given body to 
accelerate. The concept of mass developed 
over a long period of time, beginning with the 
Neoplatonic doctrine of the impotence and 
inertness of matter. In the hands of Johannes 
Kepler (1571-1630), Sir Isaac Newton, and 
others, mass became the property which ex­
presses the quantity of matter contained in 
any given body. 

Mass has become the central scientific 
property of matter because it is found 
through empirical methods to be a well­
behaved property. It plays a crucial role in 
many fundamental laws in physics - for 
example, the conservation laws for energy, 
momentum, and angular momentum. and 
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the two Newtonian equations, force = mass 
x acceleration, and (for any two bodies in the 
universe of mass m and m', G the universal 
gravitational constant, and d the distance 
between them) force of gravitational attrac­
tion = Gmm'ld2• Mass's lawful interaction 
with gravity makes it possible (under normal 
conditions) to compare the masses of two 
objects by weighing them in the pans of a 
balance, though weight and mass are quite 
distinct concepts. Mass (in the sense of 'rest 
mass', or the mass of bodies measured by 
observers travelling with them) is the univer­
sal quantitative feature of a body which it 
retains everywhere and at all times, whereas 
weight varies from place to place and must be 
treated as a force equal to the product of a 
body's mass and the gravitational constant 
governing that local area. In addition, when 
two bodies combine to form a third, the 
resultant body's mass is the sum of the masses 
of its constituents, so that mass is additive and 
is thus quantitatively well-behaved in yet 
another way. The foundation of mass's quant­
itative usefulness is the fact that it admits of 
ratio measure. Thus, according to a definitive 
analysis by Ernst Mach (Die Mechanik in 
ihrer Entwicklung, historisch-kritisch darge­
stellt 1883; expounded by Jammer 1961 and 
Mackie 1973), the following empirically dis­
covered facts hold for a body in an idealized 
environment in which only gravitational 
forces are acting between it and one other 
body. Accelerations in opposite directions 
are set up in both bodies so that, e.g., the 
ratio of A's acceleration to B's (K8A) will be 
invariant, as will B's to Cs (Kc8 ) and A's to 
Cs (KcA); KcA equals the product, K8A x 
Kc8; and if B and C are joined to form a 
single body, the invariant ratio of A's accel­
eration to B + Cs (Kc8 +c)A) will equal the 
sum, KBA + KcA• 

All of these laws were shown to be only 
very close approximations when Albert 
Einstein's (1879-1955) special theory of 
relativity was confirmed in the 1930s. Mass 
was now shown to be identical with and 
convertible into energy. Thus experimental 
results, and not philosophical speculation, 
finally eliminated the neat common-sense 
picture of bits of matter as little substances 
which are acted on by external forces. In-
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stead, matter and forces are inextricably 
intertwined, and the only 'substance' in view 
on most current models of matter is the 
spacetime manifold. Physicists currently 
recognize three forces which can characterize 
that manifold in regions where a material 
object's spacetime path (or 'world line') is 
found: gravitational, electroweak, and the 
strong nuclear force. 

'Matter' is the most general noun used 
to refer to that which composes physical 
bodies. In Aristotle and some medieval 
philosophers, 'prime matter' was thought of 
as an inchoate and indeterminate substratum 
waiting to be endowed with various sorts of 
forms. 

But the concept of matter which survived 
into the modern era began with the ancient 
atomists' thought that matter was divided up 
into indivisible units of 'what is' or 'the full'. 
'What is' must be sharply distinguished from 
'what is not', or 'the empty' - that is, the void 
in which the units are moving. The atomists 
explained changes in observable things by 
reference to changes in shape, position, and 
arrangement of the constituent atoms. Later 
Plato, in the Timaeus, adumbrated the view 
that material objects are identical with the 
geometric space they are typically taken to 
occupy. 

But Plato's geometric view raised a central 
question: isn't there more to matter than 
mere spatial extension? In terms of the ori­
ginal atomist system the question is: what fills 
up 'the full' so as to distinguish it from 'the 
empty'?. The atomists themselves had used 
the quality of solidity or firmness (stereos; see 
Bailey 1928) as the atoms' distinctively 
'material' quality. And later the Stoic re­
sponse was that matter is distinct from mere 
extension due to the presence in it of 
'pneuma' (a mixture of air and fire: 
Sambursky 1956). Pneuma pervades all of 
space and provides the basis for matter's 
material quality of cohesion or tension - a 
property which empty space cannot have. In 
the Stoic system, all the world's matter forms 
a unified, seamless continuum in a constant 
state of tension, and causal relations are 
likened to the propagation of waves in a 
medium: thus they claimed that if there were 
empty spaces between the parts of matter, 
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sound waves and light signals could never 
reach would-be perceivers. 

When atomism was revived in the 1600s, a 
canonical list of 'primary qualities' was de­
vised for material things. That list reveals a 
similar cleavage between purely spatial (or, 
in the case of motion, spatio-temporal) 
features and strictly material qualities. 
Spatial/spatio-temporal primary qualities in­
clude extension, size, shape, volume ( or 
'bulk'), position, arrangement, and state of 
motion; material primary qualities include 
inertness, impenetrability, solidity, and mass. 

In the modern era these primary qualities 
were accorded a privileged ontological status 
because they are essential to mechanistic 
explanations- and of course the moderns saw 
mechanism as vastly superior to the old 
scholastic style of explanation 'involving 
mysterious virtues and faculties. They are 
also thought of as favoured from an epistemic 
standpoint, since, unlike the 'secondary qual­
ities' of colour, smell, taste, feeling, and 
sound, they are not radically dependent on 
human senses. Very early on the latter had 
been rejected by Democritus, mainly on 
epistemic grounds: "By convention sweet, by 
convention bitter, by convention hot, by 
convention cold, by convention colour: but in 
reality atoms and void". Of course Demo­
critus and his associates were the first mech­
anists, and so they were likely to have been 
also motivated by such ontological con­
siderations as the fact that the secondary 
qualities are completely idle in mechanistic 
explanations. 

Leibniz was perhaps the first to launch a 
systematic critique (outlined in Hartz 1984) 
of the atomism of Robert Boyle (1627-91), 
Newton, John Locke, and others. In particu­
lar, he claims that the atomist's material 
primary qualities of impenetrability, solidity, 
inertness, and mass all point to matter's being 
completely passive. Hence the atomist has no 
naturalistic explanation of the obvious activ­
ity and motion of material things; instead, he 
has to keep dragging God in ex machina to set 
the inert bits of matter in motion and keep the 
universe of inert objects from winding down 
to a halt. In place of this metaphysic, Leibniz 
offered a dynamic view of matter, even 
claiming that matter is constituted by forces 
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of various sorts. Thus his view is closer than 
any atomist's to the contemporary view of 
matter as the resultant manifestation of 
various kinds of forces. 

Another of Leibniz's criticisms was the 
claim that the atomist's material primary 
qualities are, unlike Leibnizian forces, purely 
relational, and hence cannot provide an in­
herent or monadic quality for body. The 
scientific realists J. J.C. Smart (1963), D. M. 
Armstrong (1961), and J. L. Mackie (1973) 
have reintroduced this concern into contem­
porary discussion. Smart looked at the prim­
ary qualities offered him by current physics 
- e.g., length, shape, mass, charge, spin -
and, seeing that all of them seemed to involve 
essential reference to something other than 
the body which had them, asked, "Can a 
thing have relational properties only?" The 
answer seems to be negative on conceptual 
grounds alone: a thing must have some 
monadic qualities in order to be a thing at all 
and to stand in various relations. Armstrong 
responds to Smart's query by claiming that 
impenetrability and solidity are clearly re­
lational, and that mass and charge seem to 
"dissolve into relations, or dispositions to 
have relations, that one particle has to 
another particle". He concludes that either 
we must use as matter's inherent nature the 
grotesquely inappropriate secondary qualit­
ies, or "postulate further qualities 'I know 
not what' which, as it were, provide the 
stuffing for physical objects". Since we can't 
adopt the former option, we are left in the 
intolerable position of holding that "we know 
absolutely nothing of the intrinsic nature of 
physical objects, except their spatial proper­
ties". 

Mackie offers a solution to this problem, 
claiming that a scientific realist should postu­
late for all dispositions of material things a 
categorical basis which is contingently related 
to the disposition, as molecular structure is to 
fragility. In the case of mass, even though it is 
"introduced in a dispositional style", what is 
introduced is "some intrinsic quantitative 
feature which reacts contingently but lawfully 
with imposed forces"'. How much do we 
know about this intrinsic side of mass? Not 
much: "it is reasonable to postulate that there 
is a relatively permanent quantitative some-
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thing-or-other intrinsic to objects and addit­
ive in all their normal combinations". 

Of course this 'solution' raises the old 
Lockean problem, recognized by Armstrong, 
of an unknown substratum: as Howard 
Robinson (1982) has recently argued, the 
scientific realist's last-ditch response seems to 
be that matter's inherent nature is a 'name­
less categorical residue' which is designed to 
stop, by definition, the regress from one set of 
dispositions to another. It is significant that 
experimental results, and not the specu­
lations of philosophers, have forced the issue 
to take this form. Physicists keep finding 
more new primary qualities, but all of them 
seem dispositional. Thus the philosopher 
who wishes to avoid non-realist positions like 
phenomenalism or idealism is forced either to 
postulate an end to the reduction of disposi­
tions to further dispositions, or else to accept 
the conceptual problems associated with the 
view that material bodies have only disposi­
tional properties. 
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GLENN A. HARTZ 

Mass Terms 
The first question that should be answered 
here is what is a mass term? Most works, 

MASS TERMS 

unfortunately, do not answer this basic 
question, but instead give examples from 
which the reader is to formulate his own 
concept of what a mass term is. A traditional 
opposition is between mass terms and count 
terms - although the notion of what a count 
term is most often also goes unanswered. 
(And in any case, most theorists believe there 
to be many terms which are neither count nor 
mass.) 

Most commonly, mass and count terms are 
presented by example: water is a mass term, 
person is a count term; computer software is 
a mass term, computer program is a count 
term; furniture is a mass term, house is a 
count term. Sometimes these examples are 
accompanied by explanations like the follow­
ing: 

1. Count terms (but not mass terms) can 
occur with the quantifiers each, every, 
many, few, and some (as a stressed 
quantifier). Count terms (but not mass 
terms) can occur with the indefinite 
article. Count terms (but not mass 
terms) can occur with counting phrases 
like three or a dozen (of). Count terms 
(but not mass terms) exhibit a singular/ 
plural dichotomy manifested both in the 
term itself and in verb agreement. On 
the other hand, mass terms (but not 
count terms) can occur with the quanti­
fiers much and little. The indefinite 
article appropriate to mass terms (but 
not appropriate to singular count terms) 
is the unstressed some ( which will be 
written as sm in what follows). Mass 
terms (but not count terms) can be used 
with measurement phrases like amou/11 
of and litres of. Mass terms do not have 
a plural form. 

2. Count terms refer to discrete, delin­
eated entities; mass terms refer to 
undifferentiated stuff. Count terms 
·contain within themselves a principle 
of individuation'; mass terms refer with­
out explicitly individuating their referent 
into objects. Mass terms (but not count 
terms) have 'cumulative reference': 
given any group of parts of which the 
mass term is true, the mass term is also 
true of their sum. Mass terms (but not 
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count terms) also have 'homogeneous 
(or divided, distributive, divisive) refer­
ence': given anything of which a mass 
term is true, the term is also true of its 
parts. 

3. Count terms (but not mass terms) are 
used by speakers when they wish to 
indicate that they know how to indi­
viduate a certain portion of the world 
from another portion; they are used 
when the speaker understands how one 
instance is marked off from another 
instance of the count term. Mass terms 
are used when the speaker wishes to 
identify one aspect of the world, but not 
with any intent to individuate. The main 
test here is that, given a space appro­
priate to an expression E, if it makes 
sense to ask how many Es are in that 
space then E is a count term. 

Does Mass/Count Apply to Anything 
Besides Noun Phrases? From the three types 
of characterization just stated, it is obvious 
that the mass/count distinction is primarily 
thought to apply to noun phrases. But, some 
authors have also suggested that it might be 
extended to other types of expressions. Ad­
jective phrases (e.g., spherical) might be 
called count because they can only be applied 
to count nouns. Verbs which can only take 
mass (or count) subjects might thereby also 
be called mass (or count) - assuming there 
are any such verbs. This sense in which an 
element from a syntactic category other than 
NP might be called mass or count is probably 
better treated as an agreement feature. It is 
certainly not the case that these adjective 
phrases or verbs have any properties which 
are in any sense analogous to the count/mass 
distinction amongst NPs. It has, however, 
been noted that there might be the appro­
priate kind of analogy within verb phrases. 
The idea is that the denotation of a VP is an 
event, and that events can be parts of larger 
events and can contain subevents. Sometimes 
these subevents can be described by the same 
verb phrase - especially when the event in 
question is a process such as to eat or to run. 
Other VPs (such as to win or to prove) 
describe achievements and involve the attain­
ment of some final state. Such events do not 
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have subevents which can be described cor­
rectly by the VP. 

Once this basic analogy is discovered, one 
can investigate the effect of adding a mass or 
a count direct object to a mass or count verb­
trying to decide whether the resulting VP 
always inherits the mass or count feature 
from the verb or from the object. Similarly, 
one can consider adverbial phrases to be mass 
or count by analogy. Adverbs like for hours 
are temporally 'unbounded', ones like along 
the road are spatially 'unbounded'. Adverbs 
like in an hour are temporally 'bounded', 
ones like to the city are spatially 'bounded'. 
One might think of the 'unbounded' adverb 
phrases as mass-like, and the 'bounded' ones 
as count-like. Again, one might investigate 
the effect of adding these mass and count 
adverbs to a verb which is basically mass or 
count; and indeed one might investigate the 
overall effect of mass/count verbs, mass/ 
count objects, and mass/count adverbs. Dis­
cussions of these phenomena can be found in 
many places, but see especially Mourelatos 
(1978), Hoepelman (1976), and ter Meulen 
(1980). For the remainder of this article we 
will stick to mass/count as a property of NPs. 

Do the Criteria Really Distinguish Any­
thing? The three types of criteria listed 
above which have been used to distinguish 
mass from count terms fall into three differ­
ent categories of tests: syntactic, semantic, 
and pragmatic, depending upon whether one 
views the mass/count distinction as giving 
conditions on well-formedness, on reference, 
or on how people differentially use various 
terms. To evaluate the usefulness of any of 
these different categories in any detail is 
beyond the scope of a short survey article, but 
the following (negative) points might be 
noted. As regards, first, the pragmatic dis­
tinction: it has been convincingly argued by 
R. X. Ware (see Pelletier 1979, pp. 15-29) 
that in most instances speakers simply have 
no intentions that are relevant. The very 
same 'communicative intentions' might lead 
a speaker to say a lot of difference and many 
differences, or to say much more data and 
many more data. Speakers might have 'mass­
like intentions' when they ask for more beans 
or more eggs - should that make beans and 
eggs mass? Should the fact that speakers 
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might have 'individuating intentions' when 
they ask for more toast or more eggs make 
toast and eggs count? The pragmatic criterion 
seems doomed. As regards the semantic 
distinction: it seems that there is nothing in 
the referent of the terms that should make 
fruit mass and vegetable count, baklava mass 
and brownie count, rice mass and bean count. 
Furthermore, different languages sometimes 
use (alleged) count terms and sometimes 
( alleged) mass terms to refer to the same 
thing. (Consider the English dandruff which 
is (allegedly) mass, and the French /es pelli­
cules which is (allegedly) count. Consider 
also dish(es) vs. la vaiselle.) 

Furthermore, as F. J. Pelletier has pointed 
out, for any allegedly count term that denotes 
a physical object there is a related term which 
is arguably mass (see Pelletier 1979, pp. 1-14; 
this work also contains a discussion of the 
applicability of the distinction to terms de­
noting non-physical objects). Consider the 
'Universal Grinder', a device that takes in an 
object corresponding to the count term and 
spews out the finely ground matter of which it 
is made. A hat, for instance, is fed into it and 
afterwards there is hat all over the floor. This 
is so despite the fact that there is another 
word we might have used (forexample,fe/tor 
straw). So for any word one would wish to call 
a count term, there is a related mass term 
designating, roughly, the stuff of which it is 
made. Conversely, universal objectifiers 
come to mind. In any case, whenever stand­
ard portions or standard uses for the stuff 
corresponding to a mass term have been 
established, one will find a count term for it: 
three beers, an ice cream, a finely silted mud. 
There is also the count term (for any mass 
term M) which means, roughly, a kind of M. 

Given the foregoing, it is not surprising 
that even the syntactic criteria have been 
attacked. It just is false, for example, that 
mud cannot occur with numeral modifier, or 
the indefinite article. It is false, for example, 
that soldier does not occur with the un­
stressed sm. After the grenade has exploded 
in the enemy bunker. Rambo might enter and 
notice that the walls contain three different 
muds mixed with sm soldier. 

The failure of any of the different types of 
criteria to divide even nouns into separate 
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classes suggests that nouns or noun phrases 
considered in the abstract or in isolation are 
not what mass and count should apply to. 
Instead, perhaps, it should be the noun 
phrase as it is used in a particular sentence 
which should be classified as either mass or 
count. Thus it will not be a word, not even a 
word in a sentence, which is count or mass; 
rather it is the entire NP as it appears in the 
specific sentence under consideration which 
is to be judged count or mass. This would 
seem to suggest that the distinction is not a 
matter of syntax, for the same noun might in 
one sentence be in a count NP and in another 
be in a mass NP. A syntactic distinction, after 
all, is supposed to enforce a well-formedness 
constraint; but we have just seen that any 
noun can be used in either a mass or a count 
way ... no constructions would be ruled out 
by such features and so they cannot be 
syntactically motivated. 

Instead, they should be viewed as semantic 
'directives' telling us how to evaluate the NP 
as it occurs in some sentence. In sentences 
like / had lamb for dinner and Apple was in 
the salad the 'directive' might be to interpret 
lamb and apple in a way that is true of certain 
kinds of stuff regardless of how much of the 
stuff there is ( and regardless of how many 
naturally occurring objects the stuff was 
derived from). In sentences like/ had a lamb 
for dinner and An apple was in the salad the 
'directive' would interpret them as true only 
if there was an entire naturally occurring 
object ( a lamb or an apple) which satisfied the 
sentence. This suggests that there should be 
sentences in which there is an ambiguity as to 
what the 'directive' is; and indeed this seems 
to be precisely what happens when the 
(alleged) mass term has the same form as the 
( alleged) plural count term. Sentences like 
John likes his data, Mary had potatoes for 
supper, and the like are ambiguous in just this 
way. Furthermore, it explains the ambiguity 
of such sentences as This tavern has sixteen 
beers (kinds vs. individual portions) and This 
bunker contained four soldiers (individuals 
vs. kinds of soldiers - e.g., from different 
countries). 

What Ontology do Mass Terms Pre­
suppose? The ontology presupposed by this 
outlook on mass terms is this. First, there are 
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ordinary individuals such as Ralph, this 
ottoman. and the beer in the bottle before 
me. Such items are in the extension of such 
predicates as is a person, is f11mit11re, is a beer, 
and is beer. Second, there are kinds: Homo 
sapiens, Furniture, Beer. The kinds ought to 
be thought of as forming an upper semi­
lattice of kinds. Thus, Beer might be atop the 
semi-lattice with Pilsner, Lager ... etc., 
falling under it. This is a 'formal' semi-lattice 
in the sense that the union of any two kinds in 
the lattice is also a member of the lattice. 
These kinds are denoted by an entire NP 
(e.g., by beer, pi/Slier, lager) and are all in 
the extension of the predicate is X where Xis 
the name for the top of the lattice. Thus, we 
have pi/Slier is beer, lager is beer, and even 
beer is beer. Predications of this sort are 
ambiguous ( or perhaps one meaning is de­
rived from the other by virtue of meaning 
postulates) between interpreting the subject 
NP as denoting a member of the semi-lattice 
and being universally quantified with the 
subject term treated as a predicate. 

Some of these kinds (roughly: those which 
are conventionally recognized as an import­
ant kind of X) are convelllional kinds, and 
they are in the extension of the predicate is an 
X. Thus, pilsner is a beer and lager is a beer 
are true. But not every member of the formal 
semi-lattice is a conventional kind - for 
example lager mixed with pilsner is not a beer 
(although it is beer), beer is not a beer (since 
it is not a conventionally recognized kind of 
beer). 

It is implausible to suppose that these kinds 
can be identified with any physical object 
such as the mereological sum or fusion: 

1. (Due to Montague, see Pelletier 1979, 
pp. 173--78.) Consider two possible but 
as-yet unrealized substances, Kaplanite 
and Suppessium. They are defined in 
such a way as to be distinct (e.g., by 
having different atomic numbers) but 
their mereological sums are identical, 
namely the null individual. 

2. The mereological sum of water is all the 
water in the world, but all the water in 
the world weighs billions of tonnes is 
true while water weighs billions of 
tonnes is nonsensical. 
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3. (Due to T. Parsons. see Pelletier 1979, 
pp. 137-66.) All the wood in the world 
might be made into furniture and all the 
furniture made of wood, so the mereo­
logical fusions of wood and furniture 
would be the same. Yet even so, wood 
and furniture are distinct (because, 
e.g., this chair leg would be wood but 
not furniture). 

It seems that the kinds must be intensional 
entities. 

One might wish to distinguish between 
ordinary objects and the particular quantity 
of matter which comprises them. One might 
therefore distinguish between my ring and 
the specific quantity of silver of which it is 
made. In this case, these quantities will also 
be in the extension of such predicates as is 
silver, in addition to the objects. Of course, 
for this example is a silver is not true of either 
the ring or of the quantity of matter. But this 
is not always the case: both is an apple and 
is apple are true of the object before me, but 
arguably only is apple is true of the quantity 
of matter of which the object is made. After 
Rambo enters the bunker, is soldier but not is 
a soldier is true of what he finds on the walls. 

In addition to the preceding uses, there is 
also the use of (say) a beer to refer to an 
individual serving of beer. It is not clear 
whether this use refers to the contents - that 
is, the individual quantity - in the serving or 
to the size (or amount) of the serving. As we 
have seen, is beer is true of the contents of the 
serving, but if this use of a beer referred to the 
amount rather than the contents then a waiter 
could bring that amount of water in response 
to an order of a beer. On the other hand, if a 
beer refers to the actual quantity, then a beer 
is beer (when a beer is used in this manner) 
ought to be necessarily true. But it is not 
clear that this is so. 

Finally, there is also the use of such phrases 
to refer to conventionally recognized types of 
servings. This is the sense in which. although 
the five of us at the table each have a beer. 
there are only three ( distinct) beers on the 
table: a pint, a 12 oz. bottle. and a 7 oz. glass. 
(Those are standard types of servings in 
certain areas of North America.) Again, for 
reasons similar to those given above with 
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regard to kinds, it seems that these conven­
tionally recognized types of servings cannot 
be identified with any physical manifestations. 

What is the Origin of the Mass/Count 
Distinction? Considerations such as the 
above might lead one to speculate as follows. 
Our language is suited to picking out certain 
features of the world - redness, watery-ness, 
human-male-ness, and the like. It does this 
by having predicates which are true of these 
aspects of reality: is red, is water, is man. Such 
predicates are true of any appropriate aspect 
of the world, including the parts of such an 
aspect (thus such predicates pass the divisive 
and cumulative tests). Often, however, what 
we find interesting about reality is not merely 
the fact that reality manifests this feature but 
also that this particular region of reality has 
some further use. Such uses are determined 
by physics, or biology, or culture, or merely 
personal whim; they can often seem com­
pletely haphazard. But if the utility is great, 
we associate an 'object' with particular mani­
festations of that feature. If the utility in 
doing this is very great, the other 'feature 
placing' use will slip into the background -
but it will still be there and can be called upon 
when the circumstances are right. Thus, 
potato describes a certain aspect of reality, 
and the predicate is potato is true of that area 
of the world (and of its parts). If, however, 
agriculture or food selling makes it con­
venient to look al the various areas of reality 
of which this predicate is true as being 
discrete from one another and each area as 
having its own uniqueness, we might decide 
to talk about one potato, two potatoes, a 
potato, each potato ... inventing, as it were, 
a 'count term'. But the original 'feature 
placing, mass-like term' still remains and is 
still used when the circumstances are appro­
priate (as in ordering some food). For what­
ever reason, such a count use of potato is 
common; but the same thing did not happen 
to garlic. Sometimes the utility is so great that 
the 'feature placing, mass-like use' becomes 
so rare as to almost never come to mind. No 
doubt due to the importance of our inter­
personal relationships, is man hardly ever is 
used while is a man is very common. But as 
the universal grinder, the Rambo story, and 
such uses as what a hunk of man! illustrate, 
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the 'mass like' use is still there waiting for 
appropriate circumstances. This also explains 
why universal objectifiers can be imagined: 
we can conceive of special occasions ( or 
maybe just whims) in which it would be useful 
to treat these features of reality as objects. 

It is difficult to account for the bewildering 
set of examples wherein one is tempted to call 
a use of a term mass vs. count. There seems to 
be nothing in the reality referred to which 
would explain why we say that we sell fruit 
(mass?) but that we sell vegetables (count?). 
There also seems to be nothing in the ( con­
scious) communicative intentions that could 
explain it. And in any case, it seems that 
every term could be used in either way, given 
the right circumstances. The above story, 
where this is described in terms of 'feature 
placing' plus communicative utility modu­
lated by historical accident, is offered as one 
possible explanation. Doubtless there are 
others. 
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FRANCIS I. PELLETIER 

Materialism, Physicalism 

Materialism at its simplest holds that every­
thing is composed of matter, and that the 
properties of matter determine all properties 
of things, persons included. Physicalist 
materialism, or physica/ism, merely replaces 
matter in this scheme with whatever entities 
or processes are taken as basic by math-
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ematical physics, such as intangible dynamic 
fields, variably curved space-time. or quantum 
indeterminacy and the related spontaneous 
appearance of mass-energy in the vacuum. 
Contemporary materialists tend to be physic­
alists, and to reject classical conceptions of 
matter as indivisible, deterministic atoms 
colliding in a passive void. 

Most physicalists also reject abstract 
entities like numbers and sets. But some 
believe (with W. V. 0. Quine) that physics 
is committed to abstracta by way of the 
mathematics required for formulating its 
theories; positing numbers or sets is no 
different in principle from positing electrons. 
Everything concrete is composed of basic 
physical entities, while everything abstract 
can be constructed out of numbers or sets. 
Thus everything whatsoever remains com­
posed of the entities posited by mathematical 
physics. 

Physicalism is supposed to be an empirical 
hypothesis, subject to revision and even 
rejection in the light of ongoing investigation. 
In this respect, physicalism is to resemble the 
very general theories characteristic of phys­
ics, and is to be subject to the same historical 
contingencies. Neither physicalism nor the 
differing conceptions of rationality and 
method held by its adherents should be 
stereotyped as designed to end all uncertainty 
by invoking some a priori rationality superior 
to and withdrawn from historical change. 

Nor should physicalism be stereotyped as 
entailing scientific imperialism, or scielllism. 
Scientism accords unconditional primacy to 
scientific language, treating any language not 
reducible to the scientific as defective. Such 
was the physicalism of the Vienna Circle's 
Unity of Science movement. By contrast, 
there are now versions of physicalism that are 
not only non-reductive but recognize how 
language and methods outside science often 
take priority (Post 1987). Physicalism is non­
reductive when it does not require properties 
outside the sciences to be equivalent to some 
compound of properties from the sciences. 
Persons, for example, can have many irredu­
cible properties, even if the person's prop­
erties are all possessed or realized by the 
collection of physical entities we call the 
body. Such a physicalism combines a monism 
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of entities - the mathematical-physical-with 
a pluralism of properties. 

This pluralism of properties enables the 
physicalist to agree that there are as many 
ways things are as they have kinds of prop­
erties - they are not nothing but physical 
things. The physical properties take priority 
only when our aim is to give a certain sort of 
explanation and unification of the phenom­
ena, one according to which how they are is 
determined by the properties of the basic 
physical entities. This is compatible with the 
coexistence of many other kinds of unity, 
equally privileged. Also it contrasts with 
traditional varieties of metaphysics, tradi­
tional materialism included, according to 
which there is just one most basic or essential 
nature of things, plus some vocabulary to 
express it that has unconditional primacy 
over all others. 

Why has physicalism so often been reduct­
ive? Largely because no one thought the 
non-physical properties of things could be 
determined by physical properties except by 
being reducible to them. If a person's mental 
properties are reducible in the sense of being 
equivalent to certain properties of the basic 
physical entities, then the mental properties 
clearly are determined by the physical. But if 
they are not reducible, how could they be 
determined? Unfortunately, some appar­
ently genuine properties resist reduction -
especially those that involve intentionality, 
consciousness, or value. 

This resistance to reduction leaves just two 
choices for physicalists who think that all 
genuine properties must be physically redu­
cible. One is to keep looking for a reduction. 
The other is to concede that no reduction is 
possible, but conclude that the irreducible 
properties are for that reason not genuine. 
They have no place in an objective account of 
the world, and should be eliminated in favour 
of properties that do - the reducible ones. 
This is eliminative physicalism. or eliminativ­
ism. according to which irreducible talk of 
consciousness and of intentional matters like 
beliefs and their contents is but the residue of 
an outdated folk psychology (Churchland 
1979). All such folk-psychological talk is to 
be replaced by predicates from a completed 
neuroscience, which will provide an objective 
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and empirically adequate explanation of 
human behaviour. 

Some physicalists reject the eliminativist's 
underlying reductivism. The genuine proper­
ties of things are physically determined even 
when they are not reducible. G. Hellman and 
F. Thompson (1975) gave the first rigorous 
account of this non-reductive determination. 
Soon after, others independently defined a 
variety of similar relations called super­
venience, some of which proved equivalent to 
determination in Hellman and Thompson's 
sense. Determination and supervenience can 
be defined in terms of physically possible 
worlds-worlds whose entities satisfy the laws 
of physics. The non-physical properties N are 
determined by the physical properties P just 
in case given any two physically possible 
worlds, if the entities in them have the same 
P-properties, they also have the same N­
properties; worlds that are physical dupli­
cates are non-physical duplicates. 

For example, consider two worlds that are 
the same not only as regards a certain beliefs 
P-properties (P-relations included) but as 
regards the P-properties of whatever distant 
entity x the belief is about. There need be no 
physical or causal relation between the belief 
and x. None the less, if physical determina­
tion holds. these two worlds will be the same 
as regards the beliefs N-properties, such as 
its being about a certain affair, and its being 
true. What determines an object's N­
properties (such as the property of being 
aboutx) need not be restricted to the object's 
own P-properties, but can include the P­
properties of things not only separated from 
it in space and time but in no causal relation 
with it. 

Non-reductive determination is thus com­
patible with a high degree of holism and 
historicity, as many think it must be if phys­
icalists are to account for beliefs, their con­
tents, and other intentional matters. One 
such account starts with Millikan (1984) and 
explains how the biological matters her 
theory says determine meaning and in­
tentionality are themselves determined, in a 
history, by the physical properties of things 
and their environment (Post 1991). Physical­
ists have also applied non-reductive deter­
mination to try to accommodate conscious-
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ness, metaphorical truth, secondary qual­
ities, objectively true moral judgements, and 
even theism. 

According to some physicalists, deter­
mination and supervenience must be reductive 
after all. That the N-properties are deter­
mined by or supervene on the P-properties 
entails that for each realized N there is a P­
property equivalent to N. Others reply that 

1. the argument for this alleged entailment 
presupposes the questionable principle 
that the negation of a physical property 
is itself a physical property, and 

2. there are counterexamples to the 
alleged entailment. 

One response to this reply concedes that the 
entailment does not hold after all. but argues 
that any plausible relation of dependency of 
Non P ought to entail that for each realized N 
there is a P equivalent to N; otherwise we 
could have no evidence for the dependency. 
Others argue to the contrary, that we often 
do have evidence for dependency relations 
like determination even when they entail no 
such reductive equivalence. Much remains t, 
be done to clarify this situation. 
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JOHN F. POST 

Mathematical Objects 
Mathematics has often been taken to be the 
paradigm of objective, necessary and a priori 
truth, the science which makes all others 
possible. But if the body of mathematics 
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consists of truths, what are these truths 
about? What are the objects of mathematical 
theories? 

In the first place, it seems that math­
ematical objects cannot be physical, both 
because mathematical truths are supposed to 
be necessary and a priori, and because math­
ematics ascribes no basic spatio-temporal 
properties to its objects. Yet surely we ought 
to be able to account for the applicability of 
mathematics to the physical world. With this 
in mind, the two most obvious answers as to 
what mathematics is about are represented 
historically by the accounts of Plato and 
Aristotle. The Platonic answer is to say that 
mathematics deals with timeless and un­
changing abstract objects, and, according to 
Plato at least, is applicable to the physical 
world because this latter contains (imperfect) 
copies of the ideal mathematical objects. The 
central difficulty with this view is an epi­
stemological one, that of explaining how it is 
that we can know any truths about such ideal 
objects. In particular, if mathematics is about 
a realm of objects outside of space and time, 
thus about objects which cannot enter into 
causal relations with us, then how do we have 
any access to those objects in order to learn 
truths about them? Certainly, if we insist on 
some version of a causal theory of know­
ledge, according to which causal contact is 
necessary for knowledge, then any hope of 
learning about acausal mathematical objects 
is ruled out. If the acausal view of math­
ematical objects is to be maintained, there­
fore, it looks as if the causal theory of 
knowledge has to be given up. (Nevertheless, 
it would be a mistake to say too quickly that 
abstract objects have no causal efficacy what­
ever, as Gottlob Frege pointed out.) It is 
often held that this epistemological difficulty 
requires the appeal to sources of knowledge 
other than that giving knowledge of those 
things with which we are in causal contact. 
Plato thought that we know truths about, say, 
triangles because we have knowledge 
through a dim sort of memory of that blissful 
state in which we did have 'contact' with the 
abstract objects of mathematics. But it seems 
that this is just to sidestep the question. 
Others have thought that we know math­
ematical truths through some kind of direct 

502 

intuition of the objects. To cite perhaps the 
most famous modern example, this has been 
the standard way to view the various state­
ments of Kurt Godel (see Godel 1964). 

It should be noted that the view that we do 
have special faculties yielding knowledge of 
mathematical objects is aided by reduction­
ism, i.e., by the view that mathematics is 
really only about a restricted variety of 
objects, for example, just about sets or just 
about categories. For, if we are to postulate 
special faculties, then it would certainly help 
the plausibility, and reduce the sense of ad 
hocness, of such claims if there were not too 
many different kinds of objects with which we 
are supposed to have special contact. Thus 
reductionism is certainly helpful to this view, 
whether the view itself actually encourages 
reductionism, or whether, conversely, the 
success of reductionism encourages it. 

The Aristotelian view starts from the 
reverse of the Platonic theory as to how 
mathematics can be about the world. Accord­
ing to this, the physical world does not mirror 
the mathematical world. It is, rather, the 
other way around: the objects of math­
ematics are abstractions from physically real­
ized structures and quantities. Thus, to take 
one example, natural numbers are con­
sidered as multiplicities of 'units', as Euclid 
tells us, each unit being abstracted from one 
object belonging to the collection that the 
number is to number. This view solves some 
problems. For instance, it allows that math­
ematical objects are abstract (timeless and 
spaceless) enough to be unchanging objects 
of an a priori discipline, and it ought to allow 
a satisfying connection between mathematical 
theories and the physical world. But although 
adequate in some respects, the account pre­
supposes (among other things) a plausible 
way of construing abstraction, and it is not at 
all clear that, in the end, appeal to abstraction 
is any more helpful, or any clearer, than the 
appeal to a special faculty of intuition. (For a 
famous attack on abstraction, especially as 
the basis of the Euclidean conception of 
natural number, see Frege's Gr11ndlagen der 
Arithmetik of 1884, Sections 29-44.) 

Without the appeal to abstraction, the 
Aristotelian view collapses into what has 
recently become known as physicalism, the 
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view that all there is, ultimately, is the 
physical world and its objects. This gives rise 
to a variety of theories about mathematics. 
At one extreme, there is the view that math­
ematical theories really do have an empirical 
content, no matter how diluted, because 
mathematical statements are, in the last 
analysis, just about physical objects. Accord­
ing to this view, sets and numbers are taken, 
bizarrely, to be in the world. What is strange 
about this as a view of the aim of mathematics, 
as opposed to just a view about the heuristic 
suggestivity of physical structure, is that, 
whatever the starting-point, mathematics is 
supposed to conclude with certain truths and 
not just with fallible, empirical generaliza­
tions. This is quite different from physics. 
After all, we may hold things about recondite 
physical particles, but would not claim cer­
tainty for these propositions, whatever likeli­
hood we may ascribe to them. (Note the 
related view, most famously represented by 
Imre Lakatos (1922-74) (see Lakatos 1976), 
that the methods of mathematics are similar 
to empirical methods. Views like Lakatos's 
seem to be neutral between the position that 
mathematical objects are physically present 
in the world, and the view that, on the 
contrary, they inhabit some abstract realm, 
but that we discover things about this realm 
only with difficulty.) At the other physicalist 
extreme, there is the view that mathematical 
statements are not really about anything -
they are formal, but empty, statements which 
are just useful for deriving truths about the 
physical world, a kind of generalized logic in 
fact. (This kind of physicalism is related to 
the instrumentalist way of reading David 
Hilbert. For a sophisticated version, see 
Hartry Field 1980.) Nevertheless, even to 
begin to defend this view, one has to claim, 
somewhat miraculously, that the physical 
world contains things which are very like the 
abstract objects needed if mathematics were 
to be true. For example, although this form of 
physicalism contends that there are no such 
things as abstract points, it none the less holds 
that there are such things as 'space-time 
points', and one suspects that these are just as 
abstract. Moreover, we seem to learn what is 
really in the world by inspecting the would­
be-ontologies of the mathematical theories 
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which are used to describe the world. This 
heuristic role is a strange one for supposedly 
empty theories to play. 

Another approach to mathematical objects 
is to allow that their existence follows quite 
straightforwardly either from the adoption 
of certain mathematical truths, or, more 
weakly, from the acceptance of a body of 
sentences as true according to some coherent 
canons of acceptability. For, it is asked, how 
could these sentences possibly be true, or 
even candidates for truth, if the singular 
terms used in them do not refer to objects? 
Given this view of mathematical objects, 
mathematical Platonism (the belief that 
mathematics is about some independent 
realm of objects) collapses to the acceptance 
of certain statements as objectively correct. 
(See the various papers on realism and 
Platonism in Michael Dummett 1978.) But 
what are the statements accepted, and why? 

Two of the three famous '-isms' in 20th­
century philosophy of mathematics (logic­
ism, formalism, and intuitionism) might be 
viewed as answers to this question. The 
logicist answer, going back to Frege and 
Bertrand Russell, is that mathematics re­
duces to pure logic. Thus, it is claimed that, 
not only do we use logical laws in the deriva­
tion of theorems from axioms, but that it is 
possible to give a restricted set of axioms 
each member of which is itself a logical truth, 
the set being nevertheless sufficient for the 
derivation of all known mathematics. Math­
ematical objects are then 'logical objects', to 
borrow a term from Frege, these being 
(presumably) the things which the basic 
logical laws force us to accept. But the logicist 
answer runs into problems for two reasons. In 
the first place, in the wake of the set-theoretic 
antinomies, it seems that, to give principles 
which are sufficient for the derivation of 
classical mathematics, we have to admit 
axioms which are clearly not logical truths, 
axioms like those of choice or infinity (which 
asserts the existence of an infinite collection), 
or even ad hoc principles like Russell's axiom 
of reducibility. Second, in addition to this 
failure, there is no general characterization 
given of what constitutes, or how to recog­
nize, a logical law. This is unfortunate, for the 
theory purports to tell us why the statements 
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of mathematics are accepted - because they 
are derivable from logical laws - but specifies 
no sure way of telling when a proposed law of 
logic really is such. This difficulty already 
shows itself with the discovery of the set­
theoretic antinomies. for the principle of 
comprehension and Frege's Rule V were 
taken to be obvious logical laws, and yet 
turned out to spawn contradiction. Russell's 
subsequent building of the ramified theory of 
types, despite the enormous importance of 
this, looks suspiciously like an attempt to get 
the mathematical derivations right first, and 
then to worry about whether the principles 
involved are logical or not, rather than being 
an attempt to tap a clear intuition as to what is 
logical. Put in this way, some of the difficult­
ies faced by this theory are similar to those 
which face the Platonic position mentioned 
above. that is, difficulties of an epistemolo­
gical nature. 

Hilbert's formalism might be seen as 
another answer to the question of what 
statements to accept. However, in this case 
acceptance does not follow because we recog­
nize mathematics as true; rather, truth is 
collapsed to acceptance. One key element in 
Hilbert's approach to acceptability was the 
notion of consistency, though this was not the 
only important element (see Hallett 1989). 
There are two important things about this 
that should be noted here. First, Hilbert 
adopts explicitly the doctrine that 'consist­
ency implies existence'; he is quite clear 
about this in his correspondence with Frege. 
Second, the Hilbert programme, which led to 
the appellation 'formalism·, is an attempt to 
explain what consistency amounts to in a 
largely syntactic way, i.e., without regard to 
the particular content of the individual terms 
of sentences. Thus, putting the two together, 
we have a syntactic approach to the issue of 
what mathematics is about. Hilbert conjec­
tured that axiom systems will be sufficient for 
the development of mathematical theories, 
and that a weak system of arithmetic will be 
strong enough to prove the consistency of the 
basic, powerful mathematical theories. Both 
claims must be modified in the light of 
Godel's incompleteness results. If one 
believes that number theory in particular is 
about a range of objects in a standard model, 

504 

then the first theorem can be taken to imply, 
in effect, that there are truths about these 
objects which cannot follow as theorems 
from the axioms adopted. no matter what 
these are, providing only that they are given 
in a codifiable (recursive) form. If one is 
already inclined to the view that the notion of 
mathematical truth is irreducible, then this 
will support the suggestion that there is some 
kind of direct intuition, either of math­
ematical objects themselves, or of math­
ematical truths. The second theorem makes it 
clear that the syntactic consistency of a theory 
cannot be established by a weak meta-theory. 
One reaction to this is to say that the Godel 
results show that acceptability cannot col­
lapse just to the notion of provable consist­
ency, that acceptability is a much more 
complex affair, and that, although it will be 
important to obtain indications of consist­
ency wherever possible, features other than 
this must be involved. Indeed, there is good 
evidence that Hilbert himself took accept­
ability to consist in more than mere syntactic 
consistency; consistency was the focus be­
cause this was taken to be the most math­
ematically tractable element involved. 

The Hilbert view, when rounded out, 
represents a form of constructivism, i.e., the 
broad position that the properties the world 
and its objects have are properties we endow 
it with. Constructivism comes in many vari­
eties, but one unifying thread might be said to 
be the taking seriously of the cognitive capa­
cities of the human mind, in particular of the 
ability to know. Thus, the Hilbert position is 
constructive because it first reduces questions 
about the existence of abstract objects to 
syntactic ones about the consistency of the 
framework being employed, and then insists 
that we approach consistency itself by em­
ploying a framework provided by reflection 
on the limits of cognitive capacity. Broadly 
speaking, there are two kinds of constructiv­
ism. The more general type clearly goes back 
to Kant, and sees the limitations on our 
cognitive capacity as applying to all our 
knowledge, even that of the physical world. 
According to this, we do not see the world as 
it is in itself, but rather impose various kinds 
of conceptual structure in representing it. it 
being asserted that it is impossible to get 
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behind these representations to the world 
itself withow these impositions. This view of 
constructivism leads to the view that talk of a 
world in itself makes no sense. In these 
positions. as in other forms of constructivism. 
truth is not generally assumed as a primitive. 
but is rather reduced to something else. 
something which is taken to be cognitively 
accessible (at least ideally). like some form of 
justification, combined with simplicity and/or 
coherence and/or consistency. (The recent 
writings of Hilary Putnam are good examples 
of the network of issues involved in this.) 

It is not clear that these positions demand a 
revisionary attitude to the statements of 
mathematics. Hilbert's position does not, 
and Putnam claims that his does not either. 
Other forms of constructivism. more nar­
rowly mathematical. are revisionary and 
attempt to proceed by building into math­
ematical theories themselves the limitations 
that reflection on our cognitive capacities 
reveals. as opposed to recognizing these 
limitations only when it comes to the way we 
deal with formalized mathematical theories 
(which is. in effect. what the Hilbert position 
does). One of the crucial ways in which these 
various forms of specifically mathematical 
constructivism differ from classical math­
ematics is through a challenge to the way the 
latter has. since Georg Cantor. dealt with 
infinity. in particular the way it deals with 
infinities as completed (or actual) wholes. 
instead of just as potentially infinite. 

Another way of dividing up the varieties of 
constructivism is to look at those versions 
which challenge classical logic. like intuition­
ism. and those versions which do not. In this 
regard. intuitionism. the third •-ism·. and the 
cr~ation of the Dutch mathematician L. E. J. 
Brouwer (1881-1966). has a characteristic 
attitude towards mathematical objects. 
coloured by its rejection of the law of ex­
cluded middle. of the principle that a state­
ment is equivalent to its double negation. and 
by its way of dealing with the quantifiers. 
What gives rise to this. or what goes hand in 
hand with it at least. is an attitude towards 
infinite domains which is quite different from 
the classical way of treating these. Theories 
akin to the Platonic view consider that the 
natural numbers. for example. exist inde-
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pcndently of us. equipped with all their 
properties. Thus it is either the case that 
every even number is the sum of two prime 
numbers (call this the Goldbach property) or 
not. tertium 11011 da111,. regardless of whether 
it is within our power to know which it is. or 
even whether it ever will be within our power. 
lntuitionism rejects this. According to this 
view. it is quite wrong to think of an even 
number's possession of the Goldbach 
property as being a matter which is true or 
false in advance of it being decided by math­
ematics. In particular. it asserts that: 

I. Objects only exist if we have explicit 
means of constructing them. 

2. Objects only have those properties 
which we can demonstrate construct­
ively that they have. 

3. The negation of a property P is not 
necessarily a property on a par with the 
positive property P. 

Thus constructed objects like the natural 
numbers acquire properties through time. 
and do not automatically possess any prop­
erty or its negation expressible in the given 
language. Hence, it will be considered true 
that ·It is either the case that every even 
number has the Goldbach property or not' 
only if we have either a uniform method 
which, given any even number, will yield 
explicitly two prime numbers summing to the 
given even number. or we can exhibit an even 
number which is demonstrably not the sum of 
two primes. But we have neither of these 
things. and so the disjunction sanctioned 
classically by the law of excluded middle is 
not true. Thus. we cannot automatically 
assume that any object whatsoever will have 
a property or its negation. Ascribing proper­
ties by existential statements is limited too, 
for intuitionism will only accept an existential 
statement as true providing that there is some 
means given of actually exhibiting an object 
which has the property concerned. Thus. for 
intuitionism. an existentially quantified state­
ment is merely a shorthand for the ability to 
carry out a certain construction. 

For the Platonist view. then. mathematics 
is about a range of objects and their proper­
ties. and proof is the means by which we 
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verify our conjectures about these objects. 
For intuitionism, this paradigm no longer 
holds: the object of mathematics is taken to 
be the means of investigation itself, proof and 
construction, the latter being constrained by 
the means of proof. (For one important 
account of intuitionism, see Dummett 1977.) 

Let us turn finally to views which are 
known as 'structuralist', views which derive, 
in essence, from Richard Dedekind (1831-
1916) and Hilbert, from the former's view 
that the natural number structure is much 
more important than the essence or nature of 
the individual numbers, and from the latter's 
view that the precise nature of points, lines, 
and planes in geometry is irrelevant, the 
important thing being the geometrical struc­
ture itself. Very broadly, structuralism can be 
expressed as the view that talk of mathemat­
ical objects always has to be relative to a 
structure; thus, when we consider the 
number 3, we are not considering an object 
which has a life of its own, but rather some­
thing which performs a certain function in the 
structure of natural numbers. The epistemo­
logical problems of Platonism seem to be 
avoided with this; for if the nature of the 
objects is irrelevant, then the problem of how 
we acquire knowledge of the nature of the 
putative objects cannot arise. (However, see 
below.) 

Even so, various other problems arise. The 
first concerns the status of the structures 
themselves. If mathematics is primarily about 
structures, then are not these themselves 
mathematical objects? In the present con­
text, saying that mathematics is about struc­
tures and not objects does not, in itself, lead 
anywhere. Nevertheless, two things are 
worth pointing out. First, structuralism 
seems closely related to the position outlined 
above that we only know of objects because 
we first know theories, adding to this the view 
that the aim of theories is to capture struc­
tures. Second, the structuralist view is often a 
hidden way of expressing opposition to set­
theoretical reductionism, to the view that all 
mathematical objects are ultimately com­
posed of sets, and that these are therefore 
primary in mathematics. 

Whatever the attractions of the sentiments 
which this latter view embodies, there is 
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frequently a need to show that there are 
instances of certain structures, not least for 
the purposes of showing the relative consist­
ency of certain theories, and for this one 
frequently calls upon sets for the basic 
material. Hence, it seems that this form of 
structuralism cannot be as independent of set 
theory as is sometimes claimed. A second 
major question raised by structuralist views is 
epistemological: if we think that the aim of 
mathematical theories is to capture struc­
tures, how do we come to know these? A 
natural explanation is that particular struc­
tures are revealed in our operation either 
with physical or with mathematical theories. 
(An example might be the group structure.) 
But this view seems to entail the problems 
with abstractionism mentioned above. We 
can acquire knowledge of structures ifwe can 
abstract from particular instantiations; but to 
have an epistemology here, surely we need 
some account of how we abstract. 
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MICHAEL HALLETT 

Mathematical Structures 
Several contemporary philosophers of math­
ematics hold that mathematics is about struc­
tures; we call this type of approach 'structur­
alism'. From the point of view of traditional 
ontology, structures are complex universals; 
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which many systems of objects can instan­
tiate. This idea is not new; for example, 
David Hilbert expressed the structuralist 
point of view in describing a theory as only a 
'scaffolding' which can be interpreted by any 
group of objects which exhibit the right 
structure (letter to Gottlob Frege, 29 
December 1899). Thus a given branch of 
mathematics, like geometry or algebra, can 
be used to represent any system that satisfies 
the respective axioms. The structuralist 
approach has been recently revived, largely 
in response to a 1965 paper by Paul Benacer­
raf, "What numbers could not be" (Philo­
sophical Review, 74). Benacerraf argued that 
numbers are not sets on the basis of the fact 
that there are many ways to reduce the 
natural numbers to sets, and the plausible 
claim that there is no relevant reason to 
choose one over the other. Benacerraf ex­
tended this result to conclude that it is wrong 
to think of numbers as objects. He offered 
two impressionistic suggestions for positive 
theses. First, he suggested that numerals are 
not names of any objects, although math­
ematical sentences do have truth values. 
Second, he suggested that what is really of 
interest in arithmetic is the abstract structure 
that the theory of numbers characterizes, 
rather than what sorts of objects the indi­
vidual numbers are. 

Different conceptions of structures and of 
the ways in which they may be described and 
known have given rise to a number of vari­
ations on the structuralist theme. We shall 
look at two major formal approaches to the 
ontological question of the nature of struc­
tures. 

One type of structuralism can be called the 
abstract algebraic conception of structures. 
The mathematicians who developed the 
traditional mathematical theories, the arith­
metic of the natural, rational, real and com­
plex numbers, geometry, analysis, equa­
tional algebra, and so on, regarded them­
selves as studying single systems of math­
ematical objects. Not only were the systems 
thought of as unique, but also the numbers, 
geometrical figures, curves, and equations, 
were thought of as objects in their own right. 
During the last century mathematicians 
developed so-called abstract mathematical 
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theories, such as group theory, Boolean alge­
bra, and topology, which study whole classes 
of systems of mathematical objects and draw 
their examples from the objects studied by 
the traditional theories. Group theory, for 
example, is concerned with all groups. It is 
not unusual to say that group theory studies 
the group structure; the integers under addi­
tion constitute but one example of this struc­
ture. 

At the beginning of this century, the ab­
stract conception exemplified in group theory 
began to be extended to geometry and ana­
lysis. Today we might describe this by saying, 
for example, that Euclidean geometry is the 
theory of all Euclidean spaces, or that real 
number theory is the theory of all real closed 
fields. In Was sind und was sollen die Zah/en? 
of 1888, Richard Dedekind (1831-1916) 
characterized the number structure and 
proposed that the numbers are just any 
system of things that satisfy that character­
ization. Other than this, an approach of this 
sort was not extended to numbers, functions, 
or sets until recently. 

In recent responses to Benacerrafs struc­
turalist suggestion, philosophers of math­
ematics have suggested that the theory of the 
natural numbers be conceived on the model 
of group theory. For example, in 1974, in his 
"What numbers are" (Synthese, 27) Nicholas 
White suggested that number theory is the 
theory of all progressions, where a progres­
sion is any system exhibiting the structure of 
the natural numbers beginning with zero. A 
numeral does not refer to any object abso­
lutely but only in the context of a progression: 
given a particular progression, the numeral 
'2' refers to whatever stands in the third place 
in that progression. By extending these ideas 
to other axiomatic theories, we can see that 
the structuralist approach is generally applic­
able to all branches of mathematics. A given 
mathematical theory on this view focuses on 
all the systems of objects that satisfy that 
theory. The theory is a description of the 
structure shared by these systems. The ab­
stract algebraic conception remains agnostic 
as to whether any mathematical structures 
are exemplified at all, and thus whether any 
mathematical theory is non-vacuously true. 
In the end it is a form of deductivism. 
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A second, contrasting view of mathematical 
structuralism finds its conceptual roots in 
what Charles Parsons has called the in­
completeness of mathematical objects. This is 
the idea that mathematical objects have no 
distinguishing features in themselves beyond 
those accruing to them by virtue of their 
relations to other mathematical objects of 
their kind. Thus the natural number 2 can be 
distinguished from 3 by being a divisor of 
every even number, but the natural numbers 
can be distinguished from progressions of sets 
or points only circularly by appealing to the 
property of being a number rather than a set 
or point. We can put this idea more technic­
ally by noting that we distinguish and ident­
ify mathematical objects by means of prop­
erties definable in our best theories of them. 
We have no better theory of a system of 
mathematical objects than a categorical one, 
that is, a theory all of whose models are 
isomorphic. But no theory is able to distin­
guish between its models. Thus the best we 
can do is describe mathematical objects up to 
isomorphism. 

A natural response to this is Michael 
Resnik's pallern structuralism, the view that 
mathematical objects are nothing but posi­
tions in patterns or structures. Hints of the 
view may be found as early as the writings of 
C. F. Gauss (1777-1855) (Werke, XII, pp. 
396-7, and II, pp. 169-78). Gauss described 
mathematics as the science of relations, 
where the mathematician abstracts from any 
particular qualities of objects keeping only 
structural properties of the relations holding 
between the objects. In contrast with the 
abstract algebraic conception of structures, 
Resnik's account is a form of mathematical 
realism. Mathematical objects exist as posi­
tions or elements in structures. Each math­
ematical object is like a geometrical point in 
having no distinguishing features but those 
determined by its relationships to other ob­
jects in its structure. Mathematical objects 
with apparent internal structure, like sets, 
vectors, or spaces, can be fitted into this view 
by construing them as termini of the various 
relations in which they stand. For example, 
instead of taking sets as composed of or 
constituted by their members, this view sees 
them as simply positions in the hierarchical 
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structure(s) determined by the membership 
relation. 

One consequence of the incompleteness of 
mathematical objects embodied in pattern 
structuralism is a kind of ontological relativity: 
there is no fact of the matter as to whether a 
position in one structure is identical to that in 
another unless the former is a substructure of 
the latter. Resnik argues from this that there 
is no fact of the matter as to whether two 
separately occurring isomorphic patterns are 
identical. The solution to the problem posed 
by Benacerrafs paper falls out of this, as 
there is a problem only for those who think 
that there should be a fact of the matter as to 
whether numbers are sets and whether they 
are these sets rather than those. 

On the pattern structuralist view, treating 
patterns themselves as mathematical objects 
requires seeing them as positions in some 
very large pattern of patterns, call it P. Yet 
there is no fact of the matter as to whether a 
pattern given outside of Pis itself a position 
of P. So it is not clear in what sense pattern p 
is a pattern of all patterns or how the theory 
of pattern P can study all patterns. It may be 
that, on its own saying, this variety of math­
ematical structuralism cannot be expressed as 
a fully-fledged mathematical theory and that, 
in Tractarian terms, it attempts to say what 
can only be shown. 
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MICHAEL D. RESNIK AND LILA LUCe 

Meaning 
I: Naturalistic Theories 
Plato states the fundamental question about 
the nature of words and their meanings in his 
dialogue Cralylos. He advocates a partially 



509 

naturalistic conception of the meanings of 
words, a conception which embraces their 
non-arbitrary, instrumental character. The 
metaphysical positions of Plato and Aristotle 
establish basic paradigms for the inter­
pretation of the relation between 'ideas' and 
'individual forms' as correlates of linguistic 
signs. A first classification of primary types of 
meanings is given in Aristotle's list of cat­
egories, which distinguishes nine sorts of 
secondary substances (quantity, quality, re­
lation, where, when, position, possession, 
effected, and affected). The topic of a univer­
sal architecture of meanings is thus intro­
duced and Aristotle's work constitutes the 
beginning of a tradition of work on meaning 
in which a parallelism between ontological 
and conceptual categories is postulated. 

The existence of universals was the object 
of a debate in medieval times which opposed 
the realists (11niversalia sunt realia ante rem) 
and the nominalists (11niversalia sunt nomina 
post res). A radical nominalism, which 
doubts the fundamental fitting of concepts to 
ontological structures is, however, a modern 
development. 

Following the developments of math­
ematics and natural philosophy by Galileo, 
Johannes Kepler (1571-1630), and Sir Isaac 
Newton, empiricist philosophies of mind and 
language were developed by John Locke and 
Etienne Bonnot de Condillac (1715-80). 
Locke postulated a fully-fledged system of 
ideas pre-existent to language, which is trans­
ported between individuals by the technique 
of signs. Condillac acknowledges the con­
stitutive role of signs, which allow for a level 
of cognitive organization beyond that of 
animals. The dependence of the mind on 
language and the social character of the latter 
lead directly to Wilhelm von Humboldt's 
(1767-1835) linguistic relativism (a precursor 
of the so-called Sapir-Whorf hypothesis). In 
general the 18th century gave rise to a fan 
of approaches from naturalistic (biological 
and genetic) theories to cultural theories 
of meaning. 

Modern Theories of Meaning. Modern 
theories are extensions of these traditions. 
Thus empiricist theories have been continued 
by the neo-behaviourists such as C. E. 
Osgood (a strict behaviourist would elim-
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inate the term 'meaning') and by logical 
empiricists in the wake of Gottlob Frege. The 
latter eliminate the cognitive or psychological 
aspects of meaning and propose instead a 
formal ontology of objectivized meanings as 
the basis for the referential function of lin­
guistic signs. Later intensional logic intro­
duces a very poor concept of conceptual 
meaning (intensions) and in situation se­
mantics the holistic interpretation of sen­
tences by means of truth-values ( as in Frege) 
is reduced to a type of partial, situational 
interpretation (cf. Barwise and Perry 1984). 
The Platonism of logical semantics is also 
characteristic of representational theories in 
the domain of artificial intelligence. A radical 
wing maintains even the identity of minds and 
machines. For these theories formal or com­
puter-derived considerations have absolute 
priority and no relation to the outer world 
and the categorization imposed by it, or the 
functional dependence on it, is considered 
(except a general utilitarian relation to pos­
sible applications of the models proposed). 
The subjacent ontology remains implicit and 
metaphysical questions are mostly ignored. 

A new innovative development is due to 
the consideration of internal sources of struc­
ture in systems of meaning. A series of 
proposals taking systematic contrasts ( op­
positions), field-like interdependencies, pro­
totypes, and metaphorical processes as basic 
schematisms, has revealed a rich self-organ­
ization inside the world of meanings. Internal 
self-regulatory mechanisms thus play a 
prominent role, where external (biological 
and social factors) define rather the domains 
and limits of meaningful signs. 

Possible universal principles, scales, and 
schemata were proposed in the framework of 
Rene Thom's natural philosophy. Applying 
recent results of dynamic systems theory 
(catastrophe theory, synergetics, chaos 
theory), the morphological continuity be­
tween physical, physiological, and symbolic 
processes and entities may be formulated. 
This semantics may be considered as an 
alternative to or possibly as a completion of 
situation semantics, as both assume some 
continuity between the external and the 
internal world in the sense of psychophysics. 
The connection of semantics in Thom's line 
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to the tradition of logical semantics, how­
ever, calls for further elaboration. A syn­
thesis of both traditions, the topological and 
the logical one, may lead to much deeper in­
sights into the nature of meaning, which is 
one of the most fundamental concepts for our 
understanding of the world and ourselves. 
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WOLFGANG WILDGEN 

Meaning 
II: Literal Meaning and Semantic 
Theories 
The notion of the literal meaning of expres­
sions of public language has played a major 
role in recent philosophy, particularly follow­
ing the work of Paul Grice and Donald 
Davidson. (The relevant papers by these two 
authors are collected in Grice 1989 and 
Davidson 1984 respectively.) It is widely 
agreed that the total communicative signi­
ficance of a linguistic act is the product jointly 
of the literal meanings of the expressions 
used, and of contextual factors. An account of 
this interaction is the business of pragmatics. 

Literal meaning has been a focus of philo­
sophical attention in two ways, correspond­
ing to two different senses of the phrase 
'theory of meaning'. 

Elucidation and Specification. On the one 
hand, there are theories about the nature of 
linguistic meaning. Typically, these are in­
formal, discursive theories. On the other 
hand, there are theories in which we can sys­
tematically derive the meanings of the sen­
tences of some particular language. In prin­
ciple, these are formal, axiomatized theories; 
and it is usual to suppose that the number of 
axioms is finite. Theories of the first kind 
provide elucidation of the concept of meaning 
itself; theories of the second kind provide 

specifications of the meanings of the sen­
tences of a given formal or natural language. 

There can be no doubt of the philosophical 
character of theories of the first kind. For 
they are attempts at conceptual illumination, 
or even analysis. Thus, for example, the 
programme begun by Grice, and continued 
by Jonathan Bennett, David Lewis, Stephen 
Schiffer, and P. F. Strawson, aims at an 
analysis of the concept of public language 
meaning in terms of psychological concepts 
such as intention and belief. 

That analytical project can be regarded as 
having two stages. The first stage aims to 
characterize a concept of speaker's meaning 
that corresponds to the idea of communicat­
ing,_ ?r attempting to communicate, a pro­
pos1llon. The second stage then aims to use 
th_at concep~ of speaker's meaning, along 
with the notion of a co~ventional regularity, 
to construct an analysis of the concept of 
!itera! linguistic meaning. Very roughly, and 
1gnonng contextual factors, the idea is that a 
sen~e_nce has a~ i~s literal meaning the pro­
pos111on that 11 1s conventionally used to 
communicate. 

Non-circularity in this analysis requires 
that the accounts of speaker's meaning and of 
conventional regularity should themselves be 
provided without recourse to linguistic 
notions. 

Whatever its particular merits and draw­
backs, and its epistemic and ontological com­
mitments, this is a familiar kind of analytical 
project, analogous to philosophical accounts 
of knowledge, personal identity, or free will. 

In ~ontrast, it may not i?itially be clear why 
theones of the second kmd - which specify 
meanings rather than elucidate what meaning 
is - have significance for philosophy and not 
just for linguistics and formal logic. 

Systematic Specifications of Meaning. 
There are several reasons for focusing philo­
sophical interest upon the construction of 
systematic semantic theories - theories that 
specify meanings. At least four are revealed 
in Davidson's work. 

Format. First, there are arguments over 
the proper format for the deliverances of a 
semantic theory. The obvious format for 
theorems that specify meanings might seem 
to be 
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the meaning of sentence s is m 

if meanings are regarded as entities, or else 

sentences means that p. 

But Davidson rejects both these, and argues 
instead for the truth conditional format 

sentence s is true if and only if p 

in which 'if and only if ('iff) expresses the 
material biconditional. 

Davidson's argument is in two stages. The 
first stage is intended to rule out the idea that, 
to each primitive expression and each sen­
tence, there should be assigned some entity 
as its meaning. In this stage, the so-called 
Frege argument is used to show that, under 
certain assumptions, all true sentences would 
be assigned the same entity. Since no such 
undiscriminating assignment of entities could 
be an assignment of meanings, this is sup­
posed to confirm that "the one thing mean­
ings [as entities) do not seem to do is oil the 
wheels of a theory of meaning" (Davidson 
1984, p. 20). 

The second stage of the argument points 
out that the 'means that p' construction 
presents logical difficulties, so that the formal 
derivations of specifications of meaning will 
be highly problematic. In contrast, the truth 
conditional format is logically well understood; 
and derivations of truth condition specifica­
tions can, to a considerable extent, be carried 
over from Alfred Tarski's (1956) work. 

This second stage of the argument is tech­
nical in character. and it is a matter of dispute 
whether a systematic semantic theory making 
direct use of the ·means that p' construction is 
feasible. 

The status of the first stage of the argument 
is more widely agreed. There are reasons for 
rejecting Davidson's use of the Frege argu­
ment. and for admitting the possibility of a 
systematic theory that assigns to each sen­
tence a structured entity - in particular, a 
state of affairs with objects and properties 
as constituents - as its semantic value. The 
situation semantics programme of Jon 
Barwise and John Perry (1983) constitutes 
one development of this possibility. 

Adequacy. Second, there are arguments 
about the conditions of adequacy for a 
systematic theory that specifies meanings. 
Whatever the format of the theorems of a 
semantic theory, we need some account of 
the conditions under which it is the correct 
theory for the language of a particular group 
of speakers. 

An account of the nature of the key se­
mantic concept used in the theory, such as 
meaning or truth, clearly furnishes a condi­
tion of adequacy. Thus, suppose that a putat­
ive elucidation of the nature of meaning says 
that any sentence s has meaning m in the 
language of population P if and only if 
condition C(s,m,P) holds. Then a systematic 
theory of meaning for the language of P 
should meet the following condition of ad­
equacy: if the theory delivers the con­
sequence that 

the meaning of sentence s is m 

then it should be the case that C(s,m,P). 
Conversely, any condition of adequacy 

upon a systematic semantic theory may con­
tribute towards an account of the nature of 
the key semantic concept employed in that 
theory. 

For example, Tarski's Convention T (Tar­
ski 1956) imposes a condition of adequacy 
upon semantic theories that adopt the truth 
conditional format 

sis true iff p; 

namely, that the sentence that fills the 'p' 
place should translate the sentence s. This 
condition of adequacy constitutes a partial 
elucidation of the semantic concept of truth 
in terms of the concept of translation. 
However, the concept of translation involves 
the concept of meaning. What Convention T 
requires is that the sentence that fills the 'p' 
place should have the same meaning as the 
sentences. So the elucidation of the semantic 
concept of truth comes to this: if a sentences 
means thatp thens is true iffp. But Conven­
tion T provides no help with the concept of 
meaning itself. 

In Davidson's programme, light is shed 
upon the notion of linguistic meaning in 
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general by describing the constraints upon 
the project of radical interpretation: the 
imaginary project of constructing an overall 
scheme of interpretation for speakers about 
whom one knows nothing at the outset. 
There are constraints that govern the use of 
the deliverances of a semantic theory in 
interpreting the linguistic behaviour of 
speakers; and these constraints indirectly 
provide elucidation of the concept of 
meaning. 

In Davidson's early papers, the main con­
straint is the Principle of Charity: speakers 
should be so interpreted that what they say 
and believe about the world is by and large 
correct. In later work by Davidson and 
others, this is supplanted by the Principle of 
Humanity: speakers should be so interpreted 
that what they say and believe about the 
world is by and large reasonable. The goal is 
that of making the best possible sense of the 
speakers - of rendering their conduct intelli­
gible. 

Epistemology. There is a third reason for 
philosophical interest in the construction of 
systematic theories that specify meanings. 
Someone who knew the finitely many facts 
stated by the axioms of a semantic theory for 
a particular language would be in a position 
to know the meaning of each of the infinitely 
many sentences of the language. Semantic 
theories thus shed light on an epistemological 
problem: how is it possible for a finite being 
to master an infinite language? 

Indeed, Davidson uses the requirement of 
learnability of languages to motivate the 
constraint upon systematic semantic theories 
- and in particular, upon theories of truth 
conditions - that they should be finitely 
axiomatized. On the other hand, though, 
Schiffer (1987, Chapter 7) argues that it is 
possible for a speaker to master a language, 
even though no finitely axiomatized theory of 
truth conditions can be provided for it. 

Although knowledge of a theory that spe­
cifies meanings would suffice for understand­
ing a language, ordinary speakers of a natural 
language lack conscious knowledge of any 
systematic semantic theory for their own 
language. This raises the question of how 
the mere existence of a semantic theory, 
unknown to ordinary speakers, can solve the 

epistemological problem that the speakers 
apparently face. One response to this prob­
lem is to credit speakers with subpersonal or 
tacit knowledge of a semantic theory, or with 
some other kind of implicit knowledge. 
Another response is to see the construction of 
semantic theories as a matter of rational 
reconstruction. Some versions of the first 
response promise a close link between philo­
sophy of language and cognitive science. But 
this is no part of Davidson's project; indeed, 
it is not clear that he intends either style of 
response. 

Ontology. A fourth focus of philosophical 
interest is provided by the way in which the 
task of bringing specific linguistic construc­
tions within the scope of a systematic se­
mantic theory may shed light upon issues in 
metaphysics or the philosophy of mind. 

Thus, for example, in recent philosophical 
work there are close links between the 
semantics of names, definite descriptions, 
and modal operators, on the one hand, and 
metaphysical issues about necessity and 
essentialism, on the other. A key claim in this 
area has been that proper names are rigid 
designators: a name, unlike a description, 
designates the same object with respect to 
different possible situations. 

Also, questions about the semantics of 
demonstrative and indexical constructions 
highlight issues in ontology and the philo­
sophy of mind - concerning Fregeau senses, 
for example. 

Davidson's own work provides a clear 
example of the way in which the construction 
of a semantic theory may reveal the meta­
physical commitments of the conceptual 
scheme that is expressed in a natural 
language. Davidson (1967) argues that a 
semantic theory for adverbially modified 
action sentences such as 

John buttered the toast slowly, in the 
bathroom 

must discern quantification over, and predic­
ates of, events. 

Elucidation and Analysis. It is an empirical 
question whether a systematic semantic the­
ory is adequate for the language of a given 
group of speakers. Equivalently, it is an 
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empirical question whether the language (in 
the abstract) for which a semantic theory is 
stipulated to be correct is the actual language 
of a given population. 

Since this is an empirical question, a putat­
ive specification of meanings for a language 
in use will - on any account - be evaluated in 
the light of empirical evidence. But David­
son's proposal isa bold one. The claim is that, 
by spelling out the way in which a putative 
scheme of interpretation - including a speci­
fication of meanings for sentences- is empir­
ically confirmed, one provides all the philo­
sophical elucidation that can be provided of 
the concept of meaning. 

The Principle of Humanity constrains spe­
cifications of meaning only to the extent that 
we have some account of which combinations 
of meanings, speech acts, and propositional 
attitudes can contribute to making the best 
sense possible of the total life and conduct of 
speakers. But Davidson does not provide any 
explicit account of this. 

On the face of it, an account of which 
combinations are coherent would be pro­
vided by articulating the constitutive connec­
tions amongst the concepts of meaning, of the 
various speech acts, and of the propositional 
attitudes. The proposal of Grice's pro­
gramme is that these a priori connections 
permit the analysis of the notions of meaning, 
and of the various speech acts (Schiffer 1972, 
Chapter 4), in terms of propositional atti­
tudes, centrally belief and intention. 

The first stage of the analytical project 
begins with a distinction between na/llral and 
non-na/llral meaning (Grice 1989, p. 214). 
Natural meaning might also be called indic­
ator meaning; and examples of its use are 
provided by (e.g.): 

Those spots mean (indicate) measles. 
Those clouds mean (indicate) rain. 

This notion is not the concern of Grice's 
programme, though it takes on considerable 
importance in recent attempts to provide a 
naturalistic account of the semantic contents 
of psychological states themselves. 

Speaker's Meaning. The notion to be 
analysed is that of non-natural meaning; and, 
in particular. that of a speaker (utterer CJ) 

meaning something by his or her utterance x 
directed at an audience A. The putative 
analysis offered by Grice in early papers is as 
follows (1989, p. 92): 

U uttered x intending 
I. A to produce a particular response r. 
2. A to think (recognize) that U intends I. 
3. A to fulfil condition 1. on the basis of his 

fulfilment of condition 2. 

In the case where the speaker is attempting 
to communicate the message that p to the 
audience, the primary intended response in 
clause I. is that A should believe that p. The 
utterance type that is employed might or 
might not have a literal linguistic meaning; 
and if it does then the communicated message 
might or might not coincide with that literal 
meaning. But, crucially, this analysis of 
speaker's meaning does not itself make use of 
the notion of literal meaning, and so is 
available for deployment in a non-circular 
analysis of that notion. 

A host of revisions and extensions have 
been visited upon Grice's initial three-clause 
analysis. These tend in the direction of mak­
ing the analysis more complex, and con­
sequently face the challenge that they render 
it psychologically implausible that ordinary 
speakers often produce utterances with the 
requisite intentions. However, it is open to an 
advocate of Grice's overall programme to 
stress that the notion of speaker's meaning 
primarily serves as a staging post en route 
to an analysis of literal linguistic meaning. If 
it fills that role successfully then it matters 
little whether it corresponds perfectly to 
any antecedent idea of communicating a 
message. 

Conventional Meaning. Grice (1989, p. 
126) suggests moving from speaker's mean­
ing to literal meaning via the notion of 
"having a certain procedure in one's reper­
toire". But most recent work in the Gricean 
tradition makes use of the notion of a conven­
tion as a rationally self-perpetuating regular­
ity in behaviour. 

According to Lewis (1975, pp. 164-6) a 
convention is a regularity R in action, or in 
action and belief, which meets the following 
conditions: 
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1. everyone conforms to R; 
2. everyone believes that everyone else 

conforms to R; 
3. the belief in 2. furnishes each person 

with a reason to conform to R; 
4. there is a general preference for general 

conformity to R, rather than slightly less 
than general conformity; 

5. there is at least one alternative regular­
ity which would serve reasonably well; 

6. the facts listed in 1.-5. are matters of 
common knowledge. 

The most straightforward way to employ this 
notion and that of speaker's meaning in an 
analysis of literal linguistic meaning is to say 
that a sentence s literally means that p iff 
there is a convention in the population in 
question to use utterances of s in order to 
communicate that p (that is, in order to mean 
that p, in the sense of speaker's meaning). 
But, quite apart from the problem that it 
ignores the ambiguity and context­
dependence of natural languages, this sug­
gested analysis imposes a requirement that is 
far too strict to be a necessary condition for 
literal meaning. Consequently the analyses of 
literal meaning suggested by recent theorists 
all depart in one way or another from this 
most obvious way of pursuing the second 
stage of Grice's programme. These accounts 
still present the use of a public language as a 
psychologically highly complex matter; but 
the psychological plausibility of such 
accounts has been defended (Loar 1981). 

Expression Meaning and the Structure of 
Language. The way in which the literal 
meaning of a complete sentence is built up 
from the meanings of its constituent expres­
sions is the starting-point for Davidson's pro­
ject in the philosophy of language. But the 
analysis of literal meaning for expressions 
smaller than complete sentences is a difficult 
problem (which is not to say an insoluble one) 
within Grice's programme. 

In essence, the problem is that the struc­
ture of language presents a dilemma for the 
general idea that literal meaning is a matter of 
there being conventions to use expressions 
with certain intentions. The primary link 
between meaning and convention has to be 
made either at the level of atomic expressions 

(such as names. predicates, and quantifier 
expressions) and primitive modes of com­
bination, or else at the level of complete 
sentences. 

On the first alternative it is practically 
inevitable that the account of meaning will 
involve attributing to ordinary language users 
beliefs and knowledge that they do not have: 
detailed beliefs and knowledge about the con­
stituents and construction of their sentences. 

The obstacle to the second alternative is 
that there are many sentences that are never 
used at all, and many that would never be 
used to communicate the proposition that is 
their literal meaning. An example of the 
latter kind is provided by the sentence: 

No head injury is too trivial to be ignored 
(Bennett 1976, p. 17). 

This sentence is sometimes used; but it is 
typically used with the intention that the 
hearer should believe that no head injury is 
sufficiently trivial to be ignored. 

A possible response to this dilemma is to 
suggest that an account of literal meaning 
applicable to all sentences - whether used or 
not - should explicitly advert to the psycholo­
gical mechanisms that underpin the use of 
some core set of sentences. 

One way of implementing this response 
would be via Chomsky's notion of an intern­
alized grammar. Indeed, Loar (1981, p. 
259) suggests that "the Chomskyan idea of 
the internalization of the generative proce­
dures of a grammar has got to be invoked 
to ... make sense of literal meaning". And, 
in a less optimistic vein, Schiffer (1987) 
argues that the Gricean analytical pro­
gramme has failed, and wonders whether 
"the answer lies in some alliance with cog­
nitive science" (p. 271). But we do not have 
any detailed prospectus for an interdisciplin­
ary marriage between Chomsky's and Grice's 
rather different projects; nor is it obvious 
how much that is distinctly Gricean could 
survive the union. 
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MARTIN DAVIES 

Measurement 
Measurement is the denoting of qua111ities by 
numbers, e.g. the denoting of the length of a 
stick by the number 2, namely the measuring 
value of 2 metres. It implies an application of 
mathematics to quantities. 

Three ontological views of measurement 
can be distinguished: the traditional view (still 
to be found in Mally 1904, which gives a very 
elaborate Meinongian ontology of measure­
ment). the modem realist view (Russell 1937, 
Rozeboom 1966, Berka 1983) and the mod­
em positil'ist 1•iew (Ellis 1966, Suppes and 
Zinnes 1963). 

The main difference between the tradi­
tional and the modem views is over the 
connection between numbers and quantities. 
In the former it is closer. Traditionally the 
connection is assimilated to that between 
subject and predicate. A quantity has a 
number as magnitude. Correspondingly, 
numbers are considered to be essentially 
magnitudes of quantities and mathematics 
the science of magnitudes. While in the 
traditional view the connection between 
quantity and number is close and natural. in 
the modern views it is loose and merely 

MEASUREMENT 

convelllional, established principally by our 
choice of a unit for a quantity kind (as e.g. the 
prototype metre rule in Paris). According to 
the latter, a quantity does not have a number 
independently of human thinking. Rather, 
we use numbers to represelll quantities per­
spicuously. 

Though the two modem views agree on the 
relation between number and quantity, they 
disagree with regard to the nature of number 
as well as of quantity. For the realist, 
numbers are entities and arithmetic deals 
with objective laws; whereas for the positivist 
numbers are mere symbols and arithmetic 
establishes only the rules for using them. 

The positivist denies that there are abso­
lute quantities, i.e. that one thing can have a 
quantity irrespective of other things. He is a 
relativist. He holds that there are only quant­
itative relations and that a thing can have a 
quantity only relative to another thing, relat­
ive to the chosen unit. However, the realist is 
an absolutist. He assumes for each quantity 
kind a series of qualllities which are proper­
ties, non-relational properties. The series are 
formed and ordered by the quantitative rela­
tions 'greater' or 'less'. Thus, the realist 
considers the quantitative relations to hol< 
between quantities, not between the thing 
having the quantities. Since numbers are also 
serially ordered, he can conceive of measure­
ment as a correlation of number series and 
quantity series, i.e. of assignment of numbers 
to quantities in such a way that the two series 
correspond. 

The positivist, too, assumes a quantitative 
series corresponding to a number series. 
However. his quantitative series does not 
consist of quantities, but of things, e.g. not of 
lengths but of oblong objects. Consequently, 
numbers cannot be assigned to quantities, 
but to concrete objects. The assignments of 
numbers connected with measurement are 
usually called scales. Comparing the realist 
and the positivist view, one notices that 
according to the former scales refer to quant­
ities, according to the latter to things. Things 
change, quantities do not. Hence, the posit­
ivist view, unlike the realist, implies a fre­
quent change of scales, e.g. of the metre scale 
when things shrink or expand. 

The realist considers quantitative relations 
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between things as derived from those be­
tween quantities, e.g. 'heavier' as the relation 
'having a greater weight quantity'. Thus he 
can distinguish between quantitative rela­
tions and relations which are outcomes of 
measurement operations, e.g. between 
'heavier' and 'outweighs on a beam balance' 
and, in accordance with the usual practice of 
the physicist and the technician, between 
measured value and true value of a thing for a 
quantity kind. True values are defined by 
quantitative relations to unit objects, e.g. 
'weighing 15 kilograms' as 'having the same 
weight quantity as the spatial whole of fifteen 
objects having the same weight quantity as 
the standard kilogram' which is kept as con­
stant as possible. Where measured value and 
true value do not coincide, there is measure­
ment error. 

The positivist cannot form the concept of 
measurement error and therefore he cannot 
explicate the usual practice. His quantitative 
relations are operational, i.e. nothing but 
results of measuring operations, e.g. his rel­
ativist analysis of the quantity kind weight 
would not draw on the relations 'heavier' and 
'equally heavy', but on 'outweighs on a beam 
balance' and 'balances on a beam balance'. 
The operationalist analysis leads also to a 
multiplication of quantity kinds, because 
there are always several alternative measur­
ing operations, e.g. the positivist would have 
to differentiate beam balance weight and 
spring balance weight. Ellis wants to avoid 
this consequence by identifying a quantity 
kind with a series of the things having a 
quantity of the kind (Ellis 1966, p. 32). But 
the generating relation is always a constituent 
of a series. Thus no diminuation of the 
number of quantity kinds would ensue. In 
addition, Eilis's suggestion to view similar 
series of the same things as one and the same 
quantity kind, would lead to the identi­
fication of correlated quantity kinds. 

Since the relativist and operationalist ap­
proach in a way dissolves quantities, ad­
herents of the positivist view tend to shift 
quantitativeness to the assignments of 
numbers, which means that it is man-made, 
that there is a process of qualllijication, of 
creation of quantities by us, that quantitative­
ness is produced by the construction of scale. 
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The realist, in contrast, insists that quantities 
exist independently of our thinking (hence 
his name). 

FURTHER READING 

Berka, K., 1983, Measureme/11, Dordrecht: D. 
Reidel. 

Ellis, B., 1966, Basic Concepts of Measurement, 
Cambridge: Cambridge University Press. 

Mally, E., 1904, "Untcrsuchungen zur Gegen­
standstheorie des Messens", in A. Meinong, ed., 
Umersucliungen zur Gegenstandstheorie und 
Psyc/10/ogie, Leipzig: Johann Ambrosius Barth. 

Roozeboom, W., 1966, "Scaling theory and the 
nature of measurement", Synt/1ese, 16, 170-233. 

Russell, B., 1937, Principles of Mathematics, 2nd 
ed., London: Allen and Unwin. 

Suppes, P., and Zinnes, J. L., 1963, ··Basic 
measurement theory", in R. D. Luce eta/., eds., 
Handbook of Mathematical Psychology, New 
York: John Wiley and Sons. 

ERWIN TEGTMEIER 

Meinong, Alexius 
I: Meinongian Semantics 

Alexius Meinong (1853-1920), a student 
of Franz Brentano, was a philosopher­
psychologist whose all-encompassing onto­
logical theory of the objects of thought is 
summarized in the motto, 'There are objects 
that do not exist'. The theory was at first 
welcomed by Bertrand Russell ("Meinong's 
theory of complexes and assumptions", 
Mind, 1904) but then rejected by him (Mind, 
1905 and 1907) and thereafter by the majority 
of philosophers outside Meinong's own so­
called 'Graz School'. Meinongian theories, 
revived and formalized in the 1970s to 
provide foundations for natural-language 
semantics and intentional theories of mind, 
have recently been applied to related prob­
lems in artificial intelligence. 

The Theory of Objects. The theory of 
objects is based on the act-content-object 
analysis of psychological experiences: a 
psychological experience (e.g., my judging 
that Santa Claus is skinny) is analysed into an 
act (judging), an object of the act (that Santa 
Claus is skinny), and a coll/ell/, which 
'directs' the act towards its object. This is 
expressed as: 



517 

(Tl) Thesis of lntemionality: Every 
psychological experience is 'directed' 
towards an 'object' (Gegenstand). 

There are two kinds of Meinongian objects: 

1. the objectwn ( Objekt), the individual­
like object of a mental act such as 
presenting or thinking-of ( Vorstellen); 

and 

2. the objective (Objektiv), the proposi­
tion-like object of a mental act such as 
believing(-that) or knowing(-that). 

Thus, for example, the objectum of my act of 
thinking of Santa Claus is Sama Claus; the 
objective of my act of believing that Santa 
Claus is skinny is Sama Claus is skinny. 

In Meinong's deliberately "paradoxical 
means of expression, there are objects of 
which it is true that there are not such 
objects" (Meinong, Gesamtausgabe (=GA), 
Volume 2, p. 490): 

(T2) Not every object has being (Sein). 

I.e., there are objects that neither exist nor 
subsist, where (a) existence (Existenz) and 
subsistence (Bestand) are the two 'degrees' of 
Sein, and (b) 'there are' ('es gibt') has no 
existential or subsistential commitment. 

Two related theses are: 

(T3) It is not self-contradictory to deny 
Sein of an object, nor tautologous to 
affirm it; 

and 

(T4) Thesis of Aussersein: All objects are 
ausserseiend ('beyond being and non­
being'). 

By (T3). being and existing are meaningful 
predicates of objects. Aussersein is best explic­
ated as a domain of quantification for quan­
tifiers that have no existential commitments. 

Meinong's recognition of non-existing 
objects commits him to ascribing properties 
to them as well as to existing ones. Some such 
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properties will be essential, others non­
essential; the (set of) essential properties of 
an object is its Sosein, and Meinong embraces 
the thesis: 

(TS) Every object has Sosein. 

The properties constituting an object's 
Sosein may be truly predicated of an object, 
whether or not the object has Sein. This was 
formulated by Meinong's student, Ernst 
Mally, as the thesis: 

(T6) Principle of the Independence of 
Sosein from Sein: Theses (TI) and 
(T3) are not inconsistent. 

A corollary of this is that even objects with 
Nichtsein (i.e., without Sein) - e.g., objects 
that do not exist - have Sosein. 

Another important thesis (GA, Volume 5, 
pp. 197-365) is: 

(T7) Principle of the Freedom of Assump­
tion: (a) every Sosein corresponds to 
an object, and (b) every object can 
be thought of (relative to psycho­
logical limitations). 

Thesis (T7), together with the fact that there 
is no qualitative difference between the Sosein 
of objects that have Sein and those that do not, 
permits an account of how we can think and 
speak uniformly about fact as well as fiction. 

An object o is incomplete if and only if 
there is a property F such that o is neither F 
nor not F. Meinong now embraces a thesis to 
the effect that: 

(TS) Some objects are incomplete. 

By taking a and b to be incomplete objects 
each of which lacks some property had by the 
other, the theory can account for how one can 
believe that a has property F without believ­
ing ( or being committed to the belief) that b 
has F, even when a and b are said to be the 
same entity. 

Our next thesis is: 

(T9) The meaning (Bedeutung) of every 
noun phrase or sentence is an object. 
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This provides ·referents· for all 'non-referring' 
expressions, allowing Meinong's theory to 
serve as a foundation for a fully intensional, 
natural-language semantics and a 'free' logic 
(cf. T. Parsons 1980, K. Lambert 1983). 

Meinong's theory was attacked by Russell 
on grounds of inconsistency. According to 
Meinong, the round square is both round and 
square; yet, according to Russell, if it is 
round, then it is not square. Similarly, the 
existing golden mountain must have all three 
of its defining properties: being a mountain, 
being golden, and existing; but, as Russell 
noted, it does not exist. The following sec­
tions briefly outline recent formalizations of 
Meinongian theories that overcome these 
problems. 

Castaneda's Theory. Hector-Neri Cas­
taneda's theory of guises (1974) embodies 
theses corresponding to (Tl )-(T9). It is a fully 
intensional theory with one type of object: 
guises (intensional objects corresponding to 
sets of properties), and one type of property. 
There are properties (e.g., being round, 
being square); sets of these ( called guise 
cores, e.g. {being ro1111d, being square}); and 
an ontic counterpart, c, of the definite­
description operator, which generates guises 
(thus, c{being round, being square} is the 
guise the round square). Guises can be under­
stood as things-under-a-description, 'facets' 
of (physical and non-physical) objects, 'roles' 
that objects play. or. in general, objects of 
thought. They are, however. not (merely) 
mental entities, but external objects, to 
which thoughts can be directed and of which 
other external objects are constituted. 

Parsons's Theory. Terence Parsons's theory 
of non-existent objects ( 1980) has only one 
type ofobject (intensional ones) and only one 
mode of predication. But it has two types of 
property: nuclear and extram1clear. Nuclear 
properties include all ·ordinary' properties, 
e.g., being red, being round. Extranuclear 
properties include such properties as exist­
ence, being impossible. etc. To every set 
of nuclear properties. there corresponds a 
unique object that has only those properties. 
Existing objects must be complete and con­
sistent, but not all complete and consistent 
objects exist. E.g .. the Morning Star does not 
exist (if it is taken to consist of only two 
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properties, as above). The round square is 
(and only is) both round and square and so is 
not non-square; but it is for that reason 
impossible, hence not real. As for the existing 
golden mou111ain, since existence is extra­
nuclear, the set of these three properties does 
not have a corresponding object. However, 
for each extranuclear property, there is a 
'watered-down' nuclear one, and there is an 
existing golden mountain that has the 
watered-down nuclear property of exist­
ence; but it does not have the extranuclear 
property of existence, so it does not exist. 

Rapaport's Theory. William J. Rapa port's 
Meinongian theory (1978) has two types of 
objects: M-objects (i.e., the objects of 
thought, which are intensional) and actual 
objects (which are extensional). There are 
two modes of predication of properties to 
these: M-objects are constituted by prop­
erties, and both M- and actual objects exem­
plify properties. E.g., one of my pens is an 
actual object that exemplifies the property: 
being purple. When I think about that pen, 
the object ofmy thought is an M-object that is 
constituted (in part) by that property. The M­
object Andrea's pen can be represented as: 
<belonging to Andrea (A), being a pen (P)>. 
Being a pen is also a constituent of this M­
object: Pc <A.P>; 'Andrea's pen is a pen' is 
true in virtue of this objective. In addition, 
<A,P> exemplifies (ex) the property: being 
constituted by two properties. There might be 
an actual object, o:, corresponding to <A,P>, 
that exemplifies the property of being a pen ( o: 
ex P) as well as (e.g.) the property of being 
black. But being black¢ <A,P>. 

The M-object the round square, <R, S>, is 
constituted by precisely two properties: being 
round (R), being square (S). 'The round 
square is round' is true in virtue of this. 'The 
round square is not square' is false in virtue of 
it. But <R.S> exemplifies neither R nor S, 
and 'The round square is not square' is true in 
virtue of that fact. That is, "is' is ambiguous. 

An M-object o exists if and only if some 
actual object o: is 'Sein-correlated' with it. (A 
Sein-correlate of o is an actual object that 
exemplifies all the properties that o is consti­
tuted by.) In this sense even incomplete 
objects such as <A, P> can exist. However, 
the M-object the existing golden mountain, 
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<E,G,M>, does not exist (as a matter of 
empirical fact), even though it has the 
property of existing (because E c <E, G,M> ). 

Routley's Theory. Richard Routley's 
theory of items (1979), inspired by both 
Meinong and Thomas Reid, is opposed to the 
'ontological assumption' that truth and 
meaning depend only on reference. By con­
trast, Routley's noneism is 'a very general 
theory of all items whatsoever' (Routley 
1979, p. 5). 

Minimal noneism consists of seven 
Meinongian these~: 

(Ml) Everything, whether thinkable or 
not, is an object. 
(M2) Many objects do not exist. 
(M3) Non-existent objects are constituted 
in one way or another. 
(M4) Existence is not a characterizing 
property of any object. 
(MS) Every object has the characteristics it 
has irrespective of whether it exists. 
(M6) An object has those characterizing 
properties used to characterize it. 
(M7) Important quantifiers conform 
neither to the existence nor to the identity 
and enumeration requirements that clas­
sical logicians impose. 

Basic ,wneism adds: 

(MS) Universals do not exist but they are 
something. 
(M9) It is false that whatever can be 
conceived is possible (Routley 1979). 

To noneism's primarily ontological theses, 
the theory of items adds theses that are 
primarily linguistic or semantic. Thus for 
example it adds a significance thesis to the 
effect that very many sentences whose sub­
jects do not refer to entities are significant 
independent of the existence, or possibility, 
of the items they are about. Here the signific­
ance of a sentence is a necessary condition 
for its expressing a statement of any sort. 
consistent or inconsistent, true or false. 
Routley also embraces what he calls a co111e111 
thesis: many different sorts of statements 
about non-existent items are truth-valued. 
Hence, there are no truth-value gaps, since 

the gap theory depends on the assumption 
that all objects exist. which is false in view of 
(M2). Rejection of the ontological assump­
tion is the essence of the theory of items and is 
embodied in the basic independence thesis: 
that an item has properties need not imply. or 
presuppose, that it exists or has being. The 
advanced independent thesis states that non­
entities (can and commonly do) have a more 
or less determinate nature. Finally, the 
characterization posmlate states that 'non­
entities have their characterizing properties' 
(cf. M6). 

See also: Guise Theory; Logic V. 
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Meinong, Alexius 
II: Meinong and the Graz School 

The Graz School was founded by Alexius 
Meinong ( 1853-1920) around the turn of the 
century and embraced such notable thinkers 
as Stephan Witasek (1870-1915), Vittorio 
Benussi (1878-1927), France Veber (1890-
1975), and Ernst Mally (1879-1944). Its 
influence extended not only through Austria 
and Germany but also into Italy and Slovenia 
and into the English-speaking world, where 
Meinong·s influence made itself felt espe­
cially in Bertrand Russell's theory of descrip­
tions. In the period beginning around 1920 
the school dwindled in importance and 
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inHuence. In the 1960s, however, philo­
sophers began once more to discuss the work 
of the school. both from a historical and also 
from a systematic point of view, especially in 
connection with the development of so-called 
'free logics'. 

Theory of Objects. Meinong criticizes con­
stantly the 'prejudice in favour of the actual' 
which he claims to find in most standard 
philosophy (see Meinong, Gesamta11sgabe = 
GA, II, p. 484). )"here are, he claims, vast 
realms of non-actual objects. or of objects 
"beyond being and non-being": 

The object is in every case something prior as 
compared to our experience thereof ... It is for 
this reason that experience can never create an 
object, or even modify it. but merely as it were 
select it from the manifold of the ... pre-given 
(GA, VII. p. 43). 

Objects correspond not only to presentations 
but also to judgements and assumptions. In 
the former case we have to deal with objects 
in the narrower sense; in the latter case with 
certain 'objects of higher order' which 
Meinong calls 'objectives'. distinguishing 
between objectives of being ( of the form A is) 
and objectives of so-being (A is B). Both sorts 
of objectives may apply or not apply to an 
object independently of each other. for even 
non-existent objects have certain properties. 
This leads to the 'principle of the independ­
ence of so-being from being·, a principle of 
importance today not only in work on free 
logics or 'logics without existence assump­
tions', but also in the field of Meinongian 
semantics. 

Psychology was seen by the members of 
the Graz School as fundamental to their 
enquiries, and members of the school are to 
be counted among the earliest practitioners 
of experimental psychology. Meinong him­
self established the first psychological labora­
tory in the Habsburg Empire in 1894 and his 
associates carried out there what have since 
come to be regarded as classical experiments 
in the psychology of perception. They may be 
regarded above all as precursors of the Berlin 
School of Gestalt theory. and in this connec­
tion it is worth remembering that Meinong·s 
most notable student - though he is not 
usually counted as a member of the Graz 

School - was Christian von Ehrenfels (1859-
1932). whose notion of 'Gestalt quality' is 
closely related to Meinong·s concept of 
higher-order object. 

Ontology, too, was conceived by the mem­
bers of the school always from a scientific 
standpoint. Some - above all Vittorio 
Benussi - saw ontology as an empirical 
science. Others, however, like Meinong and 
Veber, saw ontology as a rational science 
(GA, VII, pp. 44f.). For Benussi it is em­
pirical science alone which can show us how 
the world is made up. Thus Benussi hoped to 
penetrate through to reality in experiments, 
relating for example to the Miiller-Lyer 
illusion, to illusions of apparent motion, or to 
the issue of the freedom of the will. Here all 
traces of rationalism have been abandoned in 
favour of 'experimental metaphysics' (see 
Benussi's article in the Archiv fur die gesamte 
Psychologie, 37 (1918), p. 282). 

Meinong 's successor in Graz was Ernst 
Mally. Other Graz members of the school 
included Stephan Witasek, Rudolf Ames­
eder (1877-1937), Ernst Schwarz (1878-
1938). and Wilhelm Frankl (1878-1933). 
Meinong's student France Veber represented 
the school in Slovenia. Vittorio Benussi in 
Italy, and Alois HiiHer (1853-1922) and 
Johann Clemens Kreibig (1863-1917) consti­
tuted what might be regarded as a Viennese 
wing of the Meinongian movement. Hans 
Pichler (1882-1958) carried out historical 
investigations in a Meinongian spirit, for 
example in his Christian Wolffs Ontologie 
(1910). 

Fritz Heider (1896--1988). Meinong's last 
doctoral student in Graz and author of an 
inHuential work on perception entitled 
"Thing and medium" (Symposion, 1927), 
was later closely involved with the Berlin 
Gestalt psychologists and acquired some dis­
tinction as an associate of Kurt Lewin (1890-
1947) in America. Heider·s 'psychology of 
interpersonal relations' remains of lasting 
importance. 

Stephan Witasek was born in Vienna and 
received his doctorate from Meinong in Graz 
for a dissertation entitled Investigations of the 
Theory of Complexity (1895). His habilita­
tion of three years later 011 the Nature of the 
Geometrical-Optical Illusions is a funda-



521 MEINONG, ALEXIUS 11: MEINONG AND THE GRAZ SCHOOL 

mental work of early perceptual psychology. 
Witasek published also Principles of General 
Aesthetics (1904), containing a hierarchical 
ontology of the different sorts of objects of 
aesthetic experience constructed from a 
Meinongian perspective. 

Vittorio Benussi was born in Trieste and 
studied in Rome and Graz. His dissertation 
of 1901, under Meinong, is an experimental 
investigation of the Zollner illusion. His 
habilitation (1904) deals with the perception 
of Gestalt structures and with illusions in the 
optical sphere. Benussi's work on perceptual 
presentations led to fundamental insights in 
regard to our experience of Gestalt structures 
which were important especially in prompt­
ing the critical reaction of Kurt Koffka 
(1886-1941). Benussi carried out early in­
vestigations also in the sphere of forensic 
psychology, especially on lie-detection via 
measurement of breathing symptoms. After 
World War I he was appointed professor for 
experimental psychology in Padua where he 
worked on the psychology of hypnosis and 
suggestion. His assistant, Cesare Ludovico 
Musatti (1897-1989), became an influential 
figure in Italy in his own right, both as a 
proponent of Freudian psychoanalysis and as 
a central figure in the Italian Gestalt tradition 
(see his Co11dizio11i del/'esperie11za e fo11da­
zio11e de/la psicologia, 1964). 

Rudolf Ameseder was born in Serbia and 
grew up in Graz, where he studied philosophy 
and the history of art. His doctoral thesis 
under Meinong is entitled 011 tire Systematics 
of Ideal Objects (1901). Ameseder's later 
contributions consist especially in systematic 
surveys of the Meinongian theories of objects 
and objectives and of the corresponding 
types of presentation. 

Ernst Schwarz was born in Slovenia. His 
dissertation (1903) is entitled 011 Pha11tasy 
Feelings. In 1925 and 1934 he published two 
'Meinong studies' entitled Co11trib11tions to 
tire Theory of Intellect11al Pha11tasy and 011 
Value, Oug/rmess and Correct Evaluation. 
The latter contains valuable contributions to 
the theory of value in the spirit of Meinong. 

William M. Frankl was born in Graz where 
he studied philosophy and classical philology, 
working especially on the theory of the eco­
nomy of thought and on the idea of a founda-

tion for logic in the theory of objects. 
Psychology: Presentation and Gestalt. The 

Graz School distinguished four classes of 
mental experiences: two basic intellectual 
elements of presentation and thought, and 
two basic emotional elements of feeling and 
desire. All experiences are founded in (which 
is to say they depend for their existence on) 
underlying presentations (Vorstellungen). To 
each of the four basic elements there corres­
ponds an object, a content, and an act. 
Content and act are here something mental, 
while the object is something extramental. 
Witasek defines the content of a presentation 
as "that part of the make-up of a presentation 
in virtue of which it brings a determinate 
object to consciousness''. The relation be­
tween presentation and object is defined in 
terms of the idea of Treff en or contact (hitting 
a target). 

The Graz School distinguished, as we hav• 
seen, objects of different levels; thus betwee 
objects of lower order ( e.g. individual tone: 
and objects of higher order founded there01 
(e.g. a melody). This corresponds to a rela­
tion of foundation on the side of the contents 
also (between founding contents - the indi­
vidual tone-sensations - and founded con­
tents - the presentation of the melody as a 
whole). Where content and object are in 
conformity one speaks of "adequate pre­
sentation". This does not, however, always 
obtain. Thus for example in the case of the 
optical illusions (consider, again, the Miiller­
Lyer figure) object and content fall apart, 
leading to what Benussi termed ''presenta­
tional inadequacy". This, be it noted, is to 
be distinguished from inadequacy of judge­
ment and belief, since in the Miiller-Lyer 
case one can perfectly well know, intellect­
ually, that the two horizontal lines are of equal 
length, and yet still fail to see them as such. 

The simplest non-compound presentations 
are sensations. These are directed towards an 
independent object and are functions of the 
relevant sense organs. All other presenta­
tional contents are created on the basis of 
the contents of such sensory acts via 'acts of 
production' (Vorstel/11ngsprod11ktion). Pro­
duced presentations (which is to say all pre­
sentations other than elementary sensations) 
correspond always to objects of higher order. 
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Three types of production process can be 
distinguished, corresponding to three distinct 
classes of objects - comparisons, relations 
(Verbi11dw1gen) and Gestalte11: it is the latter 
which constitute the most important field of 
research of the Graz psychologists. Only 
recently have the psychological underpin­
nings of the philosophy of the Graz School 
been subjected to more detailed investiga­
tion. Work on the Meinongian theories of 
non-existence and on associated logical and 
semantic issues has however blossomed 
independently. 

See also: Logic V. 
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Melanchthon, Philipp 
Philipp Melanchthon was born in 1497 in 
Breiten and died in 1560 in Wittenberg. He 
was the founder of a school which had a 
strong impact on the development of 16th­
and 17th-century Protestant scholasticism in 
Germany. Metaphysics does not occur as a 
discipline in the system of this school, for 
while its philosophy is bound to Aristotle, it is 
Aristotle seen through the eyes of Cicero 
( 106-43 sc). Melanchthon begins his teach­
ing in philosophy with a humanistic, anti­
Aristotelian attitude, without metaphysics. 
After 1525, he turns to Aristotelian philo­
sophy, which for him consists mainly in logic 
and ethics. 

Logic itself is understood by Melanchthon 
as an inborn ability to recognize the order of 
things. Its task is to grasp the genera of the 
things which make the subject matters of the 
different sciences. Logic therefore deals not 
only with words, but has value in reality. 

The categories, for Melanchthon, are first 
and foremost orders of words, but they 
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comprehend also all things (res) and the 
Aristotelian system of categories forms 
"a small table of the universe of things" 
(Erotemata Dialectices, 1547). For Aristotle 
as for Melanchthon secondary substance does 
not exist independent from primary substance. 
Thus the world is for Melanchthon a universe 
of individuals. Substance is that ens which 
has its own being and is not a part of any 
other, a definition that is valid for God also. 

Things are classified into substances and 
accidents. These highest categories are tran­
scended by the word 'ens' (De dialectica, 
1536), which is in its nature the first and the 
last term in the inventory of things. It tran­
scends all genera and species. 

Melanchthon's pupil Owenus Gunther 
(Giinther) (1532-1615), in his work Metho­
dorum tractatus duo (1586) calls for a new 
discipline which would provide the common 
principles of all sciences. This discipline can 
be called 'wisdom' (sapientia). According to 
Gunther, Aristotle called it 'metaphysics'. It 
is "the common and royal discipline ... of 
principles and things". Its task is to deal with 
the first principles, but also with things in 
general. Whereas logic deals with the prin­
ciples, using them in demonstration, the 
sapientia considers them absolutely as beings. 
Metaphysics, therefore, in Gunther's view, 
differs from logic just as the cognition of 
simple ideas differs from an instrumental, 
application-oriented methodology of sciences. 
Gunther's claim for a new discipline of prin­
ciples and things, apart from logic, opens the 
door to the reintroduction of metaphysics 
into the German Protestant schools in the 
period around 1600. 
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Mendelssohn, Moses 

Moses Mendelssohn was born in 1729 in 
Dessau (Germany). In 1734 he began his 
studies of the Talmud. In 1743 he moved to 
Berlin, where he became for a time the 
acknowledged leader of the German philos­
ophy of the Enlightenment. Mendelssohn 
died in 1786. 

Mendelssohn's fame in the 18th century as 
the 'German Socrates' depended above all on 
his Phiidon, a modern adaptation of Plato's 
Phaedo, and like its predecessor a dialogue 
on the immortality of the soul. 

We consider here three other writings, 
namely Ober die Wahrscheinlichkeit (On 
Probability), 1756, Abhandlung aber die 
Evidenz (Treatise on Evidence), 1763, and 
Morgenstunden (Morning Hours), 1785. 

In the Abhandhmg aber die Evidenz 
Mendelssohn defends the idea of a parallel­
ism between mathematics and philosophy. 
The former he sees as the science of quantity 
(including infinitesimal quantity); the latter 
as the science of quality-quantity and quality 
in the things being inextricably bound 
together. Philosophy has, like mathematics, 
a purely theoretical part which is independ­
ent of any applications: the subject of this 
science is the exact analysis of concepts, 
independently of the problem of existence. 
The concepts with which it deals are not 
concepts of existing substances, but meta­
physical concepts like possibility, justice, the 
attributes of God, and so on. What results is 
less a Wolffian metaphysics than a kind of 
'elements of philosophy' or initia scientiae 
genera/is along Leibnizian lines. But for 
Mendelssohn such a science is more a task 
than a datllm. This is because: 

1. It is difficult to resolve concepts into 
simple elements because each is con­
nected with many others; 

2. for metaphysics we do not have a system 
of essential signs ( wesentliche Zeichen) 
comparable to that of mathematics. 

These problems are faced by Leibniz's cha­
racteristica uni versa/is, also. Thus while meta­
physics is as certain as mathematics, it is less 
intelligible or capable of being grasped by man. 

MENDELSSOHN, MOSES 

The problem of the applied part of philo­
sophy is the passage from the pure theoretical 
level to actuality. In applied philosophy cer­
tainty is lost, since every actual substance 
involves an infinity of causes and effects. 
Here we must employ the imperfect method 
of induction and, as its formal instrument, the 
calculus of probabilities, the subject of Men­
delssohn's work Ober die Wahrscheinlichkeit. 

Here we have to develop syllogisms which, 
although formally equivalent to those of 
theoretical science, have only probable 
premisses. For we have not all the determina­
tions of the subject which are necessary to 
attribute an indubitable predicate to it (cf. 
Wolff, Logica, 1728, §578). With the reitera­
tion of experiences we approach mathemat­
ical certainty more and more; accordingly 
there is no sharp break, but rather a con­
tinuous passage between the theoretical part 
of the sciences (mathematics and meta­
physics) and the experimental one (physics, 
applied ethics, politics, and so on). 

The limit of absolute certainty is the 
science of God, a science which contains 
perfect knowledge of actual substances, of all 
the possible alternatives to these and to their 
modi, and which contains complete meta­
physics. 

These ideas are developed further in Men­
delssohn's last work, Morgenst1111den. The 
central point of the book, however, is quite 
different: it is the problem of the existence of 
God and of the world. Here many pages are 
devoted to the confutation of the idealism 
which "denies the existence of the actual 
world and the existence of bodies" (Wolff, 
Psychologia Rationalis, 1734, §36). To this 
purpose Mendelssohn builds a theory of 
actuality which is a development of the 
metaphysical principles of Alexander Baum­
garten (1714-62). God thinks eternally all 
possible contingent beings. Every being is to 
be understood here as essence with attributes. 
Mendelssohn never speaks clearly of essence, 
though already in Ober die Evidenz he pre­
supposes it. God now attributes to every 
being all non-essential predicates which are 
compossible with it. Since each being is 
contingent, both any compossible predicate 
and its opposite are possible (A is B is as 
possible as A is not-B): at this level the thing 
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is still i11determi11ate. Now, however, God 
determines it by choosing one of two opposite 
predicates: and this is the actuality of a being, 
the complex of all its internal determinations 
(cf. Baumgarten, Metaphysica, 1779, §§39-
40, 50, 55). 

God's choice here changes nothing in the 
predicates themselves (they are eternal). Its 
reasons lie not in God's knowledge but in his 
approval (Bil/igu11g) of the goodness of the 
thing. God chooses the relative best connec­
tion of predicates in that connection of things 
which he chooses as the best among all 
others; and this is a state of the actual world. 

Mendelssohn's definition of existence as 
'reciprocal action' points also in this direc­
tion. In this way Mendelssohn finds an indis­
soluble bond between the science of the 
possibles, the existence of the world, and the 
existence of God. Thus it is possible for him 
to develop a proof of God's existence which 
involves elements of the cosmological (which 
takes existing things as starting-point), the 
teleological ( every being exists and is deter­
minate, thanks to God's approval), and the 
ontological arguments (the existence­
predicate of finite things is contingent, and 
that of God is necessary). The Morge11stu11-
den includes also one further proof which 
begins with the incomplete self-knowledge of 
human beings and with the necessity that 
God thinks every actuality. 
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Merleau-Ponty, Maurice 
Maurice Merleau-Ponty was born in 1908 in 
Rochefort sur Mer, and died in Paris in 1961. 
He was professor of philosophy in Lyon and 
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at the Sorbonne from 1945 to 1952, and at 
the College de France until his death. Two 
related lines of thought are prominent in 
Merleau-Ponty's philosophical work. The 
first (which he owes in part to the tradition of 
19th-century French spiritualism) is the idea 
that, if ontology is to be possible at all, then it 
should reject the classical dualisms of man 
and world, freedom and nature, mind and 
body, matter and form, object and subject, 
and that it should attempt to explore a region 
that lies 'in between' the various terms of 
these oppositions. The second (which is 
adapted from Edmund Husserl's notion of 
Lebe11swelt) is that scientific truth and ob­
jectivity are ultimately based upon an un­
reflective experience of the world which is the 
very condition of meaning and truth. 

Both themes are present in Merleau­
Ponty's The Structure of Behaviour (first 
published 1942). The first part of this book is 
an analysis and criticism of behaviourist 
psychology. The second builds upon this 
criticism a theory of the relationships of 
nature and consciousness. Using the work of 
the Gestalt theorists, Merleau-Ponty shows 
that behaviour cannot be reduced to the 
physical relationship between stimulus and 
response, and cannot be divided into atomic 
parts, but is made of totalities or structures 
which are irreducibly intentional responses to 
a meaningful 'situation'. However, Merleau­
Ponty criticizes the psychologists' notion of 
Gestalt. Forms and structures are, he argues, 
not physical; they belong both to the world of 
consciousness and to the physical world. In 
this sense, there is no discontinuity between 
body and mind. Nature is a 'universe of 
forms' arranged continuously according to a 
hierarchical order, from the inert world of 
matter to the living world and the world of 
man. This construction, although explicitly 
inspired by Kurt Goldstein ( 1878-1965), is 
nevertheless closer to Emile Boutroux ( 1845-
1921) (De la co/lli11gence des lois de la 11at11re, 
1874) than to Kurt Koffka (1886-1941) or 
Wolfgang Kohler (1887-1967). 

Merleau-Ponty's notion of form secures 
the transition between nature and conscious­
ness. All forms have their origins in percep­
tion. The main task of Merleau-Ponty's 
Phenomenology of Perception (1945) was to 
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establish the primacy of the philosophy of 
perception over the other branches of philo­
sophy. Against the Cartesian idealist and 
intellectualist traditions. according to which 
all perceptual contents are the products of 
conceptualized judgements. this ·existential 
phenomenology' seeks to show that the per­
ceived contents are independent of judge­
ment. and that a tacit experience of things 
conditions all our beliefs. This completes 
Merleau-Ponty's reflections on the mind­
body problem: the cogito is to the percipio 
what the mind is to the body, and the link 
between them is assured by the "phenomenal 
body" (corps propre), which is distinct from 
the ·objective body'. the latter being only a 
derivative construction which owes its exist­
ence to the former. The phenomenal body is 
the projection of our primitive experience of 
spatial and temporal relations. It is the tran­
scendental condition of spatiality and temp­
orality. The question arises whether Merleau­
Ponty's attempt to escape the alternatives 
between body and mind and between realism 
and idealism as concerns the external world, 
does in fact succeed. The thesis that the 
objective body depends for its existence upon 
the phenomenal body can itself be seen as a 
form of idealism (Baldwin 1988). 

Merleau-Ponty's later work continues his 
analysis of the embodiment of thought and 
language through a philosophy of expression 
and symbolism. In conformity with his pre­
vious interpretation of the psychologist's 
Gestalten. he is led to consider the structures 
of the structuralist linguists and anthropo­
logists as living forms. which are neither 
objective nor subjective. and are both outside 
us in natural and social systems and inside us 
as symbolic functions. Phenomenology in 
Merleau-Ponty·s sense is the description, al­
ways incomplete and unfinished. of the birth 
of meaning in language and in experience. 
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PASCAL ENGEL 

METACOSMOLOGY 

Metacosmology 

Metacosmology is the meta-theoretic 
examination of philosophical cosmologies. It 
comprises three general approaches: typo­
logy. analysis of the nature and structure of 
cosmologies. and meta-theoretic comparison 
and evaluation. To some extent this sequence 
of approaches reflects the historical develop­
ment of metacosmological thought. 

Most metacosmologists have taken cos­
mology to be primary in the sense that the 
structure of the universe determines the 
nature and structure of all else. including 
other theories. For this reason. cosmology is 
often equated with metaphysics. 

Structure and Evaluation. According to 
the root-metaphor theory of Stephen C. 
Pepper (1891-1972). cosmology is a hypo­
thesis. which in turn is a metaphor or analogy 
of the form ·x is like y'. A cosmological 
system is the same as a scientific hypothesis 
except that its scope is totally unrestricted. 
Thus, x may be instantiated by anything or 
everything. The world-hypothesis is defined 
by the instantiation of y. Mechanism. e.g .. is 
the hypothesis that "the world (x) is like a 
machine (y)". The root-metaphor implies the 
categories of the system. A system resting on 
machine structure. for example. implies that 
location and substance are to be included 
among its categories. 

Pepper's now classic World Hypotheses 
also presents a detailed consideration of 
meta-theoretic comparison. adequacy condi­
tions. and inter-theoretic evaluation. His 
metacosmological theory employs three tests 
of the adequacy of a cosmology: 

I. its scope should be unlimited; 
2. it should be precise in the sense that it 

does not generate multiple explana­
tions; and 

3. it should enjoy purity of root-metaphor 
and hence display intra-theoretic coher­
ence. 

Any hypothesis of the structure of all 
reality will contain an epistemology. a logic. 
and an axiology. Hence. all concepts of 
evaluation and all interpretations of truth and 
·adequacy' will presuppose some world-
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hypothesis. Thus, Pepper concludes that no 
neutral meta-theoretic vantage can exist from 
which to rank the adequacy of world­
hypotheses. 

Everett W. Hall (1901-60) tried to resolve 
this conundrum (Hall's 'categorio-centric pre­
dicament') by seeking adequacy standards 
from what he called the 'extra-philosophical 
universe'. His meta-theoretic vantage and 
adequacy test are derived from the form (not 
the content) of common thought and speech. 

Pepper's identification of the problem 
unique to meta-theoretic evaluation of meta­
physical systems has made its greatest impact 
in the philosophy and history of science. 
Thomas Kuhn's close adaptation of his 
mentor's metaphilosophy to theory-change 
in science, The Structure of Scientific Revolu­
tions (1970), fails to recognize that scientific 
paradigms need not include an epistemology, 
logic, and axiology. He thereby ignores the 
force of Pepper's thesis that it is unrestricted 
scope which blocks meta-theoretic evaluation. 

Recent philosophers considering the 
nature of conceptual schemes have shared 
Pepper's, Hall's, and Kuhn's worry that 
meta-theoretic evaluation may be impos­
sible. But Williamson (1983) argues that the 
unlimited scope which generates the unique 
meta-theoretic evaluation problems of meta­
cosmological systems also assures that they 
cannot be incommensurable. Further, the 
system-bias of adequacy standards is non­
problematic when the standards employed · 
are common to all systems under considera­
tion. The metacosmologist is not burdened 
with the requirement that he discover 
adequacy standards external to the systems 
being compared. Such standards must be 
neutral; but they need not be external. 

Typology. Metacosmologies have been 
forthcoming especially in France and in the 
United States. In France, Charles Renouvier 
(1815-1903) maintained that philosophies 
represent irreconcilable viewpoints. Victor 
Cousin (1792-1867) saw philosophies as sys­
tems which contain unifying ideas. This led 
Cousin to the claim that all philosophies, 
leaving aside eclecticisms, are of four types, 
which he calls sensualism, scepticism, ideal­
ism, and mysticism. 

In the United States, Josiah Royce (1855-
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1916) took metaphysics to be comprised ofan 
ontology and an epistemology. He classified 
metaphysical systems according to their con­
ception of being, in a way which led him to 
distinguish four types: realism, mysticism, 
critical rationalism, and (Royce's own) con­
structive idealism. 

Edward Spaulding (1873-1940) classified 
metaphysical theories according to the theory 
of relations which they presuppose: the old 
internal theory of relations ( of which there 
are two types, causation philosophies and 
substance philosophies), and Spaulding's 
own new theory of external relations. Wil­
liam Hocking (1873-1966) classifies philo­
sophical systems according to their position 
along a spectrum which represents the degree 
to which they give priority to ontology versus 
epistemology. In The Strife of Systems (1918) 
William Sheldon (1898-1977) saw monistic 
idealism, pluralistic idealism, materialism, 
Thomism, process philosophy, and irrational­
ism as philosophical systems distinguished 
by their region of attention and motivation 
for belief. Finally, Stephen Pepper's invest­
igations are the most explicitly metacosmolo­
gical and the most influential in metaphilo­
sophy. Pepper's root-metaphor theory re­
veals eight types of world-hypothesis: 
generating-substance theory, mysticism, anim­
ism, formism, mechanism, contextualism 
(pragmatism), organicism, and Pepper's own 
selectivism (a process philosophy). 
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A. MARK WILLIAMSON 

Metaontology 
Metaontology can be defined as the theoret­
ical enterprise whose primary goal is that 
of analysing and comparing ontologies. 
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Metaontology can be distinguished from 
ontology in that in the latter we attempt to 
articulate a theory of reality, while in the 
former we seek techniques of theoretical ana­
lysis which are applicable to all ontologies. 
A paradigmatic example of a metaonto­
logical issue is the theory of ontological 
commitment. When it is proposed, for ex­
ample, that the entities to which a theory 
is committed are those objects over which 
the bound variables of the sentences of the 
theory must range (Quine 1961), this pro­
posal is to be understood as applying to all 
theories. 

A more detailed specification of the aims of 
metaontology can be provided by listing the 
components that a fully articulated meta­
ontological theory would have: 

1. a clear definition of an ontological 
framework, 

2. a theory of ontological commitment, 
3. an account of the notion of ontological 

dependence, 
4. a theory of ontological reduction, 
5. a semantic interpretation for sentences 

which compare ontologies, i.e., for 
sentences with variables that range over 
the domains of different ontologies, 

6. a general method for dissecting and 
analysing the entities posited by any 
ontology, and 

7. an account of the notions of ontological 
commensurability/incommensurability. 

Notice the distinction between ontological 
dependence and ontological reduction. 
Ontological reduction deals with the question 
of how we can avoid commitment to entities 
of a certain type by showing that those 
entities can be eliminated in favour of entities 
of another type. The usual procedure is to 
show that we can systematically translate 
those true sentences in which reference is 
made to the suspect entities into sentences in 
which such references have disappeared. The 
issue of ontological dependence, on the other 
hand, deals with the articulation of the 
various relations of existential priority or 
basicness which can hold between the dif­
ferent types of entities to which a theory 
is ontologically committed. The relation 
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between substances and attributes and the 
relation of supervenience between physical 
and mental attributes are examples of such 
relations of ontological dependence. 

Even though the literature on ontological 
reduction is vast (Bonevac 1982), discussions 
on ontological dependence - with the excep­
tion of discussions of supervenience - are 
scarce (Simons 1987, Smith 1982). Despite 
this, the notion of ontological dependence is 
crucial for understanding the internal struc­
ture of many ontologies. The ontology of a 
theory cannot be understood simply as a 
domain of objects; for in many cases certain 
types of objects in that domain are existen­
tially dependent on other, more basic types of 
objects. For example, we can hardly claim to 
have specified Plato's ontology by saying that 
it consists of Forms and physical objects. The 
relation of ontological dependence of phys­
ical objects on the Forms is of fundamental 
importance for understanding the structure 
of his ontology. 

The concept of ontological dependence 
can also enable us to attain a fuller under­
standing of a theory's commitments: we can 
distinguish between the basic and the non­
basic commitments of a theory by specifying 
the types of entities which are ontologically 
dependent on other more basic types of 
entities within that same theory. Further, we 
can also recognize that two ontologies can be 
domain commensurable yet structurally 
incommensurable because their relations of 
ontological dependence differ. 

Condition (5) could be fulfilled by develop­
ing a formal language with different quan­
tifiers ranging over the domains of the onto­
logies being compared. This language would 
also include quantifiers which range over 
both of the domains, so that model-theoretic 
semantic rules could be formulated to inter­
pret sentences with variables ranging over 
both ontologies. 

Condition (6) involves an elucidation of 
the different principles of constitution and 
individuation which apply to the entities 
which are granted ontological status by differ­
ent ontologists. Some philosophers believe, 
for example, that objects can be ontologically 
analysed as substances characterized by 
properties which can be instantiated al differ-
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ent places and times, while others believe 
that objects should be construed as bundles 
or sets of properties connected by certain 
determinate spatio-temporal relationships. 
Our task here would be systematically to 
differentiate and elucidate the various con­
ceptions of constitution, individuation, and 
predication used by different ontologists. 

Condition (7) involves the specification of 
principles for determining when two or more 
ontologies are commensurable or incommen­
surable. The notion of the ontological or 
metaphysical commensurability of two or 
more theories could be understood by 
describing the restrictions which each of the 
respective theories place not only on the 
actual world but on possible worlds as 
well. The ontological commensurability of 
theories can then be construed in terms of 
the overlap or intersection of the sets of 
possible worlds which are compatible with 
the theories. The introduction of the notion 
of possible worlds into the analysis is import­
ant, because it allows us to capture the modal 
force that many ontological claims carry. 
Thus, a physicalist who believes that mental 
properties are ontologically supervenient on 
physical properties would maintain that any 
possible world which is compatible with his 
theory must be such that, if entities with 
mental properties exist, then those entities 
must also instantiate certain physical prop­
erties. 

Notice also that we should distinguish 
between metaphysical and logical necessity, 
because our physicalist, for example, could 
very well maintain that a world with disem­
bodied minds is logically possible but meta­
physically impossible (from his perspective). 
At the formal level we could define a meta­
physical necessity-operator that places re­
strictions on the broader set of logically 
possible worlds. 

The importance of metaontology ulti­
mately lies in its potential for clarifying the 
ontological enterprise. Unless we recognize 
explicitly that metaontological issues are dif­
ferent from ontological issues, we will not be 
entirely clear about what we are doing as 
ontologists. An adequate metaontological 
theory will provide us with a deeper under­
standing of the nature of ontology. 
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JORGE M. VALADEZ 

Metaphysics 
I: History and Terminology 

At first, metaphysics seems to have been a 
heading under which early Aristotelians 
united fourteen treatises by their master; 
they placed them after the writings on 
physical realities. This placement as well as 
the title are due to Aristotle's division of 
knowledge: 'µera meaning both 'after' and 
'behind', the Metaphysics were treatises fol­
lowing those on 'physics' because they dealt 
with what is beyond the physical world. 

The unity of these treatises, however, has 
puzzled scholars since antiquity. Aristotle 
claims that they contain a 'first philosophy', 
'wisdom', and 'theology' and deal mainly 
with realities that are subsistent ( or separate 
from matter) as well as immobile. This is a 
definition of what later came to be called 
'immaterial entities'. However, Aristotle 
also claims that the subject matter of this part 
of philosophy is 'being as being' and he 
indicates that it also deals with the first 
premisses of knowledge. 

Probably the only consistent interpretation 
was advanced by Aquinas. Objects of physics 
and mathematics are 'constituted' by acts of 
abstraction: the former disregards individual 
characteristics, the latter moreover considers 
only quantity. Metaphysics on the contrary 
presupposes an act of 'separation', i.e. a 
negative judgement to the effect that to be 
does not necessarily entail being corporeal. 
Under this premiss an observer whose scope 
of cognition is limited to what his senses offer 
tries to isolate those features of physical 
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realities that can be attributed to immaterial 
realities, and by inference construes what­
ever is to be said about the latter. Thus to 
consider being as being, means to consider 
material things with respect to what they have 
in common with immaterial realities - the 
latter being held to explain certain features 
of the material world both causally and 
through participation. Accordingly, meta­
physics deals with whatever throws light on 
what is common to bodies and spirits as well 
as on their interrelation. 

Pursuing mainly what today would be 
called empirical research, Aristotle's pupils 
seem to have been little interested in meta­
physics; for centuries it became a privilege of 
(neo-)Platonists, who of course took up many 
of Aristotle's ideas and notions. In most 
cases, they understood metaphysics as an 
approach to the divine and therefore dis­
cussed it as 'epoptics' {the initiation to a 
vision of the Absolute) or 'dialectics' {the 
knowledge of definitions and distinctions 
immediately preceding such vision). This is 
also true of most premedieval Christian 
philosophers: although they raised many 
metaphysical issues of the Aristotelian kind 
and although Christian theologians from the 
time of the Alexandrian Fathers used meta­
physical notions to articulate their faith, 
metaphysics was seen almost exclusively as a 
'wisdom' leading to a knowledge of God. 

The first truly to understand what Aristotle 
had in mind was Alexander of Aphrodisias 
(fl. 2nd/3rd century AD), who wrote a com­
mentary on the first five treatises ( the other 
treatises are written by an I Ith-century 
Byzantine scholar). Although more natural­
istic than Aristotle, he concentrated on what 
the latter described as 'the eternal question', 
namely what being primarily amounts to. His 
reply to the question is thoroughly Aristo­
telian: it is 'substance', i.e. a concrete sub­
sistent essence; a being in the primary sense 
is an individual or individualized form that 
actually exists. 

The next step in the development of meta­
physics we owe to the intermediary of the 
Arabs, above all to Avicenna (Ibn Sina) 
(980-1037), who throughout the Middle 
Ages was called 'the Commentator'. Dwell­
ing on the difference between what cannot be 
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other than it is {the necessary) and what is but 
might not be or might be different (the 
contingent), he was the first to apply Aris­
totle's philosophy of science ( the Posterior 
Analytics) to metaphysics. As a result he 
argued that the subject of metaphysics is 
being, while God is considered as the cause 
explaining its characteristics. This claim is a 
development of what Aristotle had meant 
which takes account of the idea of creation; 
because Aristotle had no inkling of creation, 
his God only explained motion and there­
fore, though he was the most perfect of all 
beings, could not be viewed as a cause of 
being. 

The Arab approach was further developed 
by medieval theologians, and above all 
by Thomas Aquinas, whose metaphysics 
centred around the notion of esse ( the act of 
being). While claiming that God is pure 
actuality, Aristotle had not connected this 
idea with the notion of the existence of other 
beings; the latter was implicit in what he 
called 'act' (ivtpyELCx). Aquinas, on the con­
trary, noticing that something is called a 
being because it exists, described being-an­
actual-reality as a sharing in the 'to-be-itself 
(ipsum esse)' that had created it. A being is~ 
'to-be' that is either subsistent and therefore 
unlimited or shared by an essence that limits 
it. In addition, Aquinas emphasized that to 
grasp something by the intellect amounts to 
grasping it as a being. The intellect implicitly 
reaches both the first principles of knowledge 
and the first causes of being. Metaphysics is 
the explication of these principles. God, 
however, may be reached only as a cause (a 
posteriori); Aquinas rejects the ontological 
argument. 

Aristotle and Aquinas argued that 'being' 
is a systematically ambiguous (analogous) 
term; in Aquinas this amounts to saying that 
the esse which God is and all other beings 
share is something different in each being. 
Though Aquinas's 'esse' means more than 
'existence', namely perfection, this claim is 
virtually unintelligible when applied to the 
former. Therefore, one generation after 
Aquinas, John Duns Scotus insisted that 
there must be a basic meaning of 'being' 
which remains the same through all uses of 
the term. A being then is that which has an 
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essence. This line of thought no longer insists 
either on substance or on esse and leads to a 
prominence of what is conceptually possible, 
which remains a characteristic of metaphysics 
down to Leibniz; metaphysics and (material) 
logic move closer to each other. 

The first full treatment of metaphysics 
which was no longer a commentary on Aris­
totle, the Disputationes Metaphysicae of 
Francisco Suarez ( 1597), tries to return to 
Aquinas's position. Yet as even leading 
Thomists such as Cajetan {Thomas de Vio) 
and John of St. Thomas (John Poinsot) did 
not fully grasp Aquinas's doctrine of esse, 
Suarez succumbed to Scotus's 'univocity of 
being'. In spite of his subtle analysis of 
analogy, Suarez tends to reduce a being on 
the one hand to an essence, on the other hand 
to its merely existing. Between the followers 
of Thomas Aquinas (Dominicans), John 
Duns Scotus (Franciscans), and Francisco 
Suarez (Jesuits) quarrels long continued; 
usually they centred around minor points 
{the distinction between essence and exist­
ence, matter as potentiality, the nature of 
relations) and the opponents misunderstood 
the context of each other's claims. Meta­
physical arguments tended to become 
vacuous exercises in logical subtlety. 

The fact that metaphysics moved steadily 
closer to logic is in part due to Aristotle 
himself. He still lacked the terminology to 
distinguish between natures and definitions, 
essence and concepts, and discussed some 
topics (e.g. categories) both in the Organon 
and in the Metaphysics. Probably more im­
portant, however, is the fading into insigni­
ficance of teleological thought. Though in 
different ways, Aristotle and Aquinas 
attached great importance to final causality; 
therefore, they placed in the foreground 
notions such as 'substance' and ·esse' that lent 
themselves to a dynamic analysis. As tele­
ology became less important, philosophers 
emphasized essences and thereby drew atten­
tion to issues which are ultimately purely 
conceptual, indeed problems of logic. 

This trend is clearly visible in most thinkers 
of the 17th and 18th centuries who did not 
reject metaphysics outright as an empty play 
with words. Metaphysics begins to fall apart 
into a discipline discussing the most general 
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concepts (metaphysica genera/is, ontosophia, 
01110/ogia) and 'natural theology' (metaphysica 
specialis). Thus metaphysics enters modern 
times on the one hand discredited and on the 
other hand with clipped wings. 

However, as the ideas of both antiquity 
and Christianity began to loosen their hold on 
people's minds (and esoteric doctrines of 
gnostic and cabbalistic origin became prom­
inent), there also emerged completely new 
types of metaphysics. Often, they were 
launched under a different name; an example 
is Spinoza's Ethics which also had a tremend­
ous impact on German philosophy. The 
most fundamental difference between the old 
and this new kind of metaphysics is that the 
former was mainly concerned with 'saving the 
phenomena', i.e. explaining puzzles of ex­
perience, while the latter largely ignored the 
way we experience reality. Spinoza's panthe­
ism fails almost completely to take account of 
the fact that to a very large extent we experi­
ence the world as consisting of individuals; 
Leibniz's monads do not correspond to what 
we think we experience as individuals. More­
over, logic and mathematics became a 
pattern of thought to which both the method 
and the content of metaphysics had to adjust. 
As a consequence, whenever it did not con­
tinue along traditional lines, metaphysics 
tended to become highly speculative. It is to 
Kant's credit that he saw through this; in a 
strange way, he understood better than most 
of his modern predecessors what metaphysics 
originally intended, namely to analyse and 
extrapolate from our experience in such a 
way that we might be able to say something 
about realities of which we have no experi­
ence. Moreover, he realized that this can 
work only if our conceptual analysis of ob­
jects of experience penetrates to their inner­
most nature and applies to the latter prin­
ciples of inference that ultimately stem from 
reality, not from our way of thinking. As 
Kant, for various reasons, felt impelled to 
deny that our insight can reach what the 
objects of experience are 'in themselves', he 
dismissed metaphysics as a phantom, despite 
admitting that the pursuit of it stems from a 
natural human inclination. Curiously 
enough, it was a late work by Kant, the 
Critique of Judgemelll, which in German 
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idealism, in particular in Hegel, led to a 
thoroughly new kind of metaphysics, which, 
though it may be considered its definitive 
perversion, is in many aspects reminiscent of 
what thinkers such as Aristotle or Aquinas 
intended: not only an account of what is both 
essential and common to everything that is, 
but also a theology. 
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NICHOLAS LOBKOWICZ 

Metaphysics 
II: Greek Metaphysics 
There is a tradition of metaphysical thinking, 
running from Parmenides (fl. 5th cent. ec) to 
Plotinus (c. 205-70) and beyond, according 
to which, at the highest level, the thinkable 
and the real are identical, thinking and being 
both exhibiting to the highest degree the 
qualities of unity and stability. We shall here 
look at four of the major contributors to this 
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tradition: Parmenides, Plato, Aristotle, and 
Plotinus. 

Pannenides. Parmenides stands apart from 
his cosmologist predecessors in three import­
ant ways: 

1. Whereas their method had been to 
advance quasi-scientific hypotheses, 
Parmenides proposed a method of 
deducing philosophical theses from a 
priori principles. 

2. Whereas they had speculated about 
the material constitution of reality, he 
sought to articulate the formal features 
of being. 

3. His speculations were second order, not 
simply thought about reality, but also 
thought about thought about reality. 
Parmenides was attempting to map out 
- perhaps to blaze - a rigorous philo­
sophical trail along which enquiry about 
the real might be pursued. 

Among Parmenides's predecessors as a 
metaphysician, two names stand out. 
Pythagoras and his followers saw ordinary 
things as approximations to a mathematically 
determined basic reality. Heraclitus con­
trasted the contradictory flux of appearances 
with a hidden stable order. Yet, the Pythag­
oreans and Heraclitus, just as much as the 
early cosmologists, lacked Parmenides' 
rationalism and formalism, and they were not 
second-order thinkers. It was in Pannenides 
that the metaphysical tradition achieved its 
first full flowering. 

One of the a priori principles upon which 
Parmenides based his metaphysics was the 
principle of non-contradiction: "For never 
will this be proved, that things that are not 
are". At the same time, Parmenides recog­
nized that the thought of those whom he calls 
'ordinary mortals' included many contra­
dictions. He characterized these ordinary 
mortals: 

By whom being and not-being have been thought 
both the same 
And not the same 

as 'two-headed' and 'uncritical'. He dis­
missed much of their language as 'mere 
names', thus making it clear that his point of 
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view rejected ordinary standards of thought. 
The principle of non-contradiction ex­

presses a thought about thinking as well as a 
thought about being. The kind of thinking 
which it governs is the kind of thinking in 
which things are 'proved'. It says that there 
are no contradictions either in reality or in the 
kind of thinking where proof is found. A 
further correspondence between being and 
thinking was postulated by Parmenides when 
he laid down what we may call Parmenides's 
principle: "The same thing is both for think­
ing and for being". It is no objection to 
Parmenides's principle to say, as the Sophist 
Gorgias (c. 485-380 sc) did, that non-beings 
such as the Chimera are thinkable. For, it is 
clear that the thinkable, in Parmenides's 
sense, does not include much of what ordin­
ary mortals claim to think. Parmenides's 
principle was stated in a context where the 
thought and language of ordinary mortals are 
opposed to fate. Parmenides says, about 
what is, that: 

Fate fettered it to be entire and immovable. 
Wherefore all these are mere names which mortals 
laid down believing them to be true - coming into 
being and perishing, being and not being, change 
of place and variation of bright colour. 

It is clear that the opinions of mortals, as 
outlined by Parmenides, conflict with his 
principle, just as they conflict with the prin­
ciple of non-contradiction. "There is no 
truth", he wrote, in those ordinary opinions. 

The thinking referred to in Parmenides's 
principle is of a kind that did not exist before 
him, a kind of thought in which enquiry after 
truth is pursued, a kind of thought whose 
language he was trying to forge. What his 
principle says is that in that kind of thought 
there are truths, and that all such truths are of 
what is. 

Parmenides's principle excludes two things 
- thoughts which are not of a being, and 
beings of which nothing can be thought. The 
latter exclusion marks an anti-mystical streak 
in Parmenides which should be noted by 
those who see in him a great mystical 
theologian. 

Parmenides expressed the central thesis of 
his metaphysics in the single Greek word 
fot(v: it is. This thesis is established by an 
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eliminative argument. There are, thinks 
Parmenides, only two possible ways along 
which enquiry could be pursued: 

one, both that it is and that it is not for not being, 
is the path of Persuasion (for truth accompanies it) 
the other, both that it is not and that it is necessary 
for it not to be 
- that, I tell you, is a track beyond all tidings. 
For neither would you recognize that which is not 
(for it is not accomplishable), 
nor mention it. 

The true way can be interpreted as saying that 
there is no non-being. This is not a trivial 
claim. In languages where there are two sets 
of quantifiers, one of the particular (existen­
tial) quantifiers might be tied to beings and 
the other not. In such ontologies it will be 
true that there is a non-being. 

Parmenides 's argument can be seen as rest­
ing on Parmenides's principle. If not every­
thing is, then something is such that it is not. 
Hence (taking 'it is not' to be a thought of it) it 
is. Thus Parmenides's principle implies that 
everything is: being is pervasive. 

According to Parmenides, being is not only 
pervasive but also necessary. He identifies 
what is with what must be, and what is not 
with what cannot be: what can be is, and what 
is not cannot be. 

This necessity of being (i.e. the proposition 
that every possible being is a being) is implied 
by Parmenides's principle (that every subject 
of thought is a being), along with the pro­
position (which Parmenides also accepted) 
that every possible being is a subject of 
thought. Alternatively one can derive the two 
halves of Parmenides's principle from the 
necessity of being, along with other Parmeni­
dean theses. The interderivability of these 
theses may have been what Parmenides 
meant when he wrote: 

It is indifferent to me 
whence I begin; for I shall come back there 
again. 

In fact, Parmenides asserted the coextensive­
ness of the three classes: possible beings, 
beings, and subjects of true predications. 

Parmenidean metaphysics will not tolerate 
anything whose thought implies the being of 
what in any way is not. Thus, past and future 
are not possible objects of enquiry; neither is 
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coming-into-being or passing away. or any 
change. Thought of these things is thought of 
nothing, and thus. strictly speaking. no 
thought at all. The names are among the 
mere names which mortals have laid down 
believing them to be true. 

Plato. Plato's attitude to Parmenides was 
ambivalent. Though he paid him the compli­
ment of making him the principal character in 
one dialogue (the Parmenides). in that and 
an adjacent one he subjected many of 
Parmenides's ideas to a searching examina­
tion. In particular, the contrapositive of Par­
menides's principle is stated at Sophist 238c: 

STRANGER: One cannol legitimately utter the 
words. or speak or think of that which just simply is 
not: it is unthinkable. not to be spoken of or 
uttered or expressed. 

In this form. the principle is taken to under­
mine itself, since it itself is a thought about 
what is not. 

Plato himself states a version of Parmeni­
des·s principle which is not open to the charge 
of self-refutation. This is the principle that 
what is can be attributed only to beings: If a is 
b, and b is, then a is (Sophist 238a). Plato's 
version of the principle is weaker than that of 
Parmenides. It does not imply the pervasive­
ness of being. Consistently with it. one can 
suppose that something is not. Let that thing 
be a. Then ·a is a' does not of itself imply ·a is' 
by Plato's principle. 

Plato's own weaker statement of Parmeni­
des's principle is assumed by him as a true 
premiss with which to combat Parmenides's 
statement of the principle of non-contradic­
tion. The argument is that, since number is, it 
cannot be attributed to what is not (Sophist 
238a-b). The point is that in Parmenides's 
statement of the principle of non-contradic­
tion. 'things that are not' are spoken of in the 
plural. thus attributing number to what is not. 

Plato stated the principle of non-contradic­
tion in this form: 

SOCRATES: The same thing clearly cannot act or be 
acted upon in the same part or in relation to the 
same thing at the same time. in contrary ways 
(Republic IV. -136b). 

Apparent counterexamples are explained 
away along the lines of the man who is 
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moving and not moving because one part of 
him moves and another docs not. The tactic 
proposed is to save the principle by finding 
two different subjects to which the in­
compatible predicates can be ascribed. 

Elsewhere. and perhaps under the influ­
ence of Heraclitus. Plato seems to have 
challenged the principle of non-contradiction 
and to have used its supposed lack of univer­
sal validity as an argument for the existence 
of a realm of being which is not subject to the 
principle. Republic VII seems to suggest that 
the world of sensible appearances is a world 
where contradictions abound. The sense 
"intimates to the soul that the same thing is 
felt to be both hard and soft" (524a). Accord­
ing to the 'intimations of the senses·. the hard 
is soft. the one many. and so on. These 
contradictions are perplexing. and 'draw the 
soul towards being' (523a): 

SOCRATES: When there is some contradiction al­
ways present. and one is the reverse of one and 
involves the conception of plurality. then thought 
begins to be aroused within us, and the soul 
perplexed and wanting to arrive at a decision asks 
'What is absolute unity'!' This is the way in which 
the study of the one has a power of drawing and 
converting the mind to the contemplation of true 
being (524e-525a). 

It is the existence of contradictions in the 
world of becoming that "turns the soul 
around" (521c), enabling it to "rise out of the 
sea of change and lay hold of true being" 
(525b). Thus, beings in the highest sense 
obey the principle of non-contradiction; and 
even though sensible beings may not be 
subject to it, that very fact is what leads the 
mind away from the contradictory world of 
sensible particulars to the postulation of 
intelligible beings that are free of contra­
diction. The intellect could not be satisfied by 
a kind of thinking in which contradictions 
occur. but must advance beyond contra­
dictions to a kind of thinking (Plato calls it 
knowledge) which is freed of contradictions. 
Knowledge. for Plato, is a dynamic concept: 
it is to be atwined. It and its objects are 
objects of desire. 

This doctrine undergoes a development in 
some of the late dialogues where Plato points 
out that it is not only sensible particulars but 
also the Forms themselves that are subject to 
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contrary predications. In the Sophist, intelli­
gible beings are shown to be just as much 
subject to contrary predications as are sens­
ible particulars. For instance, being itself, 
just as much as any sensible particular, is both 
the same and different (255d). Again, when 
in the Parmenides Socrates says he would be 
amazed if one of the Forms turned out to be 
subject to contrary predicates (129c), 
Parmenides shows that precisely this is the 
case. The One turns out to be both one and 
many. Maybe such examples can be ex­
plained away as not genuinely conflicting 
with the principle of non-contradiction: the 
One is one and many in relation to different 
things. Even so, they do conflict with the 
assumption defended in the Republic that 
intelligible beings differ from sensible par­
ticulars by not being subject to contrary 
predicates. 

In the Sophist, Parmenides's statement of 
the principle of non-contradiction is sub­
jected to "a mild degree of torture" (237b ). 
The attack on Parmenides is made vivid by 
the Eleatic Stranger's description of himself 
as "a sort of parricide" (241d) against Father 
Parmenides. Plato represents Theaetetus as 
happily using the name "what is not" (258b), 
even though he had earlier agreed with the 
Eleatic Stranger's absolute prohibition on 
mentioning or even contemplating what is 
not. In this new sense, what is not is said by 
the Stranger to be (258b-c), and Theaetetus 
agrees. What is not is said to be because 
change both is and is not. Change is, because 
it is something (for instance, itself); and 
change is not, because it is not something (for 
instance, it is not being). 

STRANGER: There is much that each Form is, but an 
infinite number of things that it is not (256e). 

But not-to-be, in this sense, is not the same as 
not to-be. Accordingly, though Plato makes 
out that he is disagreeing with Parmenides's 
statement of the principle of non-contradic­
tion, he is not in fact doing so. Being is not 
incompatible with not-being: indeed, if there 
are at least two beings, then every being is 
also a not-being, and vice versa (258e). 

Plato's motive for constructing this new 
sense ofnot-being has to do, not so much with 
the principle of non-contradiction, as with 
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the problem of false statements. The problem 
of false statements is that, according to Greek 
usage, to say what is false is to say what is not. 
And to say what is not is the same as not 
saying anything, i.e. not speaking. So it 
seems that to say what is false is the same as 
not to speak. Plato's suggestion is that this 
problem can be solved by using his new 
concept of not-being. The idea is that 
Theaetetus for example is a not-being 
because Theaetetus is not flying. In other 
words, what makes it false to say 'Theaetetus 
flies', namely Theaetetus's not flying, is in­
deed a kind of non-being, namely Platonic 
not-being. But, precisely because not-being 
is construed analogously to the way being is 
construed, it is clear that one was wrong to 
suppose that saying what is false is not saying 
anything. In fact it is to say that something 
partakes of not-being, just as we might say 
that something partakes of being. 

Though entirely in agreement with the 
fundamental idea that what is most real is 
most intelligible, Plato's metaphysics intro­
duces two distinct innovations to the 
Parmenidean system: Plato abandons 
Parmenides 's thesis of the homogeneity of 
being in favour of an ontology which com­
prises two classes of beings; and he intro­
duces for the first time abstract beings into 
metaphysics. 

The two classes of beings in Plato stand in 
an ordered relation to one another. Let us 
call beings in the primary class beings*. 
Derivative kinds of beings then stand to 
beings* in some relation, such that for them 
to be is for them to be thus related to a 
being*. Let us call such a relation a relation of 
ontological dependence, and designate the 
class of such relations by the letter R. 

Plato's belief in abstract beings (the 
Forms) arises from his belief that correspond­
ing to each member 'a' of some class N of 
names, there is a name 'a*', such that all the 
things that are a are so by virtue of standing in 
a relation µ to what is a*. What is ordinarily 
called beautiful is so only by standing in the 
relation µ to what-is-beautiful*. The latter 
(the Form of the beautiful) is what is beau­
tiful in the highest and purest sense. It is what 
is really beautiful. 

What-is stands in a relation R of depend-
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ence to what-is*. But what-is also stands in 
relation µ to what-is*. Thus for Plato µ is a 
member of the class R of relations of onto­
logical dependence. Not only is the Form of 
the beautiful really beautiful; it really is. 

Plato will not be forced into an unam­
biguous statement about the identity ofµ. In 
one dialogue (the Phaedo) he tries 'approx­
imates' (74d), 'imitates' (74e), 'strives after' 
(75a), and 'desires to be like' (75b) as names 
for the relation. Nor is he perfectly clear 
about the membership of N. Among its 
members are 'good', 'courageous', 'one', 
'being', and 'not-being'. At Parmenides 
130d, Socrates is definite in his rejection of 
Forms for mud, hair, and dirt, on the grounds 
that these are 'trivial and undignified' things. 
But he is unsure whether there are Forms for 
substances such as Man, water, and fire. 

The three salient features of Plato's theory 
of Forms are: 

(1) that sensible particulars are named 
eponymously after the Forms, 

(2) that Forms are individuals, 

and 

(3) that Forms are separate from sensible 
particulars. 

Ad (1) Things are named after the forms: 

PHAEDO: It was agreed that each of the forms was 
something, and that the other things, partaking in 
them, took the name of the forms themselves 
(Plraedo 102b). 

This is not just a matter of the same name 
applying to what is beautiful and what is 
beautiful•. What is beautiful is so by virtue of 
standing in the relation µ to the beautiful•. 

Ad (2) Each Form a• is an individual, 
albeit an intelligible rather than a sensible 
individual. For instance, in the Third Man 
argument, a Form is taken as one thing 
alongside the particulars that participate in it: 

PARMENIDES: But now take largeness itself and the 
other things which are large. Suppose you look at 
all these in the same way in your mind's eye, will 
not yet another unity make its appearance - a 
largeness by virtue of which they all appear large? 
SOCRATES: So it would seem (Parmenides 132a-b). 

METAPHYSICS II: GREEK METAPHYSICS 

Parmenides's supposition, of course, leads to 
trouble; but Plato did not think that this was 
because what-is-large• was taken to be an 
individual. 

Ad (3) That which is a•, if there is such a 
being, exists "itself by itself' (crut6 xait' 
aiJt6: 128e-129a) and 'separately' (choris: 
130b). It does not exist in the things that are 
a, but separately from them. This implies that 
for it to exist it need not have instances. Con­
sequently, there is no reason why it should 
not exist eternally. 

Aristotle. Aristotle stated the principle of 
non-contradiction thus: 

For the same thing to belong and not to belong to 
the same thing and in the same respect is im­
possible (given any further specifications which 
might be added against the dialectical difficulties) 
(Met. 1005bl9-20). 

He here borrows the language of 'belonging' 
and 'not belonging' from his syllogistic, in an 
attempt to give this principle a rigorous 
formal statement. At the same time, his 
concern to deflect all possible objections 
results in a certain loss of precision. 

The firmest of all principles, Aristotle 
believed, would be one regarding which error 
was impossible: 

for such a principle must be both the best known 
(for all men may be mistaken about things which 
they do not know), and non-hypothetical. For a 
principle which everyone must have who under­
stands anything that is, is not a hypothesis; and that 
which every one must know who knows anything, 
he must already have when he comes to a special 
study (Met. 1005bl3--17). 

That the principle of non-contradiction has 
this status (and thus that contradictions are 
literally unthinkable) Aristotle showed as 
follows: 

if it is not possible for contraries to belong to the 
same thing simultaneously . . . and the opinion 
contrary to an opinion is that of the contradictory, 
then obviously it is impossible for the same person 
to believe simultaneously that the same thing is and 
is not (Met. 1005b26--30). 

Aristotle did not think that, by arguing that 
the principle of non-contradiction has this 
status, he had demonstrated its truth. On the 
contrary, he knew that its truth had been 
assumed in that argument. Not everything, 
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he said, can be demonstrated; and if there are 
indemonstrables, this principle is among 
them (Met. 1006a10-ll). 

However, Aristotle thought that anyone 
who says anything at all must "signify some­
thing" (1006a20), and anyone who signifies 
something is committed to the principle: 

It is therefore necessary if it is true of anything to 
say that it is a man. that it be a biped animal (for 
that was what 'man· signified); and if that is 
necessary it is not possible that the same thing 
should not be, at the same time, a biped animal ... 
Therefore it is not possible that it should be 
simultaneously true to say that the same thing is a 
man and is not a man (Met. 1006b2S-34). 

In his logical writings, Aristotle adopted a 
restricted version of Parmenides's principle. 
He does not claim that every predication 
implies that its subject is a being. This implica­
tion is said to hold only in those cases where 
what he calls a 'verb' is predicated, it being 
part of the definition of a verb that it lacks 
complexity (De Ill/. 16b5). 

It was part of his position that Parmenides's 
principle does not hold for any denial. For no 
denial predicates a verb of a subject. At 
16bll-15 he explains that denials apply both 
to what is and to what is not. But it was not 
part of his position that the principle holds for 
all affirmations. In the Topics (121a22-4) 
Aristotle asserts that what is not is thinkable 
(1\o!;cxcn:6v), but, true to the principle of non­
contradiction, he denies that what is not is. 

Some affirmations ('he is dead') are being­
excluding, and some ('it is thinkable') are 
being-independent. The general rule is that, 
to tell what being-commitments are carried 
by a predication, one has to consider the 
predication's sense and not just its form. 
Aristotle could consistently maintain that the 
principle holds for verbs because he did not 
count 'is a non-being' or 'is thinkable' as 
verbs. 

The position put forward in the logical 
works appears to have undergone a develop­
ment in Metaphysics 1003a5-10, where 
Aristotle seems to allow that any thought 
whose subject is a implies that a is in some 
sense a being. On this doctrine, 'a is b' always 
implies 'a is'; but the sense of the latter may 
vary with that of the former. Even 'What is 
not is what is not' implies ·What is not is', 
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though the final 'is' here does not have the 
same sense as in 'Socrates is'. Thus, com­
patible with this new doctrine, a sense can 
still be found in which 'What is not is what is 
not' does 1101 imply 'What is not is'. 

Aristotle's logical system requires that 
both universal and particular affirmations 
have existential import, in the sense that the 
propositions 'Every a is a b' and 'Some a is a 
b' both equally imply that there area's. This 
requirement obtains no matier what terms 
are substituted for 'a' and 'b', since Aristotle's 
logic is a formal one. But in his ontology, 
whether a proposition implies the being of its 
subject depends on what its terms are. It is 
not simply a matter of the proposition's 
logical form. Thus, from a logical point of 
view, the proposition 'All non-beings are 
non-beings· implies that there are non­
beings. But ontologically the proposition 
does not imply that non-beings are ( except in 
the sense given in Met. 1003a5-10). 

This apparent conflict between logical and 
metaphysical theory shows up at Physics 
221b23--25, where Aristotle seems happy to 
name what is not. The context makes it clear 
that this name applies inter alia to what is not 
the case: 

It is manifest, therefore, that not everything that is 
not will be in time either; for example, all the things 
that cannot be otherwise (than not being), like the 
diagonal's being commensurate with the side. 

The conflict can be resolved by supposing 
Aristotle to have rejected the thesis of the 
pervasiveness of being. Some things, for 
instance the goat-stag, are not beings. And 
what the so-called existential import of 
categorical affirmations amounts to is that 
such propositions imply that something is a 
member of the subject class, but not that that 
something is a being. Consequently, the 
quantification that is appropriate to Aris­
totle's logic is substitutional not objectual. 

In addition to rejecting the pervasiveness 
of being, Aristotle rejected its necessity, on 
the ground that many ordinary predicates 
turn out on analysis to involve the ascription 
of unactualized potentialities to things: 

For it is clear that on this view a man will not be a 
builder unless he is building ( for to be a builder is to 
be able to build), and so with the other arts ... 
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And similarly with regard to lifeless things; nothing 
will be either cold or hot or sweet or perceptible 
at all if people arc not perceiving it ... indeed, 
nothing will even have perception if it is not 
perceiving, i.e. exercising its perception. If, then, 
that is blind which has not sight though it would 
naturally have it. when it would naturally have it 
and when it still exists, then the same people will be 
blind many times in the day - and deaf too (Met. 
1046b33-1047a!O). 

Beings, according to Aristotle, do not form 
a genus (Met. 998b22-7). His ontology is 
heterogeneous in three distinct ways, only 
one of which is found in Plato; but the struc­
ture whereby derivative beings are derived 
from primary beings is the same as in Plato. 

1. Per accidens beings are derivative on 
per se beings. Among per accidens 
beings, Aristotle distinguished par­
onyms and compounds. Paronyms, 
such as the brave, are beings, because 
they stand in relation µ to some per se 
being, in this case bravery ( Cat. la12-
15). Compounds, such as pale musi­
cians or pale men, have at least one of 
their components related by µ to a per 
se being (in these cases to pallor) (Met. 
1017a7-30). Per se beings are beings 
which are not, and do not have a 
component which is, related by µ to 
anything. 

2. Individuals are prior to universals. 
There are universal beings, but only 
because there are individuals corres­
ponding to them. Aristotle says that a 
universal is said of its corresponding 
individuals: thus, the universal horse 
is, but only because it is said of some 
individual horse (Cat. 2b5-6). 

Individuals are those per se beings 
that are not said of anything ( Cat. 1 b6-
7): individuals are the limits of chains of 
said of relations. For Aristotle the 'said 
of relation is a member of the class of 
relations R of ontological dependence. 
On this point his position is at odds not 
only with Plato's, but with the whole 
metaphysical tradition according to 
which what is most real is the same as 
what is most intelligible: for Aristotle 
did not believe that individuals are 
more intelligible than universals. 
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3. Per se beings divide into substances and 
accidents. Accidents do, and substances 
do not, have something standing to 
them in relation µ. Substances are prior 
to accidents. Accidents are, but only 
because they are present in substances. 
Thus, bravery is, but only because it is 
present in men. 

Substances are those per se beings 
which are not present in anything, and 
thus stand at the end of chains of present 
in relations (Cat. 3a7). 

According to the Categories, the beings• 
are individual substances: 

A s11bsta11ce- that which is called a substance most 
strictly, primarily, and most of all - is that which is 
neither said of a subject nor in a subject. e.g. the 
individual man or the individual horse (Cat. 2a11-
14). 

The class R according to Aristotle includes 
in addition to µ the said of and present i,, 
relations. 

For Aristotle, as for Plato, there is a class N 
of names corresponding to whose members 
there are abstract beings. Aristotle is relat­
ively clear about the membership of N. It 
includes the names of paronyms (Cat. lal2-
15), i.e. concrete names semantically derived 
from the names of universal accidents, as 
'brave' is derived from 'bravery': to be brave 
means to possess bravery. N excludes names 
of substances, negated names, and the name 
'being'; and in all these ways, Aristotle differs 
from Plato regarding the membership of N. 

In the Categories and the other logical 
works, N also excludes singular names and 
abstract names. There are in those works no 
abstract names such as 'Socrates-ness', or 
'whiteness-ness', from which singular con­
crete names, or abstract names such as 
'whiteness', might be semantically derived. 

In Aristotle's later works his ontology 
underwent two major changes. It came to 
include further classes of beings besides those 
which are recognized in the Categories; and it 
came to regard the beings• as something 
other than concrete individuals. In contrast 
to the Categories, the Metaphysics does con­
tain second-order abstract names, as well as 
abstract names from which names of sub-
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stances are semantically derivative. There 
Aristotle writes about essences, i.e. abstract 
beings such as being-a-man or being-white or 
even being-Socrates (Met. 1032a8). 

Aristotle's treatment of abstract being in 
the Metaphysics compares as follows with 
Plato's: 

1. Aristotle agrees with Plato that if there 
is a name 'a*' of an abstract being, then 
whatever is a is so by virtue of being 
related by the relation µ to a•. A man is 
a man because he embodies the essence 
being-a-man; moreover, Aristotle thinks 
that it is a man's embodying this essence 
which renders him intelligible (Met. 
26). In this way he returns to something 
very like the Platonic theory that it was 
a thing's relation to the Forms that 
made it intelligible. 

2. Plainly if Plato's theory of Forms 
names for Forms are singular abstract 
names. This point was appreciated by 
Aristotle, who noted that the premisses 
'Animal is two-footed' and 'Animal is 
many-footed' will commit us to the 
impossible conclusion 'What is two­
footed is many-footed' if we take the 
Form Animal to be a 'this' (Met. 
1039b2-4), i.e. if we take names for 
Forms to be singular names. Aristotle 
repeatedly accuses Plato of making 
the Forms individuals, and obviously 
thought Plato had made a serious 
error in this matter. His position in 
the Metaphysics, in contrast to the 
earlier theory of the Categories, is that 
not all names of the form 'a*' are 
singular. 

All the same, some abstract names 
must be singular, given that in Meta­
physics Z names of essences such as 
'being a man' either are singular names 
or have singular names, such as 'being 
this man', falling under them. 

3. Abstract beings do not, according to 
Aristotle, exist separately from con­
crete beings but in them. Walking 
exists, not (as Plato had thought) separ­
ately from walkers, but in them (Met. 
1028a20-5). 

According to Metaphysics Z6, the 
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beings*) are not concrete individuals 
themselves but their essences. Thus 
Aristotle returned to the orthodox 
identification of what is most intelligible 
with what is most real. He came 
to regard individual substances as 
posterior to essences because he came 
to think of them as compounded from 
matter and form/essence (Met. 
1033a31-b5). Moreover, he came to 
think of matter as potentiality and 
form as actuality (Met. 1071a7-11). 
Most eminent among beings•, accord­
ing to this regained orthodoxy, is an 
eternal unchanging Intellect which is 
pure actuality - thought thinking itself 
(Met. 11.7). 

Plotinus. Elements of Parmenideanism, 
Platonism, and Aristotelianism were brought 
together in a unique synthesis by Plotinus. 
Plotinus's sole being• was the One. All other 
beings stand to it in the relation of emanation. 
This relation he compared to the radiation of 
light or heat, and to the diffusion of perfumes 
(Enn. V .1.6). The procession of beings starts 
with being or intellect ( derived from Met. II., 
but also incorporating the Platonic Forms). It 
goes on to Soul, passing through all possible 
grades of being, and ending with matter 
(V.1.10). All beings finally revert to the 
One. 

The philosophy of Parmenides is here 
given a mystical turn. Plotinus wrote about 
the access intellect has to the One as some­
thing which excludes all predication. The 
latter, he says, is: 

truly ineffable: for whatever you say about it, you 
will always be speaking of a 'something'. But 
'beyond all things and beyond the supreme majesty 
of the Intellect' is the only one of all the ways of 
speaking of it which is true; it is not its name, but 
says that it is not one of all things and 'has no 
name', because we can truly say nothing of it: we 
can only try, as far as possible, to make signs to 
ourselves about it (V.3.13). 

Such a mysticism remains compatible with 
a version of Parmenides 's principle according 
to which every subject of affirmations has 
being. The One is but does not have being 
(Enn. VI.7.38.1-9). It is a subject of denials 
but not of affirmations: 
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we have it in such a way that we speak about it, but 
do not speak it. For we say what it is not, but we do 
not say what it is (V.3.14.5-7). 

Plotinus did not accept the pervasiveness 
of being. The One and matter are, in dif­
ferent ways, not beings. The One, like Plato's 
Form of the Good (Rep. VI, 509b), is 
'beyond being·. It is formless, not in the sense 
that it needs form (as matter does), but in the 
sense that it is the source of all form (VI. 7.9-
10). 
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Metaphysics 
III: Metaphysics of Analytic 
Philosophy 

PAUL THOM 

G. E. Moore. It is generally agreed that 
analytic philosophy originated in the early 
1900s at Cambridge University, when G. E. 
Moore and Bertrand Russell revolted against 
the prevailing idealism represented by such 
figures as F. H. Bradley and J. M. E. 
McTaggart. According to Russell, Moore 
was the early leader in the revolt. Although 
Moore placed great emphasis on clarity of 
exposition. caution in drawing distinctions, 
and careful detail in argument, his analytic 
procedure was focused not on language but 
on 'concepts and propositions', which words 
and sentences, in his view, stand for or 
express. Moore's conception of his procedure 
disclosed an ontological view that was partly 
Platonistic, for he regarded concepts as non­
subjective, eternal, and immutable objects of 
thought. He did not, however, provide a 
satisfactory account of how these objects 
were analysed. In Principia Ethica (1903) he 

described a non-verbal definition of an object 
of thought (his example was horse) as specify­
ing its 'parts and their arrangement', as if 
concepts are organized wholes structurally 
analogous to their instances. Late in his 
career he expressed uncertainty about the 
nature of analysis. The correct analysis of the 
concept brother, he said, is male sibling. The 
analysis here is properly expressed by an 
identity statement, which identifies the con­
cept brother with the concept male sibling. 
But this claim raises, as he admitted, a 
'paradox of analysis': if the different words 
used to express the analysis express ( or 
represent) the very same concept, they must 
be synonymous, in which case the assertion 
they are used to make conveys no information 
to anyone who understands it; yet if the dif­
ferent words are not synonymous, the analysis 
they express cannot be correct. Moore never 
succeeded in resolving this paradox. 

Although Moore characterized meta­
physics as concerned with "supersensible 
reality" or "things that are real but are not 
part of nature" (Principia Ethica, pp. ll0f.), 
much of his thinking was concerned witt 
another subject that would be considered a 
part of metaphysics today: the ontological 
structure of the natural world. Moore 
claimed that he knew that common-sense 
objects (tables and chairs, trees and moun­
tains) existed, but he was uncertain about the 
'analysis' of this knowledge. Looking at his 
hand, he was aware of a sense datum, a 
pinkish patch of colour, but he was uncertain 
whether the patch was actually part of the 
surface of his hand, something representing 
that surface, or something that, along with 
other actual and possible sense data, in some 
way constituted the hand. The 'analysis' of 
this knowledge amounted to the analysis of 
the concept physical object, a task that Moore 
was never confident that he carried out satis­
factorily. 

Russell. Russell's form of analysis was ini­
tially close to Moore's, though it was 
generally less informal and not restricted to 
common-sense concerns. One fairly constant 
principle in his philosophy was that of 
·acquaintance': any proposition that we can 
understand must consist of (or, later, must 
be analysable into expressions referring to 
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nothing other than) entities with which we 
are acquainted. From an ontological point of 
view, we are acquainted with just two sorts of 
entity, particulars and universals. Early in his 
career Russell's universals were the same as 
Moore's concepts: one and the same univer­
sal ( e.g. redness) could be ( or be exemplified) 
at different places at the same time. The 
particulars he said he was acquainted with 
were (on the whole) momentary objects of 
sense, which he called 'sense data'. Like 
Moore, Russell spoke of other sorts of par­
ticulars, sometimes saying that they are 
known 'by description'. But to avoid 'meta­
physical entities' - that is, objects of a 
'supersensible reality', as Moore described 
them - he later espoused the maxim, "When­
ever possible, logical constructions are to be 
substituted for inferred entities" (Mysticism 
and Logic, 1918, p. 155). 

Russell's conception of a logical construc­
tion was facilitated by the development of his 
theory of descriptions, which F. P. Ramsey 
called 'a paradigm of philosophy'. This 
theory was concerned with the import of 
descriptive phrases such as 'the present king 
of France'. These phrases are problematic 
because they may lack a referent and yet 
appear in meaningful sentences that are true 
or false. Russell argued that these phrases are 
really 'incomplete symbols' that have mean­
ing only in the context of a sentence. If 'B' is 
a predicate joined to a definite description 
'(,x)(Fx),' the resulting sentence 'B(1x)(Fx)' 
is 'contextually definable' as meaning 
'(3x)((\fy)(Fy = x = y) & Bx)'. Since the 
formula ',8(1x)(Fx)' may usually be inter­
preted as a simple denial of the inner formula 
'Bx', Russell's treatment of definite de­
scriptions has the consequence that a sen­
tence containing a definite description not 
satisfied by any existing thing may yet be 
true. The mere use of a definite description 
in a sentence cannot commit us, therefore, 
to the existence of an object or thing satisfy­
ing that description. This is the basis for 
Russell's maxim concerning logical construc­
tions. His idea was that when we are not 
acquainted with the supposed referents of 
various terms in ostensibly true propositions, 
we are well advised to interpret those terms 
as incomplete symbols. Things whose exist-

ence as irreducible objects would be very 
difficult to ascertain are those supposedly 
referred to by such terms as 'the mind of 
Jones', 'the table in the next room', 'space', 
'time', 'the class of animals', 'the number 
two', and 'the square root of minus 2'. Russell 
argued that they should all be viewed as 
incomplete symbols. 

Russell's initial work as a metaphysician 
(roughly from 1900 to 1910) was concerned 
with mathematics. His most important results 
were achieved in conjunction with his teacher, 
A. N. Whitehead, in the monumental Prin­
cipia Mathematica (3 vols., 1910-13). In this 
work the authors offered a detailed reduction 
of mathematics to logic. The reduction con­
sisted in treating mathematical objects (e.g., 
numbers of various sorts) as logical construc­
tions, and in showing that truths about them 
are ultimately inferable from ostensibly 
logical axioms. 

Russell's later metaphysical work (roughly 
from 1910 to about 1926, with sporadic con­
tributions as late as 1948) was mainly con­
cerned with the world of mind and nature. In 
several important books he attempted to 
interpret ordinary physical objects (e.g., 
tables and chairs) as well as time, space, and 
the micro-objects of physics as 'logical con­
structions out of sense data'. An interesting 
feature of this work is that the method he used 
was much less analytical than constructive. 
Russell did not start with some concept - that 
of time, say - and then, by some purely 
analytical process, discover that it is actually 
identical with a certain complex construction. 
Rather, he started with a certain family of 
assumptions ostensibly about time and then 
showed that their truth would be preserved if 
the associated temporal concepts were 
understood as constructions. Rudolf Carnap, 
an admirer of Russell, would later describe 
this procedure as one of 'rationally recon­
structing' a subject matter. 

Frege. A forerunner of Russell who has 
assumed an important place in analytical 
philosophy largely because of his influence 
on Russell and Carnap was the mathemat­
ician, Gottlob Frege. Like Russell, Frege was 
a 'logicist' in mathematics, but his contri­
butions to metaphysics were not limited to 
that subject. His basic ontology was original, 
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consisting of two categories of entity: objects 
and functions. Like Russell's particulars, 
Frege's objects were the referents of singular 
terms, but they were not always concrete 
entities located in space and time. Russell's 
concepts, for Frege, were a special case 
of functions, but they were otherwise very 
different, being peculiarly 'unsaturated' 
(ungesiittigt) entities with objects falling under 
them and having, for various arguments, the 
True and the False as values. The modern 
practice of representing the logical form of 
the sentence 'Socrates is wise' by 'W(s)' 
derives from Frege's interpretation of pre­
dicates. If Socrates is wise, the value of the 
relevant concept for the object Socrates is the 
True - an idea we could represent by the 
equation 'W(s) = T'. 

Wittgenstein. Perhaps the first distinctively 
linguistic analytic philosopher was Ludwig 
Wittgenstein, a student of Russell who was 
also strongly influenced by Frege. The meta­
physical view disclosed in Wittgenstein's 
Tractatus Logico-Philosophicus was devel­
oped hand-in-hand with a theory of language. 
Elementary propositions, he said, are com­
binations of names that represent objects; all 
other propositions are truth-functions of ele­
mentary ones. If an elementary proposition is 
true, it pictures a fact, which consists of 
objects in some kind of combination. The 
world is the totality of these facts; it is not a 
totality of things. Since we can think only by 
means of language, "the limits of our lan­
guage", he said, "are the limits of our world". 
The 'inexpressible' shows itself, he conceded 
by the limits of language; what is thus shown 
is 'the mystical' (das Mystische). When people 
attempt to say something metaphysical, he 
adds, they invariably fail to give meaning to 
certain signs in their propositions. The right 
method in philosophy, he concludes, is to say 
only what can be said, the subject of natural 
science, and to show that metaphysical utter­
ances are meaningless. This conception of 
philosophical method was seized upon by 
members of the Vienna Circle such as Carnap 
and also, later, by writers such as A. J. Ayer 
(1910-88) (known as 'logical positivists'), 
who attracted great notoriety by their claim 
that metaphysical assertions are not false but 
meaningless because unverifiable. 

In his later Philosophical Investigations 
Wittgenstein abandoned the characteristic 
claims of his Tractatus, claiming that actual 
language cannot be supposed to possess the 
precise structure he had previously de­
scribed. Failure to understand the actual use 
of words and sentences was responsible, he 
said, for the illusions of metaphysics, the 
latter subject being, for him, a combination 
of illusion, confusion, and nonsense to which 
philosophers are unwittingly attracted by the 
'bewitchment' of language. The analysis of 
language that he practised in his later period 
was, on the whole, descriptive of actual use in 
concrete or specific circumstances. The result 
was (again, on the whole) a kind of thera­
peutic positivism - one in which a confused 
metaphysical fly is shown the way out of the 
'fly-bottle·. 

P. F. Strawson. Although linguistic ana­
lysts influenced by Wittgenstein's later views 
were usually highly critical (if not contemp­
tuous) of metaphysics, P. F. Strawson was an 
important exception. In his Individuals 
(1959), subtitled "An Essay in Descriptive 
Metaphysics". Strawson distinguished 'de­
scriptive· from 'revisionary' metaphysics, 
claiming that the former, which he practised, 
was concerned with mapping out the 'general 
structure· of language and thereby ascertain­
ing the categorial structure of the world as 
the latter is commonly understood or repres­
ented in language. Strawson did not claim 
that revisionary metaphysics ( the sort prac­
tised by Leibniz, George Berkeley, or 
Russell) is intrinsically objectionable, but he 
thought its usefulness was limited to the light 
it cast on problems of descriptive metaphysics. 
He insisted that progress in the latter re­
quired close attention to the actual use of 
words, but the reasoning by which he reached 
his conclusions in descriptive metaphysics 
was often focused not on the actual use of 
words but on what must be true about the 
world if words can successfully serve their 
intended function. One of his conclusions in 
this regard is that the world must consist of 
basic particulars located in an objective 
space-time framework. Such particulars are, 
he argued, material objects and persons, the 
latter being unitary particulars to which both 
material-object predicates and P-predicates 
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(roughly, mentalistic predicates) are truly 
ascribable. 

Quine, A distinction of great importance to 
the analytic tradition is that between analytic 
and synthetic truth, the former being know­
able 'by analysis'. Although this distinction 
had been in use since the 18th century, drawn 
explicitly by Kant but in effect assumed by 
David Hume, W. V. 0. Quine attacked it in a 
famous 'analytic' paper, "Two Dogmas of 
Empiricism". Quine's attack proved to be 
highly influential and changed the course 
of analytic philosophy. Denying that truths 
could be known by a purely a priori analytic 
strategy, Quine claimed that all beliefs "face 
the tribunal of experience" and do so "as a 
collective whole", any particular belief being 
subject to possible revision, however abstract 
and formal. Since all beliefs face this common 
tribunal, there can be, Quine said, no 'first 
philosophy'; there is just science. Quine did 
allow a reflective, clarifying role for philo­
sophy, however; and he was the leader in 
making ontology (as he understood it) a 
respectable subject in English-speaking 
countries. As he argued in Word and Object, 
a philosopher can clarify scientific claims by 
recasting them in a 'canonical notation' 
featuring the symbolism of modern logic; and 
critical reflection on the sort (or category) of 
entities that must exist if the claims of 'total 
science' are true can provide the basis for a 
scientifically respectable ontology. Entities 
of a category admissible into such an on­
tology must satisfy statable criteria of iden­
tity, a paradigm being the set-theoretical 
principle that set A is identical to set B just 
when A and B have the same members. 
Quine's ontology has always consisted of 
individuals and sets; he regards the latter 
as indispensable for the requirements of 
mathematics and physics. 

Quine was greatly influenced by Russell, 
and his famous criterion of 'ontological 
commitment' was meant, in part, as an 
improvement on Russell's "Principle of 
Acquaintance". Russell thought the latter 
disclosed the ontological implications of ele­
mentary propositions, but Quine insisted that 
ordinary names may, like 'Pegasus', lack 
a referent and that predicates do not have 
referents at all: instead of standing for objects 

(as Russell thought}, predicates are true of 
them. The ontological implications of a state­
ment can be accurately identified, Quine 
claimed, only by the explicitly existential 
statements it implies. In a canonical language 
such statements are existentially quantified, 
of the form '((3x)( ... x ... )', and they are true 
just when the formula bound by the quanti­
fier, '( ... x ... )', is true of or satisfied by some 
'value' of the variable 'x'. Quine thus pro­
posed that a reasonable criterion of onto­
logical commitment is given by the principle 
that one's discourse or theory (something 
identifiable by the assertions one is prepared 
to make) commits one to all entities that must 
be counted as values of one's variables if 
one's discourse or theory is true. His criterion 
has been associated with the often misunder­
stood slogan 'to be is to be the value of a 
variable'. 

Quine's later views on ontology are com­
plicated by his doctrines of translational and 
referential indeterminacy. Although he had 
always complained about the 'obscurity' of 
talk about meaning, he approached the sub­
ject positively in Word and Object (1960), 
asking how a 'field linguist' might reasonably 
construct and justify a 'manual of translation' 
for the verbal behaviour of a group of people 
hitherto unknown to the scientific commun­
ity. The general conclusion he reached was 
that "manuals for translating one language 
into another can be set up in divergent ways, 
all compatible with the totality of speech 
dispositions, yet incompatible with one 
another". Since each such manual is equally 
supported by the evidence, no one of them, 
he added, is any more correct than the others. 
A translation for a particular utterance is 
acceptable, therefore, only in a relative 
sense: it is acceptable or correct in relation to 
a chosen manual, but not otherwise. An 
analogous point holds for reference and 
truth. Since the reference of a term or the 
truth of a sentence depends on its inter­
pretation, our assignments of reference and 
truth are as relative as our interpretations or 
translations. This conception of reference is 
different from the conception implicit in 
his criterion of ontological commitment. 
According to his later view, no theory or 
discourse has, 'absolutely speaking', a 
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particular ontological commitment; in fact, 
"to say what objects someone is talking about 
is to say no more than how we propose to 
translate his terms into ours" (Theories and 
Things, 1981, p. 20). 

Later Developments. Largely as a result of 
Quine's influence, philosophers in the ana­
lytic tradition began to interpret language 
rather than attempt to analyse determinate, 
pre-existing meanings or concepts. Such 
interpretation took the form of assigning 
'truth-conditions' to sentences and con­
structing semantical theories from which the 
desired truth-conditions were inferable. Two 
former students of Quine became par­
ticularly influential in this regard. Donald 
Davidson urged a purely extensional semant­
ics modelled on the structure of Alfred 
Tarski's 'semantic definition' of a truth­
predicate for formalized languages. Saul 
Kripke, on the other hand, having invented a 
widely admired semantics for modal logic, 
excited great interest in the intensional 
notions Quine had viewed with great sus­
picion: possibility, necessity, and the like. 
Reinforced by work in linguistics by N. 
Chomsky and in intensional logic by Carnap, 
R. Montague, and D. Kaplan, many philo­
sophers began to interpret language by refer­
ence to possible worlds, states of affairs, 
abstract propositions, properties, and re­
lations-in-intension. Among philosophers 
taking this latter approach, the doctrine of 
'modal realism' became popular: possible 
worlds and even, sometimes, possible indi­
viduals were declared to be as real as the 
actual world and actual individuals. It was not 
uncommon for modal realists to speak freely 
of individual essences and other 'objects' 
reminiscent of Aristotelian or scholastic on­
tology. R. Chisholm was a particularly in­
fluential advocate of such objects. 

As the interest in intensional logic, modal 
realism, and even neo-Cartesianism spread 
throughout the analytic community, a con­
trasting tradition suspicious of abstracta -
of necessities, possibilities, abstract proposi­
tions, universals (properties and relations), 
and even, sometimes, sets - continued to 
exist and develop. Quine remained in the 
tradition, as did Nelson Goodman, Davidson, 
and Wilfrid Sellars - all of whom did im-

portant, original work of a broadly natural­
istic, even nominalistic sort, and influenced 
others. Two younger members of this tradi­
tion who have taken a sharply contrasting line 
to that of coeval modal realists are H. Putnam 
and B. van Fraassen, whose work has, in sig­
nificant respects, a positivist cast. Putnam has 
repudiated 'metaphysical realism' in favour 
of what he calls 'internal realism', a view 
implying that the world exists only as some­
thing structured by a conceptual scheme and 
that truth consists not in a 'correspondence' 
of proposition and language-independent ob­
jects but in 'idealized rational acceptability'. 
Van Fraassen has repudiated not only modal 
realism but the scientific realism of such 
writers as Sellars and J. J. C. Smart. Accord­
ing to van Fraassen, to accept a scientific 
theory is not to be committed to the actual 
existence of the objects the theory ostensibly 
postulates; it is merely to be committed to the 
'observational adequacy' of the theory. 
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Metaphysics 
IV: Contemporary French 
Metaphysics 

BRUCE AUNE 

Since World War II, the attitude of French 
philosophers towards ontology has been some­
what ambiguous. On the one hand, they have 
tried to overthrow the traditional concerns 
and distinctions of metaphysics; but, on the 
other hand, these attempts have resulted in 
doctrines which seem hardly less metaphysical 
and hardly less indebted to traditional dis­
tinctions than those they tried to undermine. 
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Contemporary French philosophy is the 
product of two sources of influence. The first 
is the tradition of 19th-century French 'ideal­
ism' or 'spiritualism', which taught that being 
is equivalent to being known by the mind, the 
contents of which can be grasped through 
reflexive analysis. As Leon Brunschwicg 
(1869-1944) liked to say, the history ofEgypt 
amounts to the history of Egyptology. The 
second is German philosophy, which came in 
two successive triads: Hegel, Edmund 
Husserl, and Martin Heidegger, followed by 
the so-called 'philosophers of suspicion', Karl 
Marx (1818-83), Friedrich Wilhelm Niet7.sche 
(1844-1900), and Sigmund Freud (1856--
1939). The second tradition has been inter­
preted in the light of the first, and was more 
often the product of an acclimatization to the 
specific climate of French spiritualism rather 
than the product of a real dialogue. 

The French Version of Phenomenology. 
Most French philosophers of the post-war 
period thought that phenomenology could 
open the path to a new form of philosophy, 
free from any commitment to the classical 
problems and solutions of metaphysics. But 
the French version of phenomenology retains 
only a few themes from Husserl's tran­
scendental idealism ( e.g. intentionality and 
phenomenological description), and ignores 
the inspiration of the Logical Investigations. 
In particular the French phenomenologists 
have always put more emphasis on the idea of 
a phenomenology of subjectivity than on the 
Husserlian project of a 'formal ontology'. In 
other words, the Aristotelianism which was 
prevalent in the Franz Brentano-inspired 
phase of phenomenology has been absent 
from the French context, which has always 
been more Cartesian in spirit. The 'pheno­
menological ontology' of Jean-Paul Sartre's 
Being and Nothingness (1942) builds a theory 
of freedom upon the Hegelian categories of 
being 'in-itself and being 'for-me'. Accord­
ing to Sartre, being and not-being are not 
independent logical or ontological cat­
egories; they are relative to, and made pos­
sible by, human consciousness, which con­
stitutes itself by contrast with the world. 
Consciousness is in its essence a 'negative' 
power, which 'creates' nothingness, and this 
power is freedom itself. Sartre describes his 

work as an attempt to escape the alternative 
between realism and idealism; yet his con­
ception can still most properly be described in 
traditional terms as a form of idealism, and it 
has many affinities with the French idealism 
of the 19th century. Whereas the French 
spiritualists, from Felix Ravaisson (1813-
1900) to Henri Bergson (1859-1941), had 
located contingency inside nature or being, 
Sartre sees consciousness or subjectivity as 
the power to produce contingency in the 
realm of being, which is reduced to being-for­
me. 

The 'existential phenomenology' of 
Maurice Merleau-Ponty (1908-61) aimed to 
produce a version of idealism (in the sense of 
the thesis that the world exists only relative to 
consciousness) different from the tradition of 
French Cartesianism. The first step, in The 
Structure of Behaviour (1942), was an ana­
lysis of psychology. Here Merleau-Ponty 
takes the results of Gestalttheorie as refuting 
both behaviourism and the intellectualist 
analysis of psychological contents. He claims 
that behaviour is based upon irreducible 
intentional structures, but unlike the Gestalt 
theorists, he denies that these structures have 
any straightforwardly physical basis. They 
belong both to the physical and to the spiritual 
world. The fact that there is a common basis 
of the mental and the physical provides a 
solution to the mind-body problem. Accord­
ing to Merleau-Ponty, this ontology (largely 
inspired by Kurt Goldstein (1878-1965)) is 
neither monistic nor dualistic. It echoes 
Emile Boutroux's (1845-1921) and Henri 
Bergson's contingentist ontology: from 
physics to psychology there is a hierarchy of 
forms, where the 'superior' ( or intentional, 
or spiritual) structures are not causally deter­
mined by the 'inferior' ( or physical) struc­
tures. The meeting-point between body and 
mind, and between subjectivity and object­
ivity, is the world of perceptual experience. 

Merleau-Ponty's second step, accordingly, 
was an investigation of the structure of per­
ception, considered as the transcendental 
basis of an objective world. The Phenomeno­
logy of Perception in particular consists in an 
analysis of the role of the body in the structur­
ing of spatiality and temporality. Phenom­
enology, according to Merleau-Ponty, is not 
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a search for essences; it is an attempt to 
describe the world of experience (Husserl's 
• Lebenswelt') as the ultimate foundation of 
objective truth. In his later works this ana­
lysis of perception is taken further in an 
account of the embodiment of thought in 
various forms of artistic expression, in par­
ticular in literature and painting. The work of 
art is, like perceptual experience, the mani­
festation of what Merleau-Ponty called "an 
ontology of the sensible world", which was 
for him the ultimate foundation of every 
being. 

'Structuralist' Philosophy. Because of its 
insistence on structures, considered as forms 
intermediate between nature and conscious­
ness, Merleau-Ponty's philosophy can be 
considered as a 'structuralist' philosophy 
before the letter of structuralism. He was, 
however, reluctant to divorce the 'subjective' 
point of view of consciousness from the 
'objective' symbolic structures analysed by 
the 'structuralist' linguists and anthro­
pologists, structures which be interpreted 
rather along the same lines as the Gestalten 
of psychology, as forms created by conscious­
ness. The structuralism of the 1960s, in con­
trast, insisted upon the objectivity and mind­
independence of structures. But such struc­
turalism was not much more than a scientific 
(mostly comparative) methodology in the 
field of the human sciences (mostly in lin­
guistics). That it does not carry any positive 
ontology of its own mattered little for those 
structuralist philosophers who intended 
mostly to criticize through it the premisses of 
phenomenology. and apart from G. Granger, 
no serious attempt was made to analyse the 
notion of form and structure in the human 
sciences. 

Thus Jacques Derrida's criticism of 
Husserlian phenomenology in his Speech and 
Phenome11011 (1967) isolates in Husserl's 
theory of meaning the concept of 'living 
present' as the root of the concept of being of 
the whole metaphysical tradition. But the 
essence of meaning, according to Derrida, 
resides in the use of written signs rather than 
in the use of spoken ones. Only in the former 
can the necessary absence of the referent of a 
sign be revealed. Derrida's reasoning seems 
to be based on the following 'argument': (a) 

the world is a kind of text, or what a text is 
about, (b) every text and writing implies 
the disappearance of its referent or of the 
'presence' which it designates, (c) therefore 
the world itself-as the referent of the 'text'­
disappears. Metaphysics being itself a text 
'about' being and the world, its object dis­
appears as well. 

This radicalization of Heideggerian her­
meneutics leads to a negative ontology, 
devoted to an indefinite 'deconstruction' of 
the so-called 'text' of metaphysics. Being, as 
pure presence, can never be revealed in itself. 
This reasoning seems to be based on the 
structuralist premiss that the study of signs 
does not call for an analysis of their reference, 
but only of their meanings as revealed in the 
'structures' which they exemplify. This re­
quirement, which may be justified in linguist­
ics, is elevated by the structuralist philo­
sophers to the status of an axiom: words do 
not refer to things. And this axiom leads to 
the plain idealist conclusion that our lan­
guage does not bear on any reality at all. Our 
language floats in isolation, unhooked to any 
reference to things. 

As Vincent Descombes (1979) has shown, 
contemporary French philosophy has been 
dominated also by a debate with Hegelianism. 
Here Nietzsche has been the main source of 
inspiration for thinkers such as Gilles 
Deleuze and Michel Foucault (1926--84). 
Nietzsche held that values and forces were 
the ultimate components of being. But a 
value or a force is not an entity that can be 
captured by criteria of identity or of individu­
ation. It only differs from other values or 
forces. It is, therefore, 'pure' difference, not 
a difference which amounts to a negative 
determination of some common standard. 
Life itself is a process of differentiation of the 
living kinds, which is, in the manner of 
Bergson's 'elan vital' free from any previous 
determination. Gilles Deleuze's 'philosophy 
of difference' in his Difference and Repetition 
( 1968) traces out the negative consequences 
of these claims for metaphysics. The latter, 
he argues, can only 'represent' things as being 
such and such. It is therefore incapable of 
thinking 'Difference in itself, which escapes 
any kind of representation. The question 
arises whether this version ofNietzscheanism 
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can be distinct from relativism or nihilism. 
Writers in the phenomenological tradi­

tion, too, have attempted, like the post­
Heideggerian structuralists, to replace meta­
physics by another sort of 'discourse': by 
ethics (Emmanuel Levinas, Totality and 
Infinity, 1961), or by a philosophical her­
meneutics (Paul Ricoeur, On Interpretation, 
1965), or by an analysis of affectivity along 
the lines of Maine de Biran (1766-1824) 
(Michel Henry, The Essence of Manifestation, 
1963). 

The great absence in contemporary French 
ontology is realism. As Etienne Gilson al­
ready remarked in his Being and Essence 
(1948), the existentialists' distrust of onto­
logical realism could hardly lead to any 
ontology at all. Although phenomenology 
was the dominant inspiration, the Husserlian 
project of founding the objectivity of math­
ematical and logical truth on intuition re­
mained ignored (see nevertheless the critical 
assessment of this project in Vuillemin 1960). 
Because of their idealistic biases, very few 
French philosophers believed in the object­
ivity of scientific truth, let alone the object­
ivity of mathematical and logical truths. 
Despite the heritage of the 19th-century 
philosophy of nature, and despite their 
emphasis on the notions of form and struc­
ture, French philosophers have failed to 
renew the idea of a realistic ontology of 
forms. The work of the mathematician Rene 
Thom, who attempts to base in ontological 
categories the spatial and geometrical forms 
discovered in the study of nature, is a possible 
exception to the dominant idealistic line of 
thought in contemporary French philosophy, 
which announces a reversion to a species of 
Aristotelian realism long absent from the 
French tradition. 
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Metaphysics 
V: Probabilistic Metaphysics 

It is uncommon to claim that probability 
should be regarded as a fundamental meta­
physical concept. The traditional focus of 
metaphysics is on the nature of being, the 
nature of substance, the nature of space and 
time, and similar concepts. On the other 
hand, it is evident that from the standpoint 
of contemporary science, the probabilistic 
character of phenomena is nearly as ubiquit­
ous as their spatial or temporal character. 

There are certain general propositions that 
reflect the nature of probabilistic metaphysics. 
These propositions are not all accepted but 
each of them has a serious defence, and a 
close relation to contemporary scientific 
work. Five such propositions are given with 
brief comments on each. 

(1) The fundamental laws of natural phe­
nomena are essentially probabilistic in char­
acter. The defence of this proposition, which 
is far removed from central theses of tradi­
tional metaphysics, is the probabilistic char­
acter of the main fundamental theories of 
matter and energy in the 20th century, 
namely, quantum mechanics and quantum 
field theory. There have been and there will 
continue to be efforts to develop determin­
istic theories of quantum phenomena, but the 
general assessment is that these efforts have 
as yet been unsuccessful. Moreover, the 
fundamental probabilistic element of the 
phenomena will remain with or without the 
subsequent development of such theories. 
Examples would be the transition probabil­
ities for states of the hydrogen atom or the 
radioactive decay of substances such as 
radium. 

(2) Our conception of matter must contain 
an imrinsic probabilistic element. The 
defence of this proposition again rests on the 
fundamental theories of physics just men­
tioned. The contrast with the concepts of 
matter to be found for example in Aristotle or 
Rene Descartes is apparent, although it is 
possible that a revision of Aristotle's ideas of 
matter could accommodate modem views. 

(3) Causality is probabilistic in character. In 
older popular accounts the idea of causality 
being intrinsically probabilistic would cer-
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tainly be unacceptable. The classical dictum 
has been that where there exists a difference 
in effects there must exist a difference in 
causes. But this is just what a probabilistic 
theory does not accept as an essential in­
gredient of a theory of causality. The best 
physical example is radioactive decay of a 
substance such as radium or uranium. Differ­
ences in the decay times of pure atoms of a 
given substance do not indicate a difference 
in causes according to the standard probabil­
istic theory of such decay. 

There is another aspect that is perhaps 
more important. A probabilistic analysis of 
causes is the only possibility for intrinsically 
complex phenomena. It is important to em­
phasize that not all traditional metaphysics 
has been deeply concerned with the ultimate 
nature of being or ultimate causes. Philo­
sophers such as William James and John 
Dewey (1859--1952) have been more con­
cerned with the phenomenology of experi­
ence as the right approach to metaphysics, 
although this is not meant to suggest that they 
were purely phenomenologists. The point is 
that it can be an appropriate part of meta­
physics to be concerned with the complexity 
of phenomena and how a general theory can 
be developed to account for this complexity. 
The theory of probabilistic causality consti­
tutes one such approach. An agnostic stand­
point toward ultimate causes can be taken but 
the need for dealing with causal ideas in a 
probabilistic framework can be seen as the 
only computationally feasible possibility. Of 
course, the idea of computational feasibility 
is itself not at all a classical metaphysical 
conception but one that is very much in order 
as part of current scientific thinking. There is 
an important metaphysical distinction to be 
made between phenomena that are compu­
tationally accessible and those that are not. 
Probabilistic causality is one way of dealing 
with such complexity. 

( 4) Certainty of knowledge is in general 
unachievable. From Descartes to Bertrand 
Russell, a central theme of modern philo­
sophy has been to characterize methods by 
which certainty of knowledge can be estab­
lished. The concept of sense-data has been 
central to the search for certainty in the 
foundations of empirical knowledge. Modern 
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scientific theories of perception have cast 
serious doubts on the possibility of such 
knowledge, because of the impact of past 
experience and present context on 'direct' 
perception of phenomena. In the case of 
scientific knowledge acquired through ex­
perimentation and procedures of measure­
ment, the central role of variability in the 
phenomena and errors in the procedures of 
measurement has made certainty of results 
generally unattainable. Probabilistic analysis 
is the natural methodology in such circum­
stances, supported as it is by such funda­
mental theoretical results as the Heisenberg 
uncertainty principle in quantum mechanics. 

(5) The collection of scie111ific theories is not 
converging to some bounded fixed result that 
will in the limit give 1is complete knowledge of 
the universe. A common philosophical con­
ception of science is that it is an ever closer 
approximation to a set of eternal truths that 
hold always and everywhere. This conception 
of science has ancient antecedents in Plato 
and Aristotle. A good example would be the 
theory of demonstration of scientific proposi­
tions in Aristotle's Posterior Analytics. This 
same conception of science has dominated 
modern philosophy with Descartes and Kant 
as the most prominent exponents. To be 
contrasted with this is the view congenial to 
C. S. Peirce and Dewey among modern 
philosophers. Scientific activity is a kind of 
perpetual problem-solving. The aim of en­
quiry is to settle a particular problem, not to 
provide all truths of a relevant nature. The 
modern theories of complexity already 
alluded to buttress this view. From many 
directions a good argument can be made that 
all the relevant details of many complex 
phenomena are computationally inaccess­
ible. Our knowledge of such phenomena 
must remain incomplete. Probabilistic meta­
physics is designed to deal with such un­
certainty and incompleteness. 

It should be emphasized that such a view of 
scientific theory does not imply that we do not 
increase our knowledge of given phenomena 
as one theory is succeeded by another. The 
vivid image to be held in mind as a way of 
thinking about the unbounded character of 
experience and what is to be discovered 
about it is a sequence of increasing integers. 
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It is not at all necessary that such a sequence 
converge to a fixed finite limit, just as it is not 
given that increasing knowledge of the uni­
verse will converge to a closed view. In fact, 
probabilistic metaphysics is in many respects 
quite congenial with William James's concept 
of the open universe. 

Other Propositions. The five propositions I 
have discussed are not meant to characterize 
in any detailed way probabilistic metaphysics. 
It would be part of the theory itself that no 
simple set of general propositions would give 
an adequate characterization. Apart from 
this general remark, probabilistic meta­
physics is also concerned with the plurality of 
science as well as with the incompleteness of 
it. The evidence is rather good that the indi­
vidual sciences are diverging, rather than 
converging as is often hoped by many specu­
lative scientists. There is no particular reason 
to believe that we shall see in science an 
increasing unification of language, subject 
matter, or method, but rather a continual 
divergence of all three, so that the under­
standability of what is transpiring at the 
frontiers of a given subdiscipline of science 
will be increasingly difficult of comprehen­
sion. Although there are general proposi­
tions of probabilistic metaphysics, the meta­
physical analyses of particular scientific 
disciplines will also be different from each 
other. 

In the same spirit, there is no general 
theory of rationality to guide our enquiries. 
The theory of rationality or of enquiry is also 
pluralistic and to a large extent probabilistic 
in character. Back of this view is a deeper one 
that the aims of enquiry are to a very large 
extent instrumental in character. Such a view 
of science and knowledge has had consider­
able currency in this century but the cognitive 
view of traditional metaphysics has held sway 
for a much longer period of time. Also, 
admittedly. there are difficulties with work­
ing out a purely instrumental view in a 
satisfactory way. One of the functions of a 
proper probabilistic metaphysics is to provide 
a proper place for both the instrumental and 
the cognitive view of enquiry. It is doubtful 
that at any time in the near future we can 
dissolve one into the other. 

Another feature of probabilistic meta-
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physics is that it is intended to be descriptive 
and therefore continually subject to revision 
on the basis of new philosophical and scient­
ific developments. The scientific theories of 
today will surely not be the theories of 
tomorrow. The same should be true of meta­
physics. 
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Metaphysics 
VI: Systematic Metaphysics 

There are two strands of work in philosophy 
that may be designated 'systematic meta­
physics'. The first is exemplified by the work 
of Aristotle and Thomas Aquinas. Such 
philosophers methodically analyse a wide 
range of metaphysical concepts such as sub­
stance, attribute, universal, essence, exist­
ence, identity, cause, etc. The second strand 
is exemplified by the work of Spinoza and 
Leibniz. These philosophers construct 
deductive systems that organize some portion 
of the corpus of metaphysical issues and 
concepts. The present article focuses on this 
second kind of systematic metaphysics. 

Contemporary advances in logic have 
brought new standards of clarity and rigour to 
the attempt to structure metaphysics as a 
deductive system. Philosophers have long 
been inspired by the example set by Euclid 
(fl. 300 ec) in mathematics, and have since 
cherished the idea that metaphysics should be 
organized as the most general, a priori 
deductive science. The advances in logic have 
left us with criteria for evaluating meta­
physical theories that claim to be organized in 
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this way. These criteria reveal, for example, 
that Spinoza's heroic attempt at systematiz­
ation in Tire Ethics is not successful as it 
stands; it is neither clear how most of the 
theorems are to be derived from the axioms 
and definitions, nor clear that the wide range 
of ideas can be defined in terms of a few 
powerful primitive notions. Consequently, 
our understanding of many of Spinoza's 
insights and their interconnections is to a 
large extent impaired, though they may yet 
find a more precise expression. Moreover, 
Leibniz's work on logical calculi was impeded 
by the fact that he conducted his research 
using Aristotelian subject/predicate logic as a 
paradigm. It was not until Gottlob Frege 
developed relation/argument logic and de­
scribed the greater generality and rigour with 
which proofs could be carried out that new 
standards for defining the logical basis for 
deductive systems began to emerge. 

We shall therefore confine our survey of 
systematic metaphysics to work that assim­
ilates the results of contemporary logic. This 
means that we shall look primarily at de­
velopments in the 20th century, and identify 
work that is either explicitly organized as a 
deductive system, or is potentially so organ­
ized. To get some perspective on these de­
velopments, it will serve well to categorize 
the philosophers and their systems according 
to the kinds of entities they take as basic (i.e., 
according to what they utilize as the primitive 
domains of quantification). Four main cat­
egories emerge: 

1. Philosophers who quantify only over 
individuals, rejecting sets, universals 
(i.e., properties and relations), and 
any other kind of abstract entity as 
basic. 

2. Philosophers who, in addition to quan­
tifying over individuals, quantify over 
sets or classes (in most cases, to avoid 
quantifying over universals). 

3. Philosophers who, in addition to 
quantifying over individuals, explicitly 
quantify over universals as well. 

4. Philosophers who, in addition to quan­
tifying over both individuals and univer­
sals, postulate special domains of inten­
tional or abstract objects. 

METAPHYSICS VI: SYSTEMATIC METAPHYSICS 

These four categories are not exclusive; for 
example, some members of category (3) take 
sets as primitive. But these distinctions 
should nevertheless help us to structure the 
following discussion. 

Category I. The philosophers in this cat­
egory are known as nominalists, and though 
the modern programme of nominalism was 
laid out in a paper co-authored by Nelson 
Goodman and W. V. 0. Quine, Stanislaw 
Lesniewski developed nominalistic systems 
much earlier. All three philosophers reacted 
to Russell's paradox by rejecting sets and 
properties (Lesniewski's 'collective classes' 
were mereological individuals subsumed by 
his ontology of individuals). Goodman and 
Quine explicitly renounce all abstract en­
tities, and though the quantifiers of their 
deductive system range only over individuals, 
they acknowledge that there is some latitude 
as to what may count as an individual. The 
basic individuals of a nominalistic system may 
be physical objects, concrete events, 'units' 
of sense experience, or sensory events. 
Actually, a great deal of confusion surrounds 
this liberal attitude. Goodman, in his Tire 
Structure of Appearance (1951), allows any­
thing whatsoever to count as an individual. 
Thus, any system in which universals are 
treated as individuals counts as nominalistic. 
In particular, Goodman's 1951 system, in 
which abstract, repeatable sensory qualities, 
or qua/ia, serve as the basic individuals of the 
system, qualifies as nominalistic (Goodman 
takes qualia to be universals). So Goodman 
essentially redefined nominalism - instead of 
being the metaphysical view that rejects 
abstract entities (and, in particular, classes 
and universals), he appears to take it as 
a view about language, namely, that the 
predicates of a language do not signify any­
thing like classes or universals. 

When conceived as a metaphysical founda­
tion, nominalism faces at least three prob­
lems that have seemed insoluble: 

( 1) For those nominalists who reject 
classes and universals, and refuse to 
assume that there are infinitely many 
objects, the truths of mathematics be­
come puzzling. These truths seem to 
require domains that have an infinite 
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population (such as the domain of 
numbers). Consequently, they are 
faced with the unenviable task of try­
ing to account for mathematical truth 
with a potentially finite stock of 
objects. 

(2) The truth definition for languages in 
which predicates do not signify classes 
or universals remains mysterious. How 
are predicates semantically significant? 
In virtue of what do they apply to 
the objects denoted by the individual 
terms? 

(3) It is unclear that the primitive pre­
dicates of typical nominalist calculi are 
sufficient for analysing the wide range 
of statements that most of us accept. 
Nominalists typically restrict them­
selves to a limited set of predicates that 
apply to the basic individuals of the 
system (for example, Goodman uses 
just two 2-place predicates: 'overlap' 
and 'occurs with'). Consequently, they 
must not only find a way to construct 
individuals not basic to the system, but 
also reduce the predicates of these 
non-basic individuals to the predicates 
of the calculus. However, the indi­
viduals and predicates involved in 
modal and intensional (and intentional) 
statements prove to be particularly 
troublesome. How is the fact that 
Reagan might have had blond hair to 
be analysed in terms of these calculi? It 
is even doubtful whether all true state­
ments about medium-sized physical 
objects can be reduced to such terms. 

In all fairness. however, it should be said that 
Goodman does not regard his 1951 system to 
be a foundational system that organizes all of 
knowledge and reality, but rather as one of 
many systems that organize different parts of 
our experience, all of which are supposed to 
cohere together. 

Category 2. To solve the problems 
sketched above, some philosophers extend 
their metaphysics to include sets or classes. 
Adding (an infinite number of) sets solves 
problems (1) and (2). With an infinity of 
mathematical objects, there is some hope of 
accounting for mathematical truth ( especially 
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if there is a way to reduce all statements in 
classical mathematics to statements about 
sets). With the addition of sets, the truth 
conditions for simple predications may be 
defined - a predicate F applies to an indi­
vidual term x if and only if the object denoted 
by x is a member of the class denoted by F. 
However, another distinguishing feature of 
the philosophers in this category is their 
belief that by adding sets, problem (3), and 
other problems in the philosophy of lan­
guage, may be solved as well. 

The philosophers of category 2. fall into 
three main groups. The first is best exempli­
fied by Rudolf Carnap, in his work Der 
Logische Aufbau der Welt (1928). In addition 
to classes, Carnap takes 'elementary experi­
ences' as basic individuals. These are con­
crete phenomenal events that are momentary 
cross-sections of the full stream of experi­
ence. Carnap doesn't try to analyse these 
experiences into their constituent compon­
ents, but rather organizes them into classes, 
some of which are 'logical (re)constructions' 
of abstract qualities. Carnap sketches briefly 
how more complex objects are to be logically 
constructed, but it is dubious that ordinary 
statements about such objects, much less 
modal and intentional idioms, can be ana­
lysed in these terms. 

Quine and David Lewis are the best repres­
entatives of the second group. They take 
concrete physical objects and sets as their 
basic domains of quantification. Quine's 
work, in his From a Logical Point of View 
(1953), has been extremely influential, de­
spite the fact that he does not take modal and 
intensional idioms seriously (he agrees that 
they cannot be reduced to non-modal and 
non-intentional idioms, but insists that they 
are nothing more than unsystematic talk). 
Lewis tries to deal with modal and intentional 
idioms, and his ideas are somewhat more 
sophisticated, if not as systematic (he does 
not clearly identify his primitive notions or 
first principles). Lewis uses spatio-temporal 
predicates to postulate an infinity of concrete 
alternative realities, which he calls 'possible 
worlds'. These are maximally large physical 
objects of which all other physical objects (in 
that reality) are a part. The physical objects 
of each alternative reality are related to each 
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other by these spatio-temporal predicates, 
but each alternative reality is spatio­
temporally isolated from the others. These 
alternative realities have two important 
roles. The first is to help define properties and 
propositions. A property Pis defined to be a 
(set-theoretic) function which maps each 
world w to a set of individuals at w (intuitive­
ly, those which exemplify Pat w). In a similar 
way, Lewis defines propositions to be func­
tions from worlds to truth values (truth values 
may be regarded as two specially designated 
set-theoretic objects). The second role these 
alternative realities play is to ground the 
modal facts that are true at our world. 
However, since individuals are world-bound 
(i.e., can appear only in one world), the truth 
of these modal facts requires Lewis to appeal 
to a counterpart relation that holds among 
individuals (in different worlds) that bear an 
intimate similarity to each other. For ex­
ample, the reason Reagan might have had 
blond hair is that there is a possible world 
containing a counterpart of Reagan who has 
blond hair at that world. 

This idea is one of two that distinguishes 
Lewis from the third group of category 2. 
philosophers, which includes Robert Stal­
naker, Saul Kripke, Richard Montague, and 
Max Cresswell. These philosophers also re­
construct properties (propositions) in terms 
of set-theoretic functions from worlds to sets 
of individuals (truth values). But not only do 
they take the domain of possible worlds to be 
a primitive domain of quantification (unlike 
Lewis, who appears to define worlds), they 
also allow individuals to appear at more than 
one world. For these philosophers, the 
reason Reagan might have had blond hair is 
that there is a possible world in which Reagan 
himself appears and in which he has blond 
hair. Of course, there will be objects that 
exist at other worlds though not at ours, and 
most of the philosophers in this group quan­
tify over these possible individuals. 

A central problem faced by category 2. 
philosophers is that the reconstruction of 
properties (and propositions) in terms of 
extensional, set-theoretic entities results in 
the identification of many properties ( and 
propositions) that we intuitively take to be 
distinct. Intuitively, the property shaves just 
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those who do not shave themselves is distinct 
from the property loves just those who do not 
love themselves, but on pain of contradiction, 
nothing could ever exemplify either of these 
two properties. But when reconstructed as 
functions from worlds to sets of individuals, 
these two properties are identified, since they 
both get reconstructed as the same function, 
namely, that function which maps each world 
to the null set. 

Category J. Convinced that this problem 
requires one to take at least some non­
extensional entities as basic, philosophers in 
this category typically appeal to universals 
such as properties, relations, and proposi­
tions, as opposed to sets. Though some 
philosophers in this category take sets as 
basic as well, those that do can usually be 
distinguished from the members of the pre­
vious category by the fact that they regard 
ordinary, non-mathematical predicates of 
language as signifying relations and prop­
erties rather than sets. 

There are three basic groups of category 3. 
philosophers. The first consists of philo­
sophers who organize the realm of prop­
erties, relations, and propositions in an ex­
plicit and systematic way. Bertrand Russell 
and A. N. Whitehead, Alonzo Church, 
Nino Cocchiarella, George Bealer, Alan 
McMichael, Christopher Menzel, and 
Raymond Turner offer mathematically 
precise theories of relations. Russell and 
Whitehead (in their Principia Mathematica, 
1911), and Church (in his "On the logic of 
sense and denotation", 1951), are distin­
guished by the fact that they develop type 
hierarchies. In its simplest form, a type 
hierarchy begins with at least one basic type 
(the type i for individuals) and a method of 
constructing relational types. For example, 
type <i ,i> is the type for 2-place relations 
between individuals; type <> is the type for 
propositions ( which have no arguments); and 
type <i, <» is the type for 2-place relations 
between individuals and propositions, and so 
forth. By way of contrast, Cocchiarella, 
Bealer, Menzel, and Turner have developed 
type-free theories. These theories essentially 
treat universals as a kind of individual, for not 
only may untyped predicate constants and 
variables ( or nominalized correlates thereof) 
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stand in argument position in a formula. but 
predicate variables in such position may be 
bound by first-order quantifiers ranging over 
ordinary individuals. It should be mentioned 
that few of the philosophers in this group 
offer an analysis of modal statements. 

The second group of philosophers in cat­
egory 3. are somewhat less systematic - they 
do not offer unified theories of relations and 
propositions. However, the work of the early 
Ludwig Wittgenstein (Tractat11s Logico­
Philosophicus, 1922), Gustav Bergmann, 
Roderick M. Chisholm, and Alvin Plantinga 
stands out primarily because of these authors' 
global metaphysical outlook and because 
they have made an attempt to answer a wide 
range of metaphysical questions using a mini­
mum number of primitive notions. Chisholm 
and Plantinga both appeal to relations and 
states of affairs in their investigations into the 
nature of modality, actuality, identity, the 
self, God, and causal agency. Both philo­
sophers take modal idioms to be primitive 
and define possible worlds to be possible 
states of affairs p which are such that for 
every state of affairs q, either p entails q or p 
entails not-q. In connection with the work of 
Chisholm and Plantinga, we should mention 
that of John Pollock and Robert Adams. The 
latter two hold views related to those of the 
former except that they both quantify over 
sets as well as universals. Adams, for ex­
ample, attempts to understand talk about 
possible worlds in terms of 'world-stories', 
which are defined to be sets of propositions S 
such that for every proposition p, either p e S 
or not-p e Sand such that it is possible that all 
of the members of S be true together. 

The final group in category 3. comprises 
the co-authors Jon Barwise and John Perry. 
Their perspective on language, 'situation 
semantics', is based on the metaphysical view 
that situations, individuals, and relations are 
basic (with individuals and relations being 
uniformities across situations). Though this 
bears some similarity to the ideas of Chis­
holm and Plantinga, the approaches differ in 
two basic ways. First, whereas Chisholm and 
Plantinga believe that the negation of a state 
of affairs is also a state of affairs, Barwise 
and Perry conceive of situations as concrete 
pieces of reality, and hence not the kind of 
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thing that could have a negation. Second, 
Barwise and Perry have more systematic 
ideas about the connections between the 
domain of relations and the domain of situ­
ations. It should be mentioned that in their 
book of 1983, Barwise and Perry provide a 
model of their metaphysical views in which 
sets are utilized. But this model is not to be 
confused with what they are trying to model, 
and one should not be misled by this apparent 
commitment to sets. 

Though all of the philosophers in category 
3. are committed to properties and relations 
of some sort, there is little consensus regard­
ing the identity conditions that govern these 
universals. We should also point out that, 
with the possible exception of Church, the 
explanation of certain intentional idioms and 
intensional contexts often seems somewhat 
problematic for philosophers in this category. 

Category 4. It is primarily for the purpose 
of analysing intentional idioms and inten­
sional contexts that the philosophers of this 
final category quantify over other primitive 
domains besides individuals and universals. 
For example, Kit Fine has developed a theory 
of 'arbitrary' objects, which are used pri­
marily to explain the directed (intentional) 
nature of our mental states, as well as the 
intensional language that we use when we 
reason about an arbitrarily chosen member of 
a class of things in order to conclude some­
thing general about the entire class. Terence 
Parsons has produced rather convincing 
arguments for quantifying over non-existent 
objects, objects which seem to play an intim­
ate role in fiction, mythology, and dreams. 
To rebut the classic objections to such objects 
in a logically precise way, Parsons develops a 
coherent and consistent formal theory of 
non-existent objects, based on the ideas 
of Alexius Meinong (in his article '"Uber 
Gegenstandstheorie", 1904) and his student 
Ernst Mally. Hector-Neri Castaiieda has de­
veloped a theory of 'guises', not only to 
analyse talk about non-existent objects, but 
also to explain puzzles about intentional 
contexts raised by Gottlob Frege in his 
seminal article "On sense and reference" 
(1892). On Castaiieda's theory, individuals 
do not exemplify their properties, but are 
rather constituted out of sets of properties 
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using a special operation that captures a new 
form of predication. 

Finally, the present author also follows 
a suggestion of Mally. He axiomatizes a 
domain of abstract objects that are individu­
ated by the properties they encode. An object 
that encodes a property is determined by that 
property without necessarily exemplifying it, 
just as the content of a mental image of a man 
with a beard is determined by the property of 
having a beard without exemplifying this 
property. The properties encoded by an 
abstract object are even more crucial to its 
identity than the properties it exemplifies 
necessarily. For example, the number 1 is 
identified as an abstract object that encodes 
such properties as being greater than zero, 
being less than 2, and so forth, while it 
necessarily exemplifies such properties as 
being abstract and not being located in space. 
In this manner, the present author identifies, 
among these abstract objects, such philo­
sophical entities as monads, possible worlds, 
fictional characters, and mathematical ob­
jects. For example, the monad of an object y 
is that abstract object x which encodes just 
the properties y exemplifies. A possible 
world is an abstract object x such that it is 
possible that x encodes just the properties of 
the form being such that p constructed out of 
true propositions p. Finally, these objects are 
used to explain puzzles about language that 
arise in connection with intensional contexts. 
An axiomatized modal theory of properties, 
relations, and propositions underlies the 
theory of abstract objects. 
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EDWARD N. ZALTA 

Mind 
The expression 'the mind' has a number of 
quite different uses and this fact has led to 
some confusion in recent discussions of the 
relations between 'the mind' and the body. 
We may distinguish at least five such uses and 
therefore at least five senses of 'the mind­
body problem'. 

1. One may use the term 'mind', as Rene 
Descartes had used the terms 'mens' and 
'esprit,' to refer to whatever has psycholo­
gical properties-to that which thinks, senses, 
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believes, desires. In this case, 'mind' would 
mean the same as 'self or 'person' and there­
fore would designate such entities as you and 
me. If we use 'mind' this way, one form of the 
mind-body problem would be the philosoph­
ical question: What is the relation between 
persons and their bodies? What is the relation, 
for example, between me and my body? 

It has been suggested in recent years that 
'the mind' is related to the body in the way in 
which the abstract diagram of a computer is 
related to the hardware which is the com­
puter itself. But this suggestion cannot be 
true if 'mind' is taken, in the sense just 
distinguished, to refer to that which has 
psychological properties. For the abstract 
diagram of a computer is itself a property, an 
abstract object. But that which has psycho­
logical properties-that which senses, thinks, 
feels, and desires - is an individual thing and 
not an abstract object. 

2. Many have used 'mind' to designate the 
set of psychological states and properties that 
one has. The 'mind-body problem', for one 
who uses 'the mind' this way, concerns what 
was once called 'psychophysics' -the study of 
the relations that obtain between psycho­
logical states and properties, on the one 
hand, and physical states and properties, on 
the other. The concern is with such questions 
as: Is each psychological property dependent 
upon some physical property or upon some 
set of physical properties? Is each psycho­
logical property identical with some physical 
property? Most contemporary discussions 
that purport to be about 'the mind-body 
problem' are primarily concerned with such 
questions as these. 

But even among those who are concerned 
with the psychophysical problem, as here 
described, there are differences in the use of 
'mind' - arising from different uses of the 
term 'psychological'. Often one's psycho­
logical states and properties are identified 
with one's conscious states and properties -
such states and properties as sensing, feeling, 
judging, and other types of thinking. But at 
other times 'psychological' is used, somewhat 
differently, to refer to one's psychological 
capacities - to the totality of dispositions and 
complexes that a person has. The term is 
being used in this way when one says, 'That 
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person has a good mind', meaning that the 
person is intelligent. 

3. Many have used 'the mind' to refer to 
what might be called the reification or sub­
stantialization of one's total conscious state; 
in this case the total state is thought of as 
being an individual thing, just as the body is 
an individual thing. One then speaks of the 
problem of how psychological substances are 
related to physical substances. This reifica­
tion of conscious states is the view that 
William James had called 'The Mind-Stuff 
theory' (1910, Chapter 6). But the 'mind­
body problem' that thus results from reifying 
conscious states is no problem for those who 
refuse to reify such states. And indeed there 
seems to be no justification whatever for thus 
construing properties and states as concrete 
individual things. 

4. One also speaks of a person's 'mind' as 
being that by means of which the person 
thinks. In this case, the term 'mind' does 
designate an individual thing and one that is 
physical. For 'that by means of which one 
thinks' is quite obviously the brain - or at 
least something that includes a part of the 
brain. If we thus use 'mind' to mean that by 
means of which one thinks, then what we 
would call an 'investigation of the mind' 
would be a neurophysiological investigation 
of the brain. And the expression 'mind-body 
problem' would refer to certain questions of 
neurophysiology. Answers to these neuro­
logical questions do not, as such, give us a 
solution to the 'mind-body problem', where 
this expression is interpreted in accordance 
with the first sense of 'mind' distinguished 
above. Many have assumed - quite obviously 
incorrectly-that from the fact that one thinks 
by means of the brain, it follows logically that 
it is the brain that thinks. We walk by means 
of our feet, but our feet do not walk in the 
sense that we do (if they did, then they would 
have feet). 

5. The term 'mind' is sometimes used to 
designate a simple non-material substance, an 
individual thing of a non-material nature. 
Bernard Bolzano and Franz Brentano 
assume that the bearers of psychological 
properties are substances of this sort. The 
plausibility of this conception depends upon 
two philosophical assumptions: 
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a. that there are 'bearers of psychological 
properties', i.e., things that have such 
properties, and 

b. that such bearers cannot be physical 
substances. 

It would seem, then, that the distinctive 
philosophical problems that 'the mind-body 
problem' involves are the following three. 

1. Do psychological properties have 
bearers? 

2. Are psychological properties identical 
with physical properties? 

3. What is the relation between a person 
and the person's body? 

I. Do Psychological Properties have Bear­
ers? Consider any conscious property - say, 
sensing, judging, wondering, wishing, or 
hoping. What kinds of thing could have such a 
property? If we can grasp the nature of such 
properties, and it is quite clear that we can, 
then we can see that they are properties that 
can be exemplified only by individual things. 
Judging, wondering, wishing, hoping cannot 
possibly be properties of states of things, or of 
processes. And they cannot be properties of 
abstract objects - of such things as properties, 
numbers, and relations. You can hope for 
rain, but no state or process or number or 
property or relation can hope for rain. 

In other words, the fact that a certain 
psychological property is exemplified - the 
fact, say, that the property of hoping for rain 
is exemplified - logically implies that there is 
an individual substance that has that prop­
erty. This is a fact about the property itself: 
the property of hoping for rain is necessarily 
such that the only things that can have it are 
individual things. And analogously for other 
psychological properties. 

Why would one suppose that this is not the 
case? 

Some have thought that the concept of an 
indi1•id11al thing, or individual substance, is 
superfluous and that it may be replaced by the 
concept of a 'bundle of properties'. The 
concept of a 'bundle of properties' is thought 
to remove the need for supposing that there 
are things that are 'bearers' of properties. 
According to 'the bundle theorist', if we 
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interpret his statements literally, no prop­
erties have bearers; that is to say, there are no 
things that have properties. But it is some­
what difficult to formulate the bundle theory 
coherently. 

No one has ever suggested a way of redu­
cing statements that are ostensibly about 
individual things to statements that refer to 
bundles of properties. Nor has anyone even 
suggested a way of deciding just what bundle 
of properties is to do duty for any particular 
individual thing. Indeed, it would seem to be 
impossible to do this without making clan­
destine use of the concept of an individual 
thing. (One would not say, 'The bundle of 
properties that constitutes that thing is just 
that set of properties that the thing happens 
to have'. For such a statement would be 
circular.) 

And there are still other problems. 
What of properties themselves? Consider 

the property being green. It, too, is a thing 
that has properties. Thus it has the following 
properties among others: being a 1-place 
property; being necessarily such that it can be 
exemplified only if the property of being 
coloured is exemplified. Should we say, then, 
that any given property is a superfluous entity 
that may be replaced by the bundle of its 
properties? If there is no need to distinguish 
an individual thing from the bundle of its 
properties, then why must we distinguish a 
property from the bundle of its properties? 
But if we do not distinguish a property from 
the bundle of its properties, then shall we say 
that a first-order property (a property of 
individual things) is merely a bundle of 
second-order properties ( of properties of 
first-order properties)? And then shall we 
go on to say that third-order properties 
are merely bundles of second-order prop­
erties, ... and so on, ad indefinitum? What 
becomes, then, of our ontology? 

2. Are Psychological Properties Identical 
with Physical Properties? According to the 
doctrine of 'physicalism', which grew out of 
deliberations among members of the Vienna 
Circle, psychological states and/or properties 
are identical with neurophysiological states 
and/or properties. The doctrine would have 
some initial plausibility if one could show that 
there is a uniform correlation between 
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psychological and neurophysiological prop­
erties. The possibility of such correlation has 
been extensively investigated in the case of 
those psychological properties that are in­
stances of sensing - instances of having a 
sensation. Has it been shown that, for each 
sensation, there is a physiological correlate of 
that sensation - a physiological situation 
which obtains if and only if one has the 
sensation? In the present state of psycho­
physiological investigation, one cannot pro­
vide such a correlation. And even if the 
existence of such a correlation were to be 
shown or made probable, this finding would 
pertain only to one type of psychological 
property. Our psychological properties also 
include properties that are imentional and not 
sensory. Therefore, if physicalism is true, 
these properties, too, must have physio­
logical correlates. But what physical phe­
nomenon is the correlate, say, of judging that 
it rained in Strasburg the day before yester­
day? Here there is no clue at all as to what the 
answer might be. 

It has been held that such intentional 
phenomena might be identified, not with 
physical states or properties, but with disposi­
tions to believe. But how could an occurrent 
judgement be identical with a disposition to 
believe? One answer, put somewhat crudely, 
may be suggested by this biconditional: 

You judge that it rained the day before 
yesterday in Strasburg, if and only if, you 
would respond affirmatively to the ques­
tion 'Did it rain the day before yesterday in 
Strasburg?" 

But such an answer needs further qualifica­
tion. For the biconditional we have formu­
lated would be false if - what is logically 
possible - you do not judge that it rained in 
Strasburg but you want others to believe that 
you do make such a judgement. Or the 
answer would be false if you do make such a 
judgement but so misunderstand the lan­
guage of the one who is questioning you that 
you answer the question negatively. 

Can we find suitable qualifications, then, to 
add to the biconditional? The difficulty is that 
the qualifications we must add to deal with 
such examples will refer to other intentional 
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phenomena - for example, to the things that 
you desire or do not desire, to what you 
believe or do not believe, to what you 
perceive and think you perceive, and to what 
you remember and think you remember. A 
theory consisting of such intentionally quali­
fied biconditionals could hardly be said 
to reduce psychological phenomena to dis­
positions to believe - since the relevant 
qualifications can be formulated only by 
reference to other psychological phenomena. 

Other 'physicalistic' programmes have 
been suggested. Perhaps the judging about 
Strasburg is identical with one type of physio­
logical phenomenon when it occurs today and 
with quite a different type of physiological 
phenomenon when it occurs tomorrow. Or 
perhaps the relation of identity holds, not 
between particular states and/or properties, 
but between the entire psychological state 
that one finds oneself in at any given time and 
some physiological state that one is in at that 
time. It would be difficult to show that such a 
view is false. And it would be difficult to show 
that such a view is true. 

But the most serious difficulty with the 
psychophysical identity thesis is considerably 
more simple than those so far considered. Let 
us consider some particular psychophysical 
identity statement - the statement, say, that 
thinking about unicorns is the same thing as 
to have Q fibres that vibrate in manner N. 
One cannot understand such a statement, of 
course, unless one can grasp or conceive the 
property or properties that are referred to 
(and let us pretend that we know what it is to 
have Q fibres and what it is to have them 
vibrate in manner N). To the extent that we 
can understand the statement in question, we 
can see that the two properties referred to are 
not the same property- just as we can see that 
the property of believing that all men are 
mortal is different from that of wondering 
whether there is life in outer space. It has 
been held, not implausibly, that to deny 
the validity of such rational insights is to 
undermine the possibility of every type of 
reasoning. 

3. What is the Relation between a Person 
and his Body? The question may be put more 
briefly as: 'What is the relation between me 
and my body?' 
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There are two broad possibilities: either I 
am identical with my body or I am not 
identical with it. If I am not identical with my 
body, then once again there are two possibil­
ities. Either: 

1. I am identical with something that in­
cludes a part of my body. 

2. I am not identical with anything that 
includes a part of my body. 

The first possibility is suggested by Pierre 
Gassendi in his Objections to Rene Des­
cartes's Second Meditation. He suggests that 
Descartes had not sufficiently considered the 
possibility that he, Descartes, might in fact be 
a very subtile wind or spirit spread out 
through the members of his body. Then, 
Gassendi asks, why couldn't we say that you 
"see with the eye, hear with the ear, think 
with the brain, and thus exercise all the 
functions that are commonly attributed to 
you"? It would be difficult, of course, to say 
which proper part of my body is the one that 
is identical with me. But the view that some 
such bodily part is identical with me is 
difficult to refute - provided it is carefully 
formulated. 

If I am not identical with anything that 
includes a part of my body, what kind of a 
thing am I? 

Could I be a 'spiritual substance'? If we 
take 'spiritual substance' to mean the same as 
that substantial sense of 'mind' that is em­
ployed by those who accept 'the mind-stuff 
theory', then, as we have seen, it is problem­
atic whether there is such an entity. 

The remaining possibility is a traditional 
view, defended by Augustine, Leibniz, and 
many others. It is the view according to which 
I am a simple substance (or 'monad'). The 
most thoroughgoing defence of this view may 
be found in Bernard Bolzano (1838, p. 101). 

See also: Mind-Body 
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RODERICK M. CHISHOLM 

Mind-Body 

The mind-body problem is perhaps the most 
discussed and most difficult problem in all of 
metaphysics. The problem is one of articulat­
ing an account of mind and body ( especially 
the former) that does justice to both pre­
theoretic and scientific insight. In this century 
it has sometimes been complained that there 
is no real problem here, that the difficulties 
that appear to plague our understanding of 
the mind-body relationship are mere reflec­
tions of linguistic confusion. But the problem 
refuses to be dismissed; it continues to arise 
in a variety of contexts: in the foundations of 
cognitive science, in the philosophy of lan­
guage, in action theory, and, of course, in 
philosophy of mind and metaphysics. Given 
the materialistic bent of contemporary ana­
lytic theory, I shall focus on materialistic 
conceptions of mind and the mind-body 
relationship. I shall begin, however, with a 
brief word on the dualist alternative. 

Dualism. The world, according to the dual­
ist, contains two basic, irreducibly different, 
kinds of entity: there are physical entities 
(e.g., organic bodies), and then there are 
mental entities - minds and their mental 
contents (thoughts, pains, and the like). The 
mental and the physical are conceived of as 
being radically different in character (though 
no one has produced an adequate criterion 
for either); the mental, for example, is sup­
posed to lack the spatial extension character­
istic of the physical. There are numerous 
variations on this common dualist theme: 
some (notably, Rene Descartes) claim that 
there are two kinds of substance, while others 
opt only for two kinds of qualities. Some hold 
that the mental and the physical causally 
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interact, while others are willing to settle for 
harmony. Though dualism is usually cloaked 
in the mantle of common sense, it has not 
proven attractive to most analytic philo­
sophers. The reasons are many: there are, for 
example, problems with all versions of mind­
body interaction, and there are hordes of 
epistemological difficulties. The primary 
reason for the waning of dualism is, however, 
something less tangible: dualism does not 
accord well with the scientific perspective; it 
is difficult to envision any integration of the 
dualist ontology and explanatory model into 
the scientific scheme of things. Consequent­
ly, dualism is summarily dismissed by many 
as a lingering remnant of a pre-scientific 
world view. 

Materialism. By way of contrast, the ma­
terialist conceives of the universe and every­
thing in it as being ultimately physical in 
character. Materialists, with the exception of 
eliminativists, grant that there are indeed 
mental states and events, but, they insist, 
these must ultimately be understood from a 
physical perspective. Materialism, which 
dominates the contemporary analytic scene, 
maybe broken into three large categories: (1) 
eliminative materialism, (2) reductive mater­
ialism, and (3) non-reductive materialism. 

I. Eliminative materialism. Most material­
ists view their task as one of offering a 
physically adequate account of the mental -
explaining how physical systems warrant 
mentalistic characterizations in the light of 
this or that physical property. The elimin­
ative materialist goes one step further and 
denies that there are any mental states. He 
rejects not only dualism, but the mental 
itself. Just as the scientific inventory of what 
there is does not include witches, so, he 
claims, it will not include mental states either. 
Bogus mentalistic explanations will be re­
placed by scientific neurological explanations 
(see Churchland 1981). This is an extreme 
position, and while future development 
might conceivably bear it out, there is, at the 
moment, no reason to think it will. 

2. Reductive materialism. Reductive 
accounts come in a variety of forms. They 
have as a common goal the provision of 
non-mentalistic (i.e. reductive) conditions 
for mental states, but they differ in the choice 
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of reductive conditions. We shall confine our 
attention to three kinds of reductionism 
which have achieved special prominence: (a) 
philosophical behaviourism, (b) type/type 
identity theory, and (c) functionalism. 

(a) Philosophical behaviourism. This 
theory identifies mental states with disposi­
tions to behaviour. So, for example, one 
might on this approach, identify being in pain 
with being disposed to wince, groan, cry out, 
etc. This is, of course, an over-simplification; 
in reality the reductions were to complex, 
multitracked dispositions, to dispositions con­
strained by all kinds of ceteris paribus clauses. 
This kind of account, which drew much of its 
inspiration from positivistic epistemology, 
was popular in the 1950s and 1960s (see Ryle, 
The Concept of Mind, 1949), but it has now 
largely been eclipsed by functionalism. 

Of the many objections lodged against 
behaviourism, one was particularly decisive: 
the programme simply ignored the essential 
interplay between mental states. A mental 
state, such as the belief that it is about to rain, 
does not by itself dispose the subject to any 
specific behaviour; it does so only in conjunc­
tion with further mental states (e.g. the desire 
not to get wet). The behaviourist dream of 
reducing mental states one by one to complex 
behavioural dispositions was thus doomed 
from the outset. 

(b) Type/type identity theory. The identity 
theorist identifies the mind and the brain; 
being in a given mental state, e.g. pain, is, he 
claims, no more and no less than being in 
some particular neurophysiological state (see 
Armstrong 1968). The identifier advances his 
claim as an empirical hypothesis, and he 
looks to future development in the brain 
sciences to provide the specific identity con­
ditions (to tell us what kinds of neurophysio­
logical states are identical to what kinds of 
mental states). 

This, however, has not come to pass. 
Indeed, given the diversity of physical organ­
isms, there is now widespread agreement that 
any physiological taxonomy is likely to be too 
fine grained to do justice to the mental; 
sameness of mentality seems to be quite 
compatible with physiological diversity. And 
identity theory, like behaviourism, has now 
largely been replaced by functionalism. 
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(c) F1111ctio11alism. Functionalists indi­
viduate mental states in terms of the charac­
teristic causal roles they supposedly play in 
mediating between sensory input and be­
havioural output; they defend the following 
kind of reductive schema: 

F: a subject x is in mental state M, if and 
only if xis in a state that is causally linked 
(in some specific way, R) to specific inputs 
11 ••• I., to other internal states S1 ••• Sm, 
and to specific outputs 0 1 ••• Ok. 

So, to over-simplify again, pain might be 
defined as the state that is caused by tissue 
damage; that in turn causes the subject to feel 
self-pity, to desire comfort, to cry out if one 
thinks help is at hand, and so on. What is 
distinctive of pain is the role it plays in our 
'inner life'. Individual functionalists differ 
greatly in detail, but they fall into two main 
camps: the a priori functionalist ( e.g. David 
Lewis) defends this kind of analysis on con­
ceptual grounds, as explicating the meaning 
of terms such as 'pain'; the a posteriori 
functionalist ( e.g. Hilary Putnam) defends 
the analysis on empirical grounds as a plaus­
ible hypothesis regarding the nature of men­
tal states ( often drawing on the analogy many 
see between mental states and the function­
ally specified states of automata). 

Functionalism, especially of the empirical 
kind, is currently the most widely favoured 
theory of mind. This kind of account, it is 
claimed, reflects the conception of mind 
dominant in current cognitive science and it 
extracts what is intuitive in both identity 
theory and behaviourism without inheriting 
the defects of either. Like behaviourism it 
recognizes the close link between mental 
states and behaviour; but, unlike behaviour­
ism, it does not attempt to link mental states, 
taken one at a time, to behaviour. It explicitly 
takes account of the fact that a given mental 
state M, will tend to produce a given output 
0 1 only in conjunction with further internal 
states. (The fact that mental terms figure on 
the right-hand side of the biconditional (F) 
does not undermine the reductive character 
of the thesis; they can be eliminated using 
'Ramsification' (see Lewis 1972)). Function­
alism is like identity theory in that it construes 
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mental states as genuine internal states that 
figure in the causal genesis of behaviour; but, 
unlike identity theory, it does not tie same­
ness of mental state to sameness of brain 
state; different brain states can play the same 
functional role in different individuals. 

Despite its popularity. functionalism, of 
both kinds, is faced with severe problems. A 
number of authors (e.g. N. Block) have 
argued persuasively that such accounts fail to 
do justice to the qualitative character of 
mental states such as pain - that the 'painful' 
character of such a state is essential to the 
state, and this is something entirely apart 
from the role the state happens to play. (This 
intuitive difficulty is reflected in the question: 
Could you make a computer that felt pain?) 
But the problems are not confined to qualit­
ative states; the functionalist treatment of 
intentional states (states such as belief which 
are partly defined in terms of content) is also 
plagued with difficulties. To list just a few of 
the more important: 

(i) On such accounts the content of a state 
such as belief is determined by the state's role 
and this makes for difficulties in accom­
modating error. In many cases of error one 
wants to say that the subject employs a belief 
in ways that ill accord with its content. But 
how can one say this if the very content is 
determined by the state's role? In addition, 
such functionalist accounts are excessively 
holistic; changing one's mind on anything 
( changing the role of some state or other) will 
affect all the other interdefined states, there­
by altering the content of all of one's function­
ally defined states (e.g., beliefs). 

(ii) If the functionalist account is to be 
truly reductive, the inputs and outputs must 
be specified in some non-intentional ter­
minology. (This, for example, rules out out­
put characterizations of the form, ' - said that 
such and such'). But when one attempts to 
carry this out the output characterizations 
appear to be too abstract or too restrictive; 
the resulting functional characterization is 
satisfied by creatures which apparently lack 
minds or it denies mentality to creatures that 
apparently have it (see Block 1980). 

(iii) Functionalism, like other reductive 
accounts, is clearly threatened by Twin Earth 
examples (see below). 
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3. No11-red11ctive-materialist constraints 011 
the mental. In addition to reductive accounts, 
one also finds in the literature frequent 
mention of two sorts of constraints which 
supposedly should be satisfied even in the 
absence of any reduction. 

(i) Token/token identity thesis. The token 
identifier, for example Donald Davidson, 
claims that each instance of a mental state is 
identical to an instance of a physical state or 
event (even in the absence of any general 
reduction). This thesis is usually seen as an 
expression of the materialist intuition that 
ultimately everything is physical. 

(ii) Psychological supervenience. A vari­
ety of claims go by this title, but, crudely put, 
the central idea is this: if two individuals are 
physical replicas (particle for particle ident­
ical throughout their lives) then they are 
psychological replicas - they agree in all their 
mental states. This thesis (which needs a 
variety of refinements if it is to be at all 
plausible) is even weaker than the token/ 
token identity thesis; the physical can con­
strain the mental in this way even in the 
absence of identities. Such supervenience 
principles are today defended on methodolo­
gical grounds and as expressions of the mat­
erialist intuition that the physical determines 
the mental (see Fodor 1981). 

These two. non-reductive constraints 
appear quite weak, and, for many, abandon­
ing either is tantamount to abandoning ma­
terialism. Weak or not, recent investigation 
of Twin Earth examples suggest that they are 
untenable. The typical Twin Earth example 
presents us with two individuals who are, by 
hypothesis, particle for particle alike; they 
have the same physical inputs, are disposed 
to the same physical behaviours; and, in 
particular, let us suppose they are both dis­
posed to utter sincerely: 'Aluminium is used 
in the manufacture of aircraft'. They are, 
however, members of linguistic communities 
which differ in their employment of the word 
'aluminium'; one community, we may as­
sume, is like ours, while in the other the word 
is used to designate what we call 'molybde­
num•. Such examples, appropriately filled in, 
strongly suggest that the two individuals 
differ in their beliefs; the one believes that 
aluminium is used in the manufacture of 
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aircraft, while the other believes something 
quite different (see Burge 1979). · 

Materialistic intuitions continue to domin­
ate in the analytic tradition, but examples of 
this kind undermine both the identity and 
supervenience constraints (plus standard re­
ductive accounts) and they pose a serious 
challenge for the theorist who attempts to go 
beyond unarticulated intuition, to undertake 
the task of 'explaining' the mental from a 
physical perspective. 

See also: Mind 
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JOSEPH OWENS 

Modalities, Ontological 

Alethic modalities are modifiers of se­
mantical and logical components of judge­
ments. Their classification obviously depends 
on the ontology and semantics that is pre­
supposed. Some modalities are theoretical -
useful for reasoning; some are practical or 
pragmatic-useful for action. Taking the first, 
at least four kinds of alethic theoretical 
modalities should be distinguished: 

1. A priori, concerning what can be 
thought, used to delineate the realm of 
reason. Examples are thinkable, under­
standable, reasonable, controvertible, 
etc. 
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2. Logical, used for collection and com­
parison: possible, necessary, contingent, 
etc. 

3. Metaphysical, concerning facts, what is 
real or actual: actual, factual, to be a 
fact, to be true, making true, making 
actual, etc. 

4. Ontological, useful for describing the 
general and basic conditions for some 
families of objects or complexes. They 
concern the possibility of what there is, 
or what is possible; hence they are used 
for delineation of the most general field 
we can deal with - the realm of all 
possibilities - the ontological space. 
Examples are: possibility, necessity, 
contingency, and exclusion taken in the 
sense of a condition; compossibility, 
coexistence, and eminent existence in the 
sense of Leibniz, (formal) possibility 
in the sense of Ludwig Wittgenstein's 
Tractat11s; combinable, sylllhetizable and 
analysable; making possible, making 
impossible, being ontologically neutral; 
and several common philosophical 
modalities de re: by necessity, essentially, 
by its very nature, etc. 

The above classification has a clear 
counterpart in grammar: some modal­
ities, mostly logical but also a priori and 
metaphysical ones, are adjective-like, 
some - chiefly ontological modalities - are 
noun-like. On the other hand, the logical 
modalities are quantifier-like modifiers ( what 
is nowadays clarified by relational se­
mantics). 

There is a widely shared temptation to re­
duce some modalities to other ones, particu­
larly ontological to logical modalities (and 
a fortiori noun- to adjective-modalities). 
Moreover, where such reduction is difficult 
or counterintuitive, it is usual to ignore the 
unmanageable cases. 

According to the kind of modalities one 
prefers, we have several types of modal 
reductionism: modal apriorism, factualism, 
etc. The most popular is modal logicism 
which claims that any alethic modality can 
and ought to be treated as a logical modality. 
The extreme version of this position - modal 
extensionalism (cf. Quine 1953) is the con-
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junction of two theses: first, that any alethic 
modality is reducible to logical modality(ies); 
and second, that any essential use of logical 
modalities is eliminable, formally expressed 
as a claim in favour of the eliminability of de 
re modalities by modalities de dicto. Exten­
sionalism not only reduces modalities; it also 
substitutes set-theoretical ontology for any 
intensional ontology. 

Ontological modalities are the key to any 
non-reductionistic ontology. The most 
august family thereof is that of Leibniz: 
compossibility, compatibility, coexistence, 
and eminent existence. Leibniz himself was 
fully aware of the role they play in ontology, 
warning against the "confusion of possibles 
for compossibles" (Philosophical Papers and 
Lellers, ed. L. E. Loemker, 1969, p. 661). 

A very manageable family of ontological 
modalities consists of: making possible 
(MP), making impossible (MI), being onto­
logically neutral (ON), which are introduced 
to formalize the fundamental ontological 
connections: attraction, repulsion, and in­
difference. 

They are useful especially for the develop­
ment of the combination ontology dealing, 
inter alia, with relations simpler than or being 
in and combinable from (cf. Perzanowski 
1989). In addition, they enable us to express 
the Leibnizian modalities mentioned above. 

There are two complementary approaches 
to the theoretical treatment of these modal­
ities: the axiomatic and the semantic. From 
the semantic point of view, based on the 
description of the ontological space, MP is 
used to express formal conditions of synthesis. 

Leto (x) denote the collection of all objects 
synthetizable from the object x, i.e. objects 
which can be obtained from the objects 
connected with x (in the most natural case -
from the substance of x), < the relation 
simpler than or being in. The basic idea 
concerning making possible can now be ex­
pressed by: 

MP(x,y)-++ yeo(x) 
x makes possible y iff y is synthetizable 
from x. 

The outlined family of ontological modal­
ities enables us to define most of the notions 
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used in ontology. In particular, using MP we 
can define: 

Cons(x) := MP(x,x); x is ontologically 
coherent (consistent) iff x makes itself 
possible. 

C(x,y) := MP(x,y) & MP(y,x);x andy are 
compossible iff each of them makes possible 
the other. 

E(x,y) := 3z<y MP(z,x); x exists em­
inently in y iff there is something in y which 
makes x possible. 

R(x,y) := Vz<x MP(z,y); y is (ontologic­
ally) alternative to x iff everything in x 
makes y possible. 

The first three notions were used by 
Leibniz, the last encodes the alternativity 
relation of the canonical models of relational 
semantics (cf. Chellas 1980). Using the 
chosen modalities we can therefore define 
relational semantics for modal logic, provid­
ing it with a solid ontological foundation. 
Note that the relation R closely connects with 
Leibniz's notion of eminent existence: 

R(x,y)--+ E(y,x) 
y is alternative to x implies that y eminently 
exists in x. 

The axiomatic approach opens a rich field 
of research. Most of the axioms answer the 
basic questions of ontology. For example: 
Does making possible preserve ontological 
coherence? 

A priori we have three positive answers, 
each of which yields a suitable axiom of 
preservation: 

(CR) MP(x,y) & Cons(x)--+ Cons(y) 
(CL) MP(x,y) & Cons(y)--+ Cons(x) 
(C) MP(x,y)--+ (Cons(x)++Cons(y)) 

Is making possible <-monotonic? This 
yields several axioms of (left/right) mono­
tonicity, among others: 

MP( 1) : MP(x,y) & x<z--+ MP(z,y) 
MP(!) : MP(x,y) & z<y--+ MP(x,z), 

and so on. 
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Is the ontological universe uniform? I.e., 
does it include only coherent objects? Only 
compossible objects? 

Again, positive answers to such questions 
yield the following axioms: 

(Ucons) Vx Cons(x) 
(UC) Vx,y C(x,y) 

What interconnections hold between basic 
modalities? 

Again, this yields a range of different 
axioms, for example: 

The axiom of ontological trichotomy: 
(OT) Vx,y (MP(x,y) v Ml(x,y) v ON(x,y)) 

The axiom of full modalization: 
(FM) Vx,y ,ON(x,y) 

The contrary axiom of ontological ex­
tensionality: 

(OE) Vx,y ON(x,y) 

The axiom of ontological excluded middle, 
i.e., the ontological consistency axiom: 
(OC) Vx,y (MP(x,y) ++ ,Ml(x,y)). 

By taking appropriate families of axioms a 
wide range of different ontological theories 
may be defined. 

Finally, notice that the above picture, 
following Leibniz, is chiefly based on the 
positive ontological modality making pos­
sible (MP). If instead we prefer the negative 
modality making impossible (MI) this would 
yield a Hegelian path in ontology. 
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Modal Logic 

In what sense does a kind of logic have a 
metaphysics? First-order logic might be said 
to be committed to an ontology of individuals, 
in that a domain of individuals is required for 
evaluation of first-order sentences, but the 
individuals can be any kind of thing and 
someone could say that they use first-order 
notation merely as a far;on de par/er. But in 
modal logic, metaphysical commitments may 
be more substantial. 

The view that they are is most famously 
associated with W. V. 0. Quine (e.g. Quine 
1953, 1961). The standard approach to evalu­
ating sentences of quantified modal logic 
(QML) is by possible-worlds semantics (PW 
semantics), as canonically formulated in Saul 
Kripke (1963). A set of possible worlds is 
specified and each world is associated with 

I. a domain of individuals, and 
2. an extension for each predicate symbol 

of the language. 

The result is a model for QML, truth-at-a­
world-in-a-model is recursively defined for 
sentences of the language, and notions of 
validity and logical consequence are then 
forthcoming. As a result of this procedure, 
PW semantics endows each sentence with a 
PW truth-condition. For instance, '(3x")□Fx' 

is assigned the PW truth-condition 'there 
exists an object which is F at every world'. 
And it is here that Quine's objections begin. 

In an early paper, Quine argued that we 
cannot make sense of the subformula '□Fx', 

since we can only say that x is necessarily F if 
we adopt "an invidious attitude towards 
certain ways of uniquely specifying x ... and 
favour other ways . . . as somehow better 
revealing the 'essence' of the object" (1953, 
p. 155). And Quine does not think this 
"reversion to Aristotelian essentialism" (loc. 
cit.) is an example of progress in philosophy. 
However, it is not clear that the objection can 
be sustained. An essential property of an 
object is one without which it could not exist: 
Pis essential to x iff there is no world where x 
exists and lacks P. And we can see by 
inspection of PW semantics that there is 
nothing in this apparatus which makes it a 
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necessary condition of evaluating sentences 
that some object in the domain of some world 
be assigned an essential property of any but 
the most trivial sort (existence, self-identity, 
and the like). Furthermore, in the recent 
literature many writers have advanced highly 
non-trivial essentialist theses and defended 
them with sophisticated arguments: for 
example, there is Kripke's view that the 
origin of an organism is essential to it (Kripke 
1972, 1980), Hilary Putnam's that the funda­
mental physical properties of compounds, 
elements, and biological species are essential 
to them (Putnam 1975), David Wiggins's that 
the biological kind of an organism is essential 
to it (Wiggins 1980) and Kit Fine's that the 
membership of a set is essential to it (Fine 
1976). So endorsement of Aristotelian essen­
tialism may be nothing to be ashamed of. 

More recently Quine has raised a deeper 
objection to PW semantics. In a PW model, 
the domains of worlds may overlap, so in any 
such model there are facts about which things 
in such-and-such a world are identical to, or 
distinct from, which things in such-and-such 
another world. But according to Quine, this 
notion of transworld identity is not coherent, 
for: 

... our cross-moment identification of bodies 
turned on continuity of displacement, distortion 
and chemical change. These considerations cannot 
be extended across worlds, because you can change 
anything to anything by easy stages through some 
connecting series of possible worlds (Quine 1976, 
p. 861); 

the problem is sometimes called 'Chisholm's 
Paradox', after R. M. Chisholm (1968). But 
this objection can also be contested. Say that 
a sentence is de re iff either (a) it contains a 
proper name within the scope of a modal 
operator, as in '□(if Jones exists, then Jones 
is human)', or else (b) it contains a variable 
within the scope of a modal operator bound 
by a quantifier not within that operator's 
scope, as in "(3x)D(if x exists, then x is 
human)'; all other sentences are said to be de 
dicto. Then it can be shown that the facts 
about transworld identity are germane only 
to the evaluation of de re sentences (Fine 
1978, pp. 143-5). We might then say that de 
re sentences are meaningless, but retain PW 
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semantics by employing D. Kaplan's distinc­
tion between the artefacts of, and representa­
tional features of, a model: the overlaps 
between domains of worlds would be decreed 
to be an artefact of the model (Kaplan 1975) 
as opposed to a representation of a genuine 
aspect of modal reality. 

Perhaps it is rather Draconian to say that 
de re sentences are strictly meaningless. In­
stead, we could try to endow them with 
meaning by finding assumptions on which, 
for each de re sentence, there is a de dicta 
sentence to which it is equivalent. However, 
assumptions required to guarantee that a de 
dicta equivalent is always available are rather 
extreme (Fine 1978, pp. 299-301) and the 
meaning thus bestowed on a de re sentence 
does not correspond to any natural inter­
pretation of it. Why can we not take such a 
sentence as 'D(if Jones exists, then Jones is 
human)' at face value? Some reply must be 
made to Quine's objections, of course, but 
there appear to be at least three strategies 
one could pursue. First, it might be argued 
that transworld identity is a primitive relation 
which is not fully analysable (Kaplan 1975). 
Or one might reformulate PW semantics in 
such a way that it is some other cross-world 
relation which is appealed to in evaluating de 
re sentences, as in David Lewis (1968). Or 
finally, one might pursue the method of 
individual essences. An individual essence of 
x is any set of properties each of which is 
essential to x and such that necessarily, no 
other object has or could have had them all. If 
none of the essential properties of xis trivially 
essential to x. then an individual essence for x 
provides substantial necessary and sufficient 
conditions for an object at a world to be 
identical to x. And if the properties in the 
essence can be imprecise, such as the prop­
erty of standing in relation IR to a significant 
majority of x 1 ••• x,,. the slippery slope of 
Chisholm's Paradox can be avoided (Salmon 
1981, Forbes 1985, Chapters 5-7). 

The interpretative apparatus of PW 
semantics requires not merely domains of 
worlds which may overlap, but the reading of 
□ and ◊ as quantifiers over worlds. Do we 
really wish to be committed to the existence 
of a possible world just on the grounds that 
some propositions are contingently true? On 
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the other hand, if we do not take the reading 
of □ and◊ as 'there exists a possible world w 
such that P(w)' seriously, how can we hope to 
explain why '◊(P&Q)' does not follow from 
'◊P&◊Q' in terms of the reason why '(3t-} 
(Fx & Gx)' does not follow from '(3x)Fx & 
(3x)Gx'? 

There are two broad approaches to this 
question, the modalist and the anti-modalist, 
each of which subdivides. Modalism is the 
view that the modal operators are primit­
ive, not disguised quantifiers, while anti­
modalism regards the quantifier reading as a 
correct analysis. Anti-modalists include 
Alvin Plantinga (1974), R. Stalnaker (1984), 
and David Lewis (1986), each of whom thinks 
of modal operators as quantifiers over entities 
of a certain sort. But the anti-modalists divide 
over the status of the entities: some are 
actualists, others possibilists. Roughly, a 
possibilist is one who holds that non-actual 
worlds and their contents exist in as robust a 
sense as the actual world and its contents, 
much as other places and the things located at 
them exist in as robust a sense as this place 
and the things located here. The combination 
of possibilism and anti-modalism is defended 
most trenchantly in Lewis (1986). By con­
trast, an actualist regards actual existence as 
the basic notion, and possible existence as a 
modal modification of it. Thus an actualist 
who is also an anti-modalist regards □ and◊ 
as quantifiers over entities which actually 
exist, such as maximal states of affairs 
(Plantinga 1974) or ways for things to be 
(Stalnaker 1984); on this view, the actual 
world has the special status of being the 
maximal state which obtains, or the way 
things are. On either view, the fact that the 
interpretative apparatus of PW semantics 
construes □ and ◊ as quantifiers is not 
problematic. 

But it is prima facie problematic for the 
modalist. Modalists may also be divided into 
two camps as actualists or possibilists. The 
viewpoint of A. N. Prior and Fine (1976) and 
C. Peacocke (1978) is modalist and actualist; 
this is reflected by the treatment of the 
objectual existential quantifier in the modal 
language as having for its range at any world 
exactly the things which exist at that world. 
By contrast, someone who combined modal-
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ism with possibilism would let the range of 
the objectual existential quantifier at a world 
be the union of the domains of all the worlds 
(this difference in approach would include 
the difference in attitude to the existence of 
non-actual worlds so long as we allowed each 
world, and no other, to appear in its own 
domain). For such a possibilist, there are 
things which do not actually exist. But on 
both approaches, PW semantics is prob­
lematic in so far as it construes the modal 
operators as quantifiers, since a modalist 
regards such construal as unfaithful to the 
literal meanings of the quantifiers. He or she 
must then say that the PW truth-condition of 
a modal sentence is merely afa,on de par/er. 
But in that case. how does PW semantics 
acquire its authority to settle the facts about 
logical consequence? In Fine (1981) and 
Forbes (1988) PW truth-conditions are them­
selves understood by translation into another 
modal language. Does this preclude appeal to 
the first-order structure of the PW truth­
conditions as the ultimate arbiter of logical 
matters, or is the verdict delivered by PW 
semantics itself dependent on a different 
approach to the semantics of modal logic? 
These questions bring us to the boundary of a 
rich and relatively unexplored area. 
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GRAEME FORBES 

Modes 
Broadly speaking, 'mode' indicates a way o, 
being. Augustine was the first to give an 
important philosophical meaning to 'modus'. 
He uses it to represent something like the 
limit or measure of a created, finite being, 
i.e., limited according to space, time, degree 
of being, knowledge, etc. He applies this 
notion in a broad way to various disciplines, 
including physics and theology. Augustine uses 
'mode' in ontology to represent the limit which 
determines a being to its substantial form. 
Without it, a being could not be determined 
to its form (De nat11ra boni, Chapter 41). 

Thomas Aquinas, while at times employing 
the Augustinian notion, sometimes uses 
'mode' to denote the different grades into 
which being can be sorted hierarchically 
according to its degree of privation, negation, 
or being in another. He lists four modes. The 
lowest mode contains privation and negation, 
which do not exist as such, but can be used as 
grammatically entitative. The second mode 
includes the incomplete acts of generation, 
corruption, and motion. The third mode 
contains the being in anotheroffeatures (i.e., 
the white in this wall). The final, and highest 
mode of being, is the being in itself of a 
substance. (In duodecim libros metaphysi­
cor11m Aristotelis expositio, Book IV, 1, 
Chapter 540-43.) 
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Augustine's conception of 'mode' con­
tinued in use with slight modifications 
throughout the Middle Ages. Beginning with 
Giles of Rome (c. 1243-1316), however, the 
more usual ontological interpretation begins 
to evolve. In dealing with the distinction 
between a nature and a suppositum, Giles 
posits modes "as the principle of entity, and 
as the principle of the union of categories" 
(cf. Trapp 1935). 

Francisco Suarez (1548-1617) sharpens 
Giles's notion in his Disputationes meta­
physicae (VII, Sec. I, Chapter 17): "I posit in 
created things, besides their entities ... 
certain real modes, which are something 
positive, and which through themselves 
modify their entities". Suarez offers what is 
perhaps the most extensive systematization 
of modes. For example, the accidental role of 
quantity, as contrasted with substantial 
modes, is just the inherence which joins the 
quantity with the substance. With his modal 
theory, Suarez deals with an anticipation of 
the Bradley Problem: if an accident inheres in 
substance by the accident of inherence, what 
causes the accident of inherence to inhere? 
Suarez solves this by positing inherence as a 
mode rather than as an entity which requires 
further inherence. Another example of a 
mode is the substantial one which unites form 
with matter. 

Thus, in the scholastic tradition in general, 
modes appear as an extension of the sub­
stance-accident theory, parallel to the exten­
sion of predication theory accomplished by 
means of the theory of second intentions and 
higher predicates (cf. Angelelli 1967). 

Contrary to Suarez, Rene Descartes virtu­
ally conflates the notions of 'mode' and 
'accident'. 'Mode', along with 'quality', etc. 
is used by Descartes to do the work done by 
the scholastic 'accident'. We understand by 
modes, he says: 

exactly the same thing as we understand elsewhere 
by artributes or qualities. But when we consider that 
the substance is affected or altered by these things, 
we call them modes; when the kind of this sub­
stance can be named from this alteration, we call 
them qualities; and finally, when we more generally 
consider these only as being inherent in a sub­
stance ... we call them artributes (Principles of 
Philosophy, Part 1, Chapter 56). 
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Thus 'mode' becomes, in Descartes, a special 
kind of accident. 

Spinoza, in Part I of the Ethics, defines 
'mode' in this way: "By mode, I mean the 
modifications of substance, or that which 
exists in, and is conceived through, some­
thing other than itself'. Hence in Spinoza's 
monistic system of substance (God) and its 
attributes (e.g. thought and extension), there 
exist modifications (modes) which, again, are 
divided into infinite and finite. The infinite 
modes include motion and rest, the infinite 
intellect, and the eternal laws of nature. 
Together, these infinite modes constitute the 
Natura naturata (passive aspect of nature). 
The finite modes are merely particular things, 
for example bodies. They are mutually inter­
dependent and infinitely interconnected. 

John Locke uses 'mode' as follows: 

Modes I call such complex ideas which, however 
compounded, contain not in them the supposition 
of subsisting by themselves, but are considered as 
dependencies on, or affectations of substances 
(An Essay Concerning Human Understanding, 
Book II, Chapter 12). 

He divides modes into simple and mixed. 
Simple modes "are only variations, or dif­
ferent combinations of the same simple idea, 
without the mixture of any other". His 
example includes 'dozen' which is just the 
notion of twelve units added together. A 
mixed mode is "compounded of simple ideas 
of several kinds, put together to make one 
complex one; - e.g. beauty". Thus Locke 
identifies a mode as anything which is neither 
a substance nor a relation. Hence Locke's 
usage compares with Descartes's, while both 
contrast with Spinoza's. 
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Modi Essendi 

The modi essendi were meant to provide an 
ontological foundation for grammar. Gram­
matical rules and relations were no longer to 
be illustrated via examples from literature, as 
had been the case with the old grammarians. 
Rather from the time of the Modistae the 
grammatical rules were subordinated to the 
semantic rules and to rules of 'reason'. 

Robert Kilwardby ( 1200-79) is the first 
grammarian to mention the triad of modi 
essendi ( also denoted by him as modus rei), 
modi intelligendi, and modi significandi that 
is characteristic of the Modistic grammar. If 
one examines the role Kilwardby played in 
the development of speculative grammar, 
one may conclude that he is most likely to 
have been the originator of the three modi. 
Their differentiation has been seen as 
emanating from the statement of Boethius: 
"The sound expresses by means of the intel­
lect the things which are objects of the 
intellect" (Vox per intel/ectum medietatem 
subiectas intellectui res manifestat). This is 
similar to the theory of Aristotle from De 
lnterpretatione I, to the effect that the written 
and spoken word are not the same for all 
people; they are only signs for the mental 
sensation, which are the same for all people. 
A commentator on Boethius affirms that all 
spoken communication is based upon three 
elements: the thing (res), the intellect (imel­
lectlls), with whose help we may perceive the 
thing, and the sound (vox). From each 
element a modus is deduced: 

res - modus essendi 
intellectus - modus imelligendi 
vox - modus significandi. 

In order to determine what modus implies, 
we shall have to explain the origin and 
meaning of the term. We meet it first in the 
Latin Stoics. who were rediscovered during 
the lifetime of Peter Helias (fl. c. 1140). the 
predecessor of the Modistae. Modus for the 
Latin Stoics is the Latin translation of the 
mil~ EXOV of the Greek Stoics. When con­
sidering the function this term had in the 
Stoic doctrine, we may well render it as 'to 
behave in a certain way' (ein Sich-in-gewisser-

MODI ESENDI 

Weise-verhalten (Gabler 1987, pp. 41 f.)). 
Each thing has a being (essentia) and a 

modus essendi, that is a kind and fashion, 
how it is or exists. Radulphus Brito ( died 
1320) and Thomas of Erfurt (c. 1260-1310), 
the most representative of the Modistae, 
understand modus essendi as mode of exist­
ence. Modus essendi is a property of the 
thing itself (modus essendi est proprietas rei 
absolme), i.e. it is not dependent on anything 
else. 

We cannot put the level of modus essendi 
on a level with the real things. For figmenta, 
too, have a modus essendi. As for figments 
and privations, however, their modi essendi 
are identical with their modi intelligendi. 
These beings are not entia positiva extra 
animam (they are not positive things outside 
the soul), but only entia positiva in anima 
(positive beings in the soul). In our fantasy, 
figments are made up of parts deduced from 
entia positiva extra animam (e.g. the chimera, 
which we imagine with the head of a lion and 
the tail of a snake). 

The level of modi essendi is based on the 
level of the things and their properties. 
Thomas of Erfurt, for example. speaks 
emphatically about the properties of indi­
vidual things. This coincides with the onto­
logical realism then predominant. 

The modus essendi is not a linguistic cat­
egory, but an ontological one. The Modistae 
show that the substances (things) with their 
properties exist outside language. These pro­
perties serve as a base for the division of parts 
of speech. There exists among the properties 
a certain order, deriving from the strength of 
the various partes orationis which are either 
magis or minus principales (more or less 
important). 
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DARIUS GABLER 

Modification 
The distinction between determining and 
modifying predicates, which is at least as old 
as Kant's Critique of Pure Reason and which 
is clearly stated by Bernard Bolzano (Theory 
of Science I, §§23, 29), was extensively thema­
tized by Franz Brentano and his school. 
According to Brentano, determining predic­
ates are those which enrich our knowledge 
of an object, singling out one of its prop­
erties: thus 'red' in 'red bag' is a determining 
predicate because there is something- a bag­
which has the property of being red. On the 
other hand, an imagined thaler is not a thaler 
at all: 'imagined' (as well as 'dead' in 'dead 
man' or 'false' in 'false friend') is a modifying 
predicate because it does not point out a 
property of the object to which it is referred, 
but changes the meaning-function of the 
name to which it is tied (Psychology from an 
Empirical Standpoillf, 1874, II, Chapter7). It 
follows according to Brentano that P (e.g. 
'red') is a determining predicate of S (e.g. 
'bag') if and only if the being of an S which is 
Pim plies the being of S. If this is not the case, 
P is a modifying predicate. 

For Anton Marty this distinction has a wide 
application in linguistics ( On the Origins of 
Language, 1875). Connections of words do 
not necessarily match connections of mean­
ings: there are syntactical constructions in 
which words are linked together in such a way 
that their respective functions are modified so 
that there is built up a syntactical sign whose 
elements, each taken separately, do not stand 
for parts of the intended meaning. Consider, 
e.g., the verb 'to turn out': by adding the 
word 'out' we do not thereby specify what 
kind of 'turning' we intend. The word 'out' 
does not function in 'turn out' like the word 
'red' in 'red ink': the word 'out' does not 
determine, it modifies the meaning of the 
term to which it is connected. Here, composi-
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tion takes place only at the linguistic level and 
is a means of designating new meanings 
without introducing new signs. 

The theory of modification assumes a new 
form in Kazimierz Twardowski's On the 
Content and Object of Presentation (1894), 
which tackles the problem of the 'object of 
presentation· by applying the theory of modi­
fying predicates to the description of inten­
tional structures. Presentations may have 
objects: a real entity can be the goal of an 
intentional act, and it is then possible to 
speak about a 'presented object' in such a 
way that 'presented' functions as a determin­
ing predicate which states of a real object the 
property of being experienced by a subject. 
But there is also, for Twardowski, a sense in 
which every experience has its own intrinsic 
object, 'object' now, however, being under­
stood in a modified sense. 'Presented', 'per­
ceived', 'experienced', etc., can also be used 
as modifying predicates and in this case, 
according to Twardowski, the term 'pre­
sented object' means intentional content, 
and contents are necessarily parts of psych­
ical acts. Thus for Twardowski the theory of 
modification is connected with the ambiguity 
of language, but its goal is to demonstrate 
how fluctuations in meaning due to modifying 
predicates are grounded in a two-fold 
directedness of intentional acts, to a content 
as well as to an object of presentation. 

The thesis according to which there is a link 
between the theory of modification and a 
class of linguistic ambiguities was also devel­
oped by Edmund Husserl in his fourth Lo­
gical Investigation. Strictly speaking, the lin­
guistic form 'A is b' denotes and posits a state 
of affairs, but it can be used - in a modified 
sense- to express an assumption or to denote 
its own meaning (for example in 'A is b is 
true'). Thus modification is a means of desig­
nating or expressing new meanings without 
introducing new signs. Moreover - according 
to Husserl - modification as a linguistic 
phenomenon rests on logical transformations 
of meaning: 'red' as a meaning has originally 
an adjectival form, but this can be nominal­
ized and transformed into a substantival form 
as in 'red is a colour'. This difference in 
meaning is here not expressed by a difference 
in the linguistic form; thus the theory of 
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modification hints at that difference between 
linguistic and meaning structures which 
occurs if a class of transformations of a 
meaning is matched by no corresponding 
distinctions on the linguistic level. 
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Monism/Pluralism 

The problem of the one and the many is often 
thought the most fundamental of all meta­
physical problems. Yet dispute as to whether 
reality consists of just one thing (monism) or 
of many (pluralism) can seem an idle ques­
tion. For surely one can only count the 
instances of a definite concept, not mere 
'things'. Reality is certainly just one universe, 
if 'universe' means the sum total of being 
treated as one vast particular. But surely to 
say so is to say nothing of significance, 
because the same total chunk of reality indis­
putably is or includes many instances of some 
other concept, say atoms or souls. Posed 
generally and without specification of the 
kinds of thing to be counted, the monism/ 
pluralism dispute may well seem vacuous. 

But this short way with the question may 
tacitly beg it, and in the monist's favour. For 
it takes for granted that one can ask questions 
about something called 'reality', and effect­
ively treats this something as one. Not to beg 
the question against the stronger forms of 
pluralism, perhaps we should ask rather: 
'Are there many things or just one thing?'. 
However, the monist will insist ( as the strong­
er sort of pluralist must then deny) that ques­
tions of the pattern 'many F's or one?' only 
make sense as questions about the structure 
of a single reality. Thus the attempt to dis­
solve the problem is soon caught up in it. This 
suggests it may be unavoidable and basic. 

MONISM/PLURALISM 

Five main positions on the issue may be 
distinguished: 

I. Weak monism asserts that there is a 
particular individual consisting of real­
ity as a whole (call it the universe) about 
which we can ask intelligible questions. 

2. Weak pluralism accepts this, but says 
that though there is indeed such a thing 
as the universe it is less like a single 
thing than are the paradigm cases of 
single things which it includes. 

3. Strong monism adds to weak monism 
the claim that this particular individual 
has more of whatever makes us regard 
something as a single thing than does 
any other putative single thing to such 
an extent as to be alone worthy of being 
called an individual thing or substance. 

4. Intermediate monism might say that it 
is as much a single thing as are the 
best cases of 'a single thing' which it in­
cludes. 

5. Finally, strong pluralism says that there 
is no such particular individual as reality 
as a whole and that statements about 
something called the universe fail of 
reference. Weak monism, thus, is the 
common presupposition of weak plural­
ism and strong and intermediate mon­
ism, while strong pluralism rejects this 
presupposition. 

It is essential to realize that the universe in 
the above must not be identified with the 
physical universe, unless on the basis of some 
more specific metaphysic. The universe, for 
the weak monist, might consist of the physical 
universe together with something non­
physical, or of several physical universes, or 
again it might be conceived as not truly 
physical at all. (However, it is best to confine 
the question to the realm of the particular -
universals ante res, if there be such, being left 
aside.) 

The above classification is of forms of 
individual monism or individual pluralism, 
theories as to how many genuinely thing-like 
particular things there are and whether the 
most thing-like of all things is the universe. 
This dispute should be distinguished from 
that between attribute ( or better: kind-of-
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thing) monism and pluralism, as to how many 
absolutely different kinds of thing there are 
or how many absolutely different sorts of 
characteristics or attributes of things there 
are. The main dispute in this field is that 
between (a) mind-body dualism, (b) dual 
attribute theory, ( c) idealism, and ( d) 
materialism. 

(a) implies what we might call: 
(a) strong kind-of-thing pluralism, namely 

that there are at least two kinds of 
thing. 

(b) suggests: 
(~) weak kind-of-thing monism for which 

there is just one kind of thing though at 
least two quite different kinds of 
attribute which such things possess 
(this view might equally be called (y) 
weak a/tribute pluralism). 

( c) and ( d) suggest: 
(6) strong kind-of-thing monism, accord­

ing to which there is just one kind of 
thing with just one kind of attribute. 

(a) implies weak or strong individual plural-
ism ((2) or (5) above), but~ (ory) and (6) are 
compatible with each position in the indi­
vidual monism versus individual pluralism 
dispute. The issues are quite different though 
intertwined. Traditionally the opposition of 
monism and pluralism has usually referred to 
that between individual monism and plural­
ism, but 'monism' is often used today to label 
materialist versions of ( b ), as in Donald 
Davidson's doctrine of 'anomalous monism'. 

The pre-Socratics mostly argued for vari­
ous versions of kind-of-thing monism of a 
materialist character, while the dispute be­
tween individual monism and pluralism only 
became clear cut with the first great state­
ments of individual monism in something like 
the sense of (3) by Parmenides (fl. 5th cent. 
BC) and his followers, Melissus (born c. 
485 BC) and Zeno of Elea (c. 490 Bc-c. 430 
BC), and various pluralistic responses thereto, 
especially from the atomism of Leucippus 
(fl. c. 450 BC) and Democritus (c 460-c. 370 
BC). In later Greek philosophy Stoicism was 
effectively a form of (3) and Epicureanism of 
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a pluralist alternative. In modern philosophy 
Spinoza and Leibniz contrast as the classic 
exemplars respectively of individual monism 
in the sense of (3) and a more pluralistic 
alternative, combined in each case with weak 
kind-of-thing monism. In more recent times 
Hegel (1770-1831), Arthur Schopenhauer 
(1788--1860), Rudolf Hermann Lotze (1817-
81), F. H. Bradley (1846-1924) etc. are chief 
proponents of (3) and Johann Friedrich Her­
bart (1776-1841), William James (1842-1910) 
and Bertrand Russell of (2) or (5), while all 
tended to kind-of-thing monism as is, indeed, 
the general rule among meta physicians. Posi­
tion (3) is characteristic of the Advaita 
Vedanta school of Hindu philosophy, while 
other schools, such as Siiilkhya-Yoga, 
are more pluralistic in character. 

Individual monism of type (3) is perhaps 
the most challenging of all these views, but 
has sometimes been defended facilely with 
arguments which suffice at best to establish 
(1). Parmenides, Hegel, and Bradley con­
trast with Spinoza and Melissus in taking 
their monism as excluding the infinitude of 
the universe in the sense of 'stretching out or 
going on for ever' or other kindred sense but 
as infinite in the allegedly deeper sense of 
having no limits not necessarily imposed by 
its own necessarily actualized nature. Some 
see modern physics as supporting a world 
view of this type with space-time as the one 
substance ( though it will surely have to be 
granted a psychic aspect if it is to include 
mind). 
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Moore, G. E. 

George Edward Moore was born in Upper 
Norwood near London in 1873. After study­
ing classics at Dulwich College, he went up 
to Trinity College, Cambridge, in 1891. He 
continued his classical studies for the first two 
years, while also studying philosophy. In the 
summer of 1893 Moore became friendly with 
Bertrand Russell, who had come to Trinity in 
1890, and in his third year he changed his 
majority to philosophy, studying with Henry 
Sidgwick (1838-1900), James Ward (1843-
1925), G. F. Stout (1860-1944), and J.M. E. 
McTaggart (1866-1925). Moore wrote a dis­
sertation on Kant's ethics and was elected to a 
six-year fellowship at Trinity in 1898. He left 
Cambridge in 1904, but returned to lecture in 
1911 and succeeded Ward as professor of 
mental philosophy and logic in 1925. Moore 
was the editor of Mind from 1921 until 1947. 
Though he retired from teaching in 1939, he 
lectured in the United States from 1940 to 
1944 and continued to hold discussion 
sessions with colleagues and students upon 
returning to Cambridge. He died in 1958. 

In 1903 Moore published two works of 
great initial impact that became philosophical 
classics: "The refutation of idealism", which 
appeared in Mind; and Principia Etltica. In 
the latter Moore set out the view that intrinsic 
goodness is an unanalysable, non-natural 
property that is directly apprehended. A 
similar theme is involved in "The refutation 
of idealism", where Moore argued that exist­
ence does not analytically entail being experi­
enced. Idealists might think that it does 
because they fail to distinguish mental acts 
from their objects and from facts that consist 
of acts apprehending objects. When idealists 
argue that esse is percipi, they confuse an act 
of sensing, the object sensed, and the fact that 
the act is an awareness of the object. This 
confusion is aided by the ambiguous use of 
the term 'sensation· to refer to all three 
things. Once they are distinguished, an ideal­
ist can only claim that there is a synthetic 
necessary connection between esse and 
percipi, and Moore holds that no one would 
believe this once it is clear what is claimed. 

In Principia Moore argued that since good­
ness is an unanalysable, non-natural prop-
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erty, naturalistic theories, analysing good­
ness in terms of natural properties, and 
metaphysical theories, analysing it in terms of 
other non-natural properties. involved a 
fallacy. As in the refutation of idealism, his 
basic point was that such theories fallaciously 
offer an analysis of what is unanalysable. 
Being simple, goodness can only be directly 
grasped or intuited. That some thing or kind 
is intrinsically good is also directly appre­
hended, though Moore proposed a method of 
sorts for arriving at such apprehension: 
imagine something to be the only existent and 
consider whether it is better that it exist or 
not. Moore's notion of a non-natural prop­
erty provoked discussions that have per­
sisted for over three-quarters of a century. In 
a reply to C. D. Broad (1887-1971), Moore 
said that he did not know what he had meant 
when he spoke of a non-natural property as 
not capable of existing by itself in time and as 
not being a part of the objects it character­
ized. Yet as we shall see, what he meant is nc 
mysterious. 

In "The nature of judgement" (Mina 
1899), Moore takes simple universal con­
cepts, including existence, colour concepts, 
temporal and spatial concepts, to be the 
ultimate constituents of the universe. Pro­
positions, both true and false, are complexes 
of concepts, as are existent objects, which 
Moore construes as true existential proposi­
tions. This latter theme results from his 
taking an ordinary object, such as a table, to 
be a complex composed of the concepts in the 
complex concept of the table together with 
the concept of existence. As the proposition 
that the table exists is also taken to be a 
complex of the concept of the table and the 
concept of existence, it is not surprising, as 
Moore reported in a letter to Russell, to 
'discover' that existent objects are true exist­
ential propositions. In 1899 he also suggests 
that a universal concept like blue combines 
with spatial and temporal concepts (here, 
now) to form a spatio-temporal instance that 
is a constituent quality of an object such as a 
blue flower. 

In a paper, "Identity", published in the 
Proceedings of the Aristotelian Society of 
1901, Moore focuses on the distinction be­
tween the particular quality instances that are 
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parts of objects and universal concepts. 
Quality instances are taken to be basic par­
ticulars that stand in a certain primitive 
relation to a universal concept or Platonic 
idea. 

These early papers reveal what lies behind 
his notions of natural and 11011-11atural prop­
erty in Principia. When a natural property 
like blue is truly attributed to an object, there 
is an instance of blue, a certain spatio­
temporal particular, that is a part of the 
ordinary object. Thus blue is characterized in 
Principia as existing in time and being 
natural, but the phrase 'natural property' is 
used ambiguously; sometimes to refer to a 
universal like blue, and sometimes to its 
quality instances. A non-natural property in 
contrast does not have instances that are 
temporal parts of ordinary, natural objects. 
Thus, non-natural properties are not parts 
but mere 'predicates' of such objects. As 
there are no particular instances of goodness 
that are parts of what is good, goodness is not 
a temporal existent but a mere 'predicate' of 
objects. Goodness does, however, depend on 
natural properties in that it is predicated of a 
whole in virtue of the latter's natural prop­
erties. 

"The nature of judgement" and "Identity" 
were also directed against idealism, the first 
by holding that there were objective univer­
sal concepts and true propositions, composed 
of concepts existing independently of minds. 
As opposed to the idealist's coherence theory 
of truth, as well as to correspondence the­
ories, Moore held a proposition to be true 
in virtue of an internal con11ectio11 that com­
bined the constituent concepts in the pro­
position. In "Identity" Moore argued, along 
lines Russell would reiterate in a celebrated 
paper, "On the relations of universals and 
particulars" in the Proceedings of the Aristo­
telian Society for 1911, that the construal of 
particulars as bundles of universal concepts 
cannot account for numerical difference. As 
the difference of objects cannot be accounted 
for solely in terms of conceptual difference, 
particulars that differ only numerically must 
be acknowledged. 

In lectures given in 1910-11 and published 
in 1952 as Some Main Problems of Philo­
sophy, Moore set out new accounts of percep-
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tion, truth, and intentionality. In "The refuta­
tion of idealism" he had claimed that we 
directly apprehend material objects. In 1910 
Moore rejects this earlier claim and sees 
idealists and sceptics as failing to distinguish 
between the direct and the indirect apprehen­
sion of an object. This distinction depends on 
his analysis of belief. Moore takes a belief 
such as "This is an envelope" to involve a 
mental act, m, that is the direct apprehension 
of a proposition. The proposition in turn 
stands in a basic reference relation to a fact, 
and the existence of the fact grounds the truth 
of the proposition. The proposition is also 
about the constituents of the fact. Con­
sequently, the mental act m is also an indirect 
apprehension of an object, in this case the 
envelope. Moore, however, was bothered by 
the problems raised by false propositions, 
and, as the book progresses, beliefs replace 
propositions, a belief being implicitly taken 
to be a common property of mental acts that 
are 'beliefs' of the 'same kind'. 

Moore took the perception of a material 
object to involve 

1. an act that is the direct apprehension of 
a sense-datum and 

2. an act of belief that there is a material 
object related to the sense-datum in an 
unspecified way. 

Such an act of belief is an indirect apprehen­
sion of the material object whose existence 
makes the belief true. (Whether the acts cited 
in 1. and 2. are the same is not specified.) 
Perceptions of material objects thus involve 
acts of belief. Moreover, what is believed is 
here immediately known to be true. Idealists 
and radical empiricists mistakenly think that 
existential claims about material objects must 
be based on inferences from sense-data and 
hence cannot be immediately known to be 
true. The mistake is due to confusing direct 
apprehension of with immediate knowledge 
of. We do not directly apprehend material 
objects; but we do have immediate know­
ledge of truths about them. Though we know 
such truths only upon directly apprehending 
sense-data, we do not infer them from truths 
about such data. In discussing truth and 
belief, Moore also set out an early variant of 
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Alfred Tarski's Convention-T as a condition 
for a theory of truth. 

In a celebrated paper, "External and in­
ternal relations" (Proceedings of the Aristo­
telian Society, 1919), Moore held that true 
identity statements are necessary truths and 
criticized idealists' views about internal rela­
tions and identity. In other writings, he 
sought to clarify the nature of analysis, the 
relation between material objects and sense­
data, and the connection between natural 
and value properties. He also sought to 
resolve problems about our knowledge of 
material objects and to specify further con­
ditions for a viable analysis of knowledge, 
since justified true belief does not suffice. In 
his early papers and in Principia Ethica, 
Moore had written as if he directly appre­
hended not only concepts, but also that they 
are simple or complex and whether one 
concept is involved in the analysis of another. 
In his actual practice, however, he tested 
proposed conceptual analyses by considering 
whether certain situations were logically 
possible, such as something being good but 
not pleasant. Increasingly, he invoked what is 
ordinarily considered possible, rejecting 
philosophical claims in conflict with common 
sense and relying on ordinary linguistic use 
rather than on a purported apprehension of 
concepts. Thus, linguistic analysis replaced 
ontological analysis, and Moore's style of 
philosophizing, perhaps more than Ludwig 
Wittgenstein's, instigated and influenced the 
20th-century preoccupation with ordinary 
language. 
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MORALS 

Morals 

The Kernel of Morality. Morality is minim­
ally the negative ideal of all members of 
each community living in harmony in their 
free pursuit of individual goals and group 
plans, with minimal disturbance from others 
and from institutions. Slightly positive is the 
ideal of everybody, not merely not hurting, 
but helping the others in their satisfactions of 
basic needs and pursuit of goals. In any case, 
morality is primarily social morality: moral 
duties to oneself are at best minor corollaries 
of a special puritanical version of that ideal. 
This ideal yields a schema of demands that 
presuppose a view of both human agency and 
the world. Morality presupposes that moral 
agents are endowed with certain intellectual 
and practical abilities. First, there is the 
manifold of abilities constituting agency in 
general. Agents make decisions and adopt 
plans: they have the power to choose courses 
of action and act intentionally and at will. 
They also have the abilities required for 
carrying out some of their plans. Second, 
there are the abilities specifically required for 
morally relevant agency. Moral agents hav, 
internalized in their action-mechanisms rule 
constitutive of a code purporting to embod) 
the idea of morality. Further, moral agents 
are assumed to be capable of appreciating at 
least elementary conflicts between their own 
and others' interests and are able to some 
extent to sacrifice their own interests. 

Morality builds its demands on these pre­
supposed abilities. The core of morality de­
mands that all human beings qua agents be 
treated equally, regardless of their abilities 
and station. That is, each agent is morally 
entitled to the maximal respect for his pro­
jects - with the minimal restrictions and the 
maximal co-operation - compatible with 
equal maximal freedom and minimal inter­
ference for everybody else. The assumption 
that this ideal is to some degree feasible is the 
source and the background of the division of 
communities into institutions, clubs, associ­
ations, and ephemeral groupings as those 
created by particular acts of promising. The 
ideal sustains the criticism of institutions and 
often guides their revision. 

That demand of equality is the core of the 
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normative scheme embedded in moral codes. 
It is captured in the following two schematic 
principles: 

1. The ideal of morality demands, in the 
presence of certain conHicts between 
an agent's interest and the interest of 
others, that the agent sacrifice his own 
interest. 

2. That demand is subject to some struc­
tural constraints: 
(a) The others' interest must pertain to 

some basic need, or be very crucial 
or much more significant to their 
life plans than the agent's interest is 
to his own life plans. 

(b) There are certain moral thresholds 
beyond which the agent's self­
sacrifice lies outside moral injunc­
tion; for example, morality never 
demands the maximal sacrifice of 
the agent's life. 

( c) The exact determination of the 
moral thresholds depends on in­
formation, or beliefs, about human 
nature and about the environment. 
They allow of convention or stipu­
lation. 

Moral thresholds are natural junctures 
where moral codes may differ. They con­
stitute dimensions of moral relativity. This is 
as it must be. On the one hand, different 
communities may differ in their members' 
physical stamina and psychological resi­
lience; the different environments may be 
bountiful or hostile. On the other hand, the 
very same desiderata may be fulfilled in 
different ways. For instance, the same con­
ception of orderly transport, economy of 
effort, and convenience is achieved by driv­
ing on the left as well as by driving on the 
right. 

The moral thresholds of self-sacrifice 
determine a boundary within which each 
person is morally- alas! not factually-secure 
to insist on his own individual purposes and 
plans. These and their boundary constitute 
the agent's moral dignity. Because of their 
dignities, agents are not mere intersubstitut­
able units to be added in purely numerical 
computations of the greatest happiness or 
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freedom of the members of the community. 
The boundary of an agent's dignity is for the 
other agents a boundary of moral taboos: 
beyond them they are not morally entitled to 
demand submission or immolation. Here lies 
the foundation of the personal character of 
punishment and reward. For instance, it is 
morally wrong to sacrifice the known inno­
cent to pacify a community in panic because 
of a mysterious callous criminal. Likewise, it 
is morally required to reward the actually 
deserving persons. 

Morality is, however, not so totalitarian 
that for every action A it demands that either 
one ought morally to do A or one ought 
morally not to do A. Hence, nobody is 
morally forbidden voluntarily to transgress 
his moral thresholds. Self-sacrifice beyond 
the call of duty might perhaps be foolish, but 
it need never be immoral. 

Freedom, Causal Determinism, Ugly Uni• 
verses. The ideal of morality pivots on a 
presupposition of freedom. It presupposes 
two levels of freedom. The moral agent is 
supposed to choose his projects and life plans 
freely, and is also assumed to be free to 
choose to sacrifice his own good in favour of 
the others' good; that is, the moral agent is 
free to subordinate his will to the moral rule. 
Thus the ideal of morality sits on deep 
metaphysical uncertainty. 

For centuries morality has been thought to 
have an anti-scientific bent. Up to the end of 
the 19th century the principle of universal 
causal determination was a fundamental 
dogma of scientific activity: morality, on the 
other hand, has always pivoted on the postu­
late of freedom. This has been, and will be, 
the fountain of the most ingenious, intri­
guing, and perplexing debates. Some philo­
sophers have proclaimed that moral duty and 
moral responsibility are an illusion worse 
than witchcraft. Others have become anti­
scientific. Most philosophers, with a foot on 
each side, have attempted to reconcile the 
irreconcilable: freedom is the logical possib­
ility of having been able to do otherwise; 
freedom is simply ignorance of causal con­
nections; freedom is absence of coercion; 
freedom is just internal causation from one's 
own impulses; free action is action that con­
forms to one's highest desires. The debate 
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still rages furiously. Some find comfort in the 
indeterminism of quantum mechanics. 
Others reply that unpredictable quantum 
jumps cannot account for human freedom. 
Certainly we must not try to reduce freedom 
of choice to wholly unpredictable changes in 
quantum phenomena in the brain. Others 
rejoin by affirming that freedom to choose is, 
nevertheless, freedom to insert changes in 
the physical world. Freedom of the will thus 
presupposes physical indeterminism. In any 
case, the indeterminism involved in freedom 
cannot be a matter of wholly unpredictable 
quantum jumps; it must be structured: it must 
occur within a framework of a determined 
range of open choices. 

Freedom of choice - whether real or not -
is restricted indeterminism a parte ante: the 
open choices are prior to the chosen action. It 
does, however, presuppose a partial deter­
minism a parte post: an action not causally 
determined, within a determined range of 
freedom, is supposed to be freely chosen on 
the assumption that the very choosing of it 
will cause it to exist; furthermore, it is 
assumed, or hoped, that its existence will 
cause other desired states of affairs. 

We often deliberate about what to do and 
conclude our deliberations by choosing a 
course of action. Suppose that I believe 
firmly that I am determined to do action A, 
that is, I am utterly convinced that in fact I 
have no open or real alternatives to doing A. 
Then I do not deliberate or choose to do A: I 
may curse my fate, or I may resign myself to 
doing A against my will. For example, I am 
unavoidably sliding down a ramp and I see 
that I will collide with a child down below. I 
have no choice: I will collide. I have no choice 
because I am causally determined to collide. 
In general, when I (try to) choose to do A, I 
believe that I am not causally determined to 
do A. I may perhaps believe that I must be 
causally determined to choose whether to A 
or to B or to C. The causal determination of 
the type of action - a choosing - is not the 
issue. The question is about the causal deter­
mination of the particular action - doing 
( even a choosing to do) A, or, alternatively, 
doing B, or doing C. 

Now, the experience of choosing estab­
lishes only that the agent believes or takes 
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himself to be free to choose A, or B, or C. As 
Kant remarked in his Groundwork of the 
Metaphysics of Morals (1785), it is the use of 
the idea of freedom, rather than freedom 
itself, which is involved in voluntary action. 
From the fact that we believe ourselves to be 
free to choose what to do, it does not follow 
that we are in fact free to do so. Here, 
however, we are confronting, not merely 
some peculiar fact about particular agents, 
but a fundamental fact about the general 
experience of choosing, namely: 

For any person X: X's choosing at time t to 
A implies X's taking it for granted (rather 
than: explicitly assuming) at the is free to 
choose to A. 

This principle pertains to the logic of 
choosing. The implication it records is the 
phenomenological datum of choosing. It is an 
implication between mental states. It does 
not by itself establish the truth of what in 
order to choose one must suppose to be true. 

A universe containing acts (for instance, of 
choosing) that require a false belief or pre­
supposition (say, of not being completely 
determined to make the choices we in fact 
make, when we make them) is ugly, the uglier 
the more deeply seated is the taking for 
granted of the falsehood in question. It is 
both aesthetically and metaphysically ugly. It 
would be a twisted, somewhat incoherent 
universe: believing is a mechanism neces­
sarily oriented toward truth, truth having 
survival value, yet in that kind of universe 
(whether by evolution or by God's design) 
the most important mechanism of human 
survival- voluntary and intentionally action -
is built essentially on a pivotal false belief. 

None the less, the actual universe may very 
well be ugly. This is the profound uncertainty 
on which morality rests: whether the universe 
containing human agents - let alone moral 
agents - is or is not ugly. The exercise of 
agency assumes that the universe is not ugly. 
Notwithstanding, our efforts at acting 
morally may be metaphysically illusory and 
may occur within an ugly universe. 

Freedom and Evolution. Apparently free­
dom of choice - whether real or not - pre­
supposes a narrower domain of effective 
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alternatives than biological evolution. On the 
other side, the exercise of a free choice, being 
a purely individual response to the world, 
need not alter the posterior recurrence of the 
freedom involved in that choice. The rupture 
of causal determination involved in evolution 
requires, in contrast, a resumption of a 
general deterministic pattern. The mutations 
undergone by the individuals of a species 
become fixed as traits of new biological 
variety. The execution of an action A freely 
chosen, on the other hand, need not, and 
better not, crystallize in a fixed habit to 
do A. 

Choosing is a well-entrenched practice in 
human life. This practice presupposes that 
normally one's choices are efficacious. This 
underlying efficaciousness can be traced to an 
environment hospitable to human life, on 
which evolution erects the practice of choos­
ing. Thus our ability to deliberate, and our 
need to choose actions under the deeply 
seated assumption of freedom, are both the 
work of evolution. The initial rupture in a 
deterministic universe that caused freedom 
of choice crystallized in a characteristic 
human trait. 

The Self: Objectivity/Subjectivity, Identity/ 
Sameness. Deliberation and intention are 
primarily first-person affairs. One can of 
course deliberate vicariously on behalf of 
another agent, for example, when one is 
asked by another for advice, as if one were in 
his shoes, or when one offers a reasoned 
entreaty. Advice and entreaty assume that 
the addressee will, or may, transform the 
reasons of the form: 'You are (should) .. .' 
into first-person reasons of the form: 'I am 
(should) .. .', and the advice 'Do A' into a 
decision 'Yes, I will do A'. But what is this I 
on which intentional action hinges? The 
assumption underlying deliberation is that 
what one calls / is something very special. 
And so it is. Certainly, it is different from 
one's body; in fact it is really not anything one 
can find in the world. One can, having 
become amnesiac and having lost the powers 
of touch and sight, wonder: 'Who am I?' One 
thereby manifests a full grasp of oneself and 
enquires about one's place in the world 
order. One as such is not necessarily identical 
to anything physical or historical in the world. 
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One can think consistently that one existed at 
a different time and imagine the history of the 
world passing before one's sight. I can consist­
ently take myself out of the whole objective 
world and doubt whether it is all an illusion. 
Thus it is thinkable that I may be nothing in 
the world. 

What am I really? This question, very 
different from 'Who am I really?', has led to 
many different metaphysical views. The 
above observations suggest a non-mundane 
nature of the /s. Some philosophers have, 
positively, adduced such observations in 
support of an extramundane immortal soul. 
Other philosophers, believing that whatever 
exists is mundane, have argued, conversely, 
that there is no / at all; some explain the / 
illusion as a linguistic hypostasis resulting 
from the use of the first-person pronoun. The 
idea is both that we could refrain from using 
the first-person pronoun without any loss and 
that if we did so we would see the /s vanishing 
- just as witches have disappeared from the 
world by our never resorting to them to 
explain some persons' strange behaviour. 

The fact is that we could not stop thinking 
in the first-person way as long as we deliber­
ate and adopt plans. It is true that Charles de 
Gaulle used to speak of himself in the third 
person: "De Gaulle thinks (believes, knows) 
that .. .''. He could do it just because he 
believed that he himself was de Gaulle, that 
is, he believed the truth he refused to voice, 
but could have voiced, by saying "/ am de 
Gaulle". He knew quite well who he was. 

Let's return to the question Who am I? It 
shows the other side of the /s. Whatever I may 
be, if I am agent, thus acting in the world, 
then there must be someone who I am. It is 
who I am that has the powers to act. Thus, 
though non-mundane, the /s of agency are 
necessarily co-mundane: they have to be the 
SAME as something in the world, a some­
thing that has a definite place in the causal 
order, and is tied down to a certain time. Who 
I am is mundane, even though/ am strictly 
not mundane; yet we are the same. Thus the 
main axiom in the logic of the / is this: 

(I*) Let F( ... / ... ) be any proposition con­
taining one or more agential first-person 
references. Then: F( .. . / ... ) entails: There 
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exists a physical entity B such that I am the 
same as Band F( ... B ... ). 

Here we face two sets of metaphysical 
issues. First, there is within reality the 
mundane/non-mundane contrast. It is essen­
tially the contrast between the objective 
world and the subjective representations of 
it. Second, there is the identity/sameness 
contrast. These contrasts converge. Thus, the 
truth 'I am (the same as) the author of The 
Strncture of Morality' involves the following: 

I. I am strictly (identical to) a purely 
subjective entity, 

2. the author of The Structure of Morality 
is a purely objective entity in the causal 
order of the world, and 

3. there is a mixed mundane (objective)/ 
non-mundane (subjective) sameness 
between the two. 

This suggests that, although the core of 
reality is objective, total reality includes 
subjective tails or developments that function 
as means of knowing the objective. The 
objective or mundane is the sharable, inter­
subjective physical world. The subjective 
contents of experience are by default 
oriented to the mundane: they are the mech­
anisms through which objects in the world 
represent and act on the world. By (I*) the 
mundanity of the / is its co-mundanity: each 
non-mundane (subjective) individual / is 
metaphysically required to be the same (in 
the appropriate existential sense) as some­
thing physical through which the agent has 
mundane effects. Thus, each agent's/ is the 
agent's mechanism of representing its own 
agency as a source of activity. 

An I is the subjective representation of a 
self-reflective thinker. Is it a permanent 
representation residing deeply in the agent's 
manifolds of powers to think? Is it an 
ephemeral representation lasting as long as 
the episode of self-consciousness lasts? Un­
doubtedly, the constancy of the thinking 
agent in the world requires a lasting power to 
think/ every time the agent is self-reflective. 
Nevertheless, the permanence of a power 
does not imply the permanence of its mani­
festations- unless it is permanently exercised. 
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It is a fact, however, that our consciousness is 
intermittent, and self-consciousness is even 
more intermittent. In deep sleep we lose 
consciousness altogether, and when we 
become absorbed in a problem or in a show 
we are engaged in /-less, non-reflexive con­
sciousness. It seems, then, that the /-mech­
anism of representation is enduring: its pos­
session is precisely the power to be self­
conscious. The /s which the exercise of the /­
mechanism delivers are actual but ephemeral 
representations of the agent to himself. The/ 
vanishes when self-consciousness vanishes. 
The/ of an episode of self-consciousness can 
ground neither a metaphysical mental sub­
stance nor a theological soul nor an empir­
ically characterizable permanent body. (This 
is, of course, a controversial account.) 

Bodies and Their Minds. The problem of 
what the self or the / is lies at the core of the 
metaphysics of agency. Yet it is only one 
paramount instance of the general problem 
of the mind-body relation and the role of 
consciousness in the world. There are many 
views on mind and consciousness. Up to the 
17th century reductions of the physical to the 
mere contents of consciousness were fashion­
able. Nowadays the dominant trend is to 
reduce the mental to the physical. The pre• 
ceding brief discussion of the co-mundanit} 
of the / steers a non-reductionist course. It is 
slanted in favour of physicalism, by conced­
ing to it the whole world, the mundane. 
Furthermore, by conceding primary reality to 
the physical order of the world it also con­
cedes a causal primacy to the physical. The 
mental, even if irreducible, must be anchored 
to the physical. Nevertheless, the meta­
physical primacy of the objective is not ipso 
facto the annihilation of the mental. Thus, as 
far as the preceding discussion of subjectivity 
reaches, it may be metaphysically true that 
the mental supervenes on the physical. If the 
mental is not to be merely epiphenomena!, 
then a causal role for episodes of conscious­
ness must be established. To be sure, the non­
epiphenomenal character of consciousness 
does not eliminate the ugliness of a universe 
in which freedom to choose is metaphysically 
illusory. 

Moral Codes: Their Four-Storeyed Struc­
ture. The preceding metaphysical presup-
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positions undergird the mere concept of 
(intentional) agency. Moral agency makes 
additional presuppositions. These are essen­
tially epistemological. That is, the meta­
physics of moral agency is the metaphysics of 
agency together with the metaphysics of 
morally relevant knowledge or conjecture. 

The above remarks offer only the kernel of 
the ideal of morality. This ideal should of 
course be spelled out in full. The formulation 
of the ideal of morality in full is itself another 
ideal. The formulation of a moral code that is 
a perfect embodiment of morality is a super­
ideal lying entirely beyond our reach. For one 
thing, as observed above, the moral thresh­
olds constitutive of a moral code allow of 
stipulation and convention. In general, how­
ever, the formulation of a moral code re­
quires precise knowledge of human nature 
and its diverse types, and rich knowledge of 
the world and its means for human subsist­
ence and happiness, including the advances 
in technology. Clearly, this would be feasible 
only if all the sciences, natural and human, 
had already completed their tasks. Then 
there would remain only the enquiry to 
ascertain each and every agent's total hier­
archy of purposes and life plans. In this sense 
a moral code is, further, much more difficult 
and uncertain than a scientific theory. Like a 
scientific theory, a moral code, regardless of 
how schematically it is conceived, is a con­
jecture, a posit, about the overall happy 
outcome of the interaction between the world 
and the agents with minimal interference, if 
not co-operation, among the agents them­
selves. 

With some general assumptions about 
human nature and the world we can construct 
a general schema of morality. Schema, I say, 
advisedly. We can be reasonably certain of 
the structure of morality. The contents of 
morality are, however, something else. Yet 
the ideal, whether in its kernel form, or as a 
structured schema, is by itself nothing, unless 
it gains some content. For this the schema 
must be embodied in a large network of 
shared beliefs about the nature of the agents 
and about the environment in their habitat. It 
can then, enriched with further specific em­
pirical beliefs, be the foundation of a moral 
code. Doubtless, if the ideal is to be of any 
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good, the beliefs on which it is mounted, and 
the beliefs with which it is enriched, must be 
true. These are - however difficult they may 
be to achieve - empirical and not meta­
physical beliefs. Metaphysically the crucial 
point is that each moral code, presupposing a 
wealth of beliefs about human nature and the 
world, is a posit as to how we can all live the 
best feasible lives we can choose. With 
changes in knowledge and developments in 
technology we ought morally to revise our 
moral code. Morality recognizes our finitude 
and, hence, demands that we be alert so as to 
be able to engage in moral progress. 

Most classical theories of morality are 
answers to one question: 'What ought I 
morally to do here now?' Their underlying 
assumption is that each person in each given 
circumstance faces that question understood 
as monolithically requiring one answer. This 
assumption is in error. It fails to take into 
consideration the crucial fact about human 
nature that given our finitude we must organ­
ize our actions in plans with others. This need 
is the foundation of our institutions. Human 
beings are necessarily institutional beings. 
Hence, our primary duties and rules are not 
moral, but institutional. Morality enters the 
scene when conflicts in institutional duties are 
not resolved within the existing institutions. 
Then the need becomes urgent for a general 
point of view from which all such conflicts can 
be solved. The generality of the needed point 
of view presupposes human dignity and 
everybody's freedom to choose his bio­
graphy; hence, it demands universal respect 
for that dignity and that freedom. To be sure, 
reflection suggests the whole of one's own 
community and, even, humankind as com­
prehensive institutions. Morality, thus, also 
deals with personal conflicts of interest out­
side institutions. On this correct insight moral 
philosophers have built the view of morality 
as being concerned, exclusively, with the 
above monolithic question. 

Morality must take into account human 
finitude and the institutional character of 
agency. These abstract metaphysical aspects 
are certain. To be serviceable the ideal 
morality must be embodied in a moral code, 
built on specific hypotheses about human 
nature and about the surrounding environ-
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ment. These are uncertain. Thus a moral 
code has a four-storeyed structure: 

I. The euergetical level ( EUEQYE"tEW 
= to do good), where we find the vague 
interpersonal duties to treat others as 
we treat ourselves, or to avoid causing 
pointless suffering. These are the vague 
rules that classical theories aim at eluci­
dating under proposals like: act in 
accordance with a universal maxim, or 
maximize happiness. 

2. The ethical or meta-institutional level 
(~l'to~ custom, practice), which 
prescribes a uniform solution to con­
flicts of duties. 

3. The principles of moral ranking of insti­
tutions and the kernel of the ideal of 
morality, which provide the basis for 
the ethical duty to solve conflicts of 
duties. 

4. The metathetical level (µrra!tEoL~ 
= change), where the moral code isself­
corrective and occasionally enjoins the 
changing of levels (1) or (3). 

A correct theory of morality, built on the 
proper metaphysical foundations, does not 
take the moral question 'What ought I 
morally to do here now?' as monolithic. The 
question allows of a threefold answer. be­
cause it has three different moral inter­
pretations, depending on whether the moral 
duty at issue is a euergetical, an ethical, or a 
metathetical one. These answers may con­
flict. Then there is a truly moral conflict. 
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HECTOR·NERI CASTANEDA 

Moses Maimonides 
Moses Maimonides was an outstanding 
Jewish philosopher, jurist, physician, and 
communal leader. He was born in 1138 in 
Cordoba, Spain. At an early age he and his 
family were forced to flee Spain because of 
religious persecution. After years of moving 
around North Africa and Palestine, he settled 
in Fostat (Old Cairo), Egypt, where he 
stayed until his death in 1205. His major 
literary works include the Mish11eh Torah 
(c. 1177), the most comprehensive code of 
Jewish law ever written, and The Guide of the 
Perplexed (1200), the most famous Jewish 
philosophical book. Maimonides was heir to 
a rich tradition of Arabic science and philo­
sophy, and his own philosophical and medical 
works, written in Judaeo-Arabic, bear wit­
ness to this tradition. 

When Maimonides speaks of 'metaphysics' 
in his various writings, he usually intends 
what the Arab philosophers called 'divine 
science', that is, theology. Divine science is 
characterized in the Guide as the apprehen­
sion of God ( 1.34) and the apprehension of 
the agent intellect (I.62), the celestial intel­
ligence responsible for bestowing the forms 
of existence upon sublunar entities and the 
forms of thought upon the human intellect. 
The scope of metaphysics is said to encom­
pass such topics as the existence, unity, and 
incorporeality of God, the signification of 
divine names and attributes, and the explana­
tion of prophecy, providence, and divine 
knowledge and creation. In fact the scope is 
much broader, since these topics require for 
their proper elucidation a solid grounding in 
Aristotelian physics and metaphysics. Thus, 
in order to prove the existence, unity, and 
incorporeality of God, Maimonides appeals 
to premisses based on the Aristotelian con­
cepts of potency and act, essence and exist­
ence, matter and form, necessity and possib-
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ility, and causality. But these premisses are 
cited with little explanation, and no proof, 
the reader being directed to the 'books of the 
philosophers' for further explanation. 

Although Maimonides makes no reference 
to the metaphysical writings of earlier Jewish 
philosophers, he claims that metaphysics was 
studied by the ancient Jewish sages under the 
rubric of ma' aseh merqabah (literally: 
'account of the Chariot', the Rabbinic-eso­
teric speculation concerning the heavenly 
chariot seen by the prophet Ezekiel; see 
Mis/mah: Hagigah 2.1). This claim was of 
immense importance for the subsequent his­
tory of Jewish philosophy in that it legitim­
ized the study of metaphysics from a Jewish 
standpoint, though at the same time restrict­
ing that study to a select elite. 

The metaphysical system found in 
Maimonides's writings is that of the Moslem 
Aristotelians, especially Alfarabi (c. 870-
950) and Avicenna (980-1037). The founda­
tion of the system is God, variously described 
as 'Necessary Existent', 'Supreme Intellect', 
and 'Prime Cause', who perpetually causes 
and sustains the existence of all other exist­
ents. The latter, which are dependent ontolo­
gically upon the Necessary Existent, are 
divided into three classes: corruptible hylo­
morphic entities (terrestrial bodies), incor­
ruptible hylomorphic entities ( celestial 
bodies), and incorruptible immaterial en­
tities (celestial intelligences). As in other 
medieval Neoplatonic-Aristotelian systems, 
existence flows from God to the sublunar 
world through the medium of celestial 
spheres and intelligences. 

What appears to distinguish Maimonides's 
system from those of the Moslem Peripatetics 
is the role he assigns to divine will. God 
created the world ex 11ihilo through a pur­
poseful and unconstrained act, not through 
any inner necessity of nature. Though the 
workings of the world can be explained by 
and large on a naturalistic model, traces of 
divine will are observable in the irregular 
movement of the spheres and the stars and in 
the occurrence of miracles. Yet it must be 
said that even this small amount of volun­
tarism (perhaps influenced by the writings of 
the Moslem theologian Algazel (1058-
llll)) cannot easily be reconciled with his 
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otherwise naturalistic system, causing some 
scholars to doubt its genuineness. 

The lack of fit between divine voluntarism 
and Aristotelian naturalism is evidenced in 
Maimonides's limited acceptance of the 
classical principle of plenitude: "Every real 
possibility must be realized at some time" 
(Guide 2.1; cf. Letter to lb11 Tibbon). While 
Maimonides asserts the principle in his third 
method for proving God's existence, he limits 
its application with respect to divine possibil­
ities: God could have created a different 
world than he did. Unless it was possible for 
God to have created a different world, the 
world he did create could not be a product of 
his freely chosen and purposeful act. Maimo­
nides appears to reconcile this voluntarism 
with Aristotelian naturalism when he holds 
that God, in the act of creating, freely chose 
an Aristotelian world, a world in which the 
principle of plenitude has full scope. 

Because of the exalted nature of its subject 
matter, the science of metaphysics is beset by 
limitations. Man can prove conclusively that 
God's existence is necessary, unique, and 
incorporeal, but he cannot apprehend his 
essence, nor, for that matter, the essences of 
immaterial entities such as the separate intel­
ligences (1.37). The inherent limitations of 
material creatures preclude any precise in­
sight into the workings of divine knowledge 
and providence; metaphysical questions con­
cerning the origin of the world cannot in 
principle be answered conclusively because 
of the irreducible element of divine will 
(2.24). Moreover, human language is unable 
to express anything positively about the 
divine essence without detracting from God's 
uniqueness, for positive attributes imply a 
relationship between him and his creatures 
(1.56). 

Maimonides may have gone further than 
his Islamic predecessors in emphasizing the 
limitations of human knowledge and the 
impossibility of ultimate metaphysical know­
ledge, although this is a matter of scholarly 
dispute. In any event, he states throughout 
his writings that men can attain knowledge of 
God "according to their ability" - indeed, 
doing so is mandated by the Torah - and he 
holds that most of the premisses of Aristo­
telian metaphysics have been demonstrated 



581 

to be correct (2.Int). Moreover, although a 
concept of God cannot be obtained through 
direct apprehension of his essence, it can be 
constructed through a process of negation of 
incompatible predicates (1.60). 

Maimonides's theory of the human soul, 
though not part of his metaphysics proper, is 
important for understanding his ontology. 
Like most Aristotelians he considers the soul 
as the entelechy of the body, but unlike some 
he denies that it, or any part thereof, con­
stitutes a separate incorporeal substance. 
Human intellect is described as a "mere 
faculty or predisposition" to receive the 
forms of thought (intelligibles); although 
Maimonides calls this predisposition 'cor­
poreal', he probably means thereby that the 
human intellect inheres in body rather than 
that it is actually body itself (Altmann 1987, 
p. 67). 

The ontological dependence of the human 
intellect on the body rules out the possibility 
of its continued existence after an individual's 
death. Yet, while the human intellect as a 
predisposition to receive the intelligibles 
ceases to exist, the intelligibles that were 
acquired during an individual's lifetime do 
not; these acquired intelligibles constitute 
what Maimonides calls "the thing that re­
mains" after death (1.40, 1.41, 3.22). 
Whether this 'thing· is an individual or a 
general intellect is a question of inter­
pretation on which there is no scholarly 
unanimity. 
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MULTIPLE RELATION THEORIES 

Multiple Relation Theories 

Multiple relation theories were propounded 
by Bertrand Russell between 1907 and 1913 
in an attempt to avoid having to admit 
propositions as genuine ( or logical) subjects. 
On such theories, propositions such as 
'Othello believes that Desdemona loves 
Cassio', where a proposition apparently func­
tions as a term of a relation, are analysed in 
such a way that the propositional component 
disappears. Thus the example is not analysed 
as a two-place relation between Othello and 
the proposition that Desdemona loves 
Cassio, but as a four-place (multiple) relation 
between Othello and the constituents of the 
apparent proposition, viz. Desdemona, loves, 
and Cassio. As analysed, 'believes' is the 
main ( or relating) relation and the subordinate 
relation, 'loves', occurs as a term. On the 
multiple relation theory, propositional sym­
bols may never stand alone, but always within 
the scope of a functor, a so-called proposi­
tional attitude (often implicit in natural lan­
guage), such as 'believes', 'asserts', 'suggests', 
'doubts', etc. The complex of functor and 
propositional symbol can then be analysed bJ 
means of multiple relations in such a way tha· 
the propositional symbol is eliminated. 
Propositional symbols are thus incomplete 
symbols, meaningless in isolation and elimin­
able by means of multiple relations from any 
context in which they occur. 

Russell felt himself forced to the theory by 
the need to avoid having to suppose that 
there were such things as false propositions. 
Although he usually discusses judgement (or 
belief) when presenting the theory, it is clear 
that the theory must apply to all propositional 
attitudes. Indeed, Russell uses the theory to 
give a complete account of propositions as 
they occur in Principia Mathematica, includ­
ing the theory of truth. For propositions are 
nothing but false abstractions generated by 
multiple relations. It is thus clear that the 
theory of propositional orders, Russell's 
characteristic view that propositions and 
their apparent properties have significance 
ranges determined by their position within a 
hierarchy of orders, must also be based upon 
multiple relations (Principia Mathematica, I, 
pp. 44-5). Moreover, the elimination of 
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propositions was used by Russell as part of his 
justification of type theory (Principia, I, p. 
48). The importance of this fact was first 
noted by Sommerville (1979). 

The theory faces a number of difficulties. 
In the first place, different putative proposi­
tions have different numbers of constituents. 
Thus a multiple relation, like belief, will not 
always be a four-place relation, and so must 
either be variably polyadic (a situation Russell 
seems not to have envisaged) or else system­
atically ambiguous. Another technical prob­
lem is that of extending the theory to locally 
compound judgements. Russell (1911, 1913) 
handles negation by introducing disbelief as a 
new multiple relation; and conjunction is 
straightforward. But disjunction is problem­
atic unless logical operations are admitted 
as terms. In Principia Russell sketched an 
extension to quantified judgements. 

More serious is the problem of distinguish­
ing Othello's belief that Desdemona loves 
Cassio from his belief that Cassio loves 
Desdemona. Russell tackled this problem in 
different ways during the years in which he 
held the theory. Initially, he argued that the 
distinction was to be made by means of the 
subordinate relation which was directed 
either from Desdemona to Cassio or vice 
versa (Russell 1910). But this will not do, 
since the subordinate relation is a term and 
does not relate other terms and thus can have 
no direction from one term to the other. 
Subsequently, Russell argued that the mul­
tiple relation itself provides the requisite 
order for its terms (The Problems of Philo­
sophy). The trouble here is that the multiple 
relation must somehow relate three of its 
terms, Desdemona, loves, and Cassio, not 
merely to the fourth, but among themselves 
also. It is not clear how it can do this without 
resurrecting propositions, or something very 
like them. Finally, Russell suggested that, 
since the problem arises because the terms 
Desdemona and Cassio can be related by love 
in two different ways to produce two different 
possible complexes. it could be solved by 
eliminating such relations in favour of what 
he called "non-permutative relations" which, 
when supplied with terms, could yield only 
one possible complex. He gave an elaborate 
account of this procedure (Russell 1913). 
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The most serious objection, however, was 
raised by Ludwig Wittgenstein in a letter to 
Russell of June 1913 and led to Russell's 
abandoning the theory. Wittgenstein argued 
that, by treating the subordinate relation as 
a term, Russell had made it impossible to 
exclude nonsensical combinations (e.g. 
'loves Desdemona Cassio'). While Russell 
did not wish to admit any propositions as 
logical subjects, he did not wish to admit 
combinations of this kind even as false ab­
stractions, since to do so would violate the 
significance constraints he imposed on pro­
positions through the theory of types. Since 
type theory was to be built (in part, at least) 
upon the multiple relation theory, the ad­
mission of nonsensical combinations as false 
abstractions would violate the very doctrine 
the multiple relation theory was intended to 
support. Nonsensical combinations could 
only be excluded if prior judgements were 
made to assign terms to types (thus, e.g., 
making it clear that 'loves' was of a different 
type to 'Desdemona' and 'Cassio'). But such 
judgements would then be prior to the mul­
tiple relation theory, and multiple relations 
could no longer provide a satisfactory and 
complete account of judgement, nor the 
means for an elimination of propositions. 
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NICHOi.AS GRIFFIN 

Music 
The central question of the ontology of music 
is: What kinds of things are musical works (or 
compositions)? Such a question properly 
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arises only in certain musical domains, not­
ably that of Western 'classical' music (to 
which this essay will be implicitly restricted); 
it has no purchase in others, such as that of 
purely improvisatory jazz, or that of many 
folk genres around the world, where the idea 
of a repeatable, instantiable, non-occasion­
bound musical entity is absent. (In such 
domains, we might say, the musical object is 
straightforwardly just the particular event of 
playing on a given occasion or, perhaps, just 
the sounds thus produced.) 

It is clear that a paradigm musical work in 
the Western tradition, e.g. Brahms's Second 
Symphony, is not any physical object or event 
whatsoever. In particular, it is not identical 
with any performance of it, the idiom of 
'performance of itself attesting to the distinct­
ness of performance and that which is per­
formed, and is equally not to be identified 
with any score of it, whether original manu­
script or mass-produced copy, for such things 
are evidently seen and not, as is required, 
heard. Furthermore, a musical work gener­
ally predates any of its performances, and can 
easily postdate the destruction of all scores 
thereof. On the other hand, scores and per­
formances are of the utmost importance; 
musical works in this tradition are largely 
defined by the former, and experienced, 
known through the latter. 

Views on the Nature of the Musical Work, 
It is, then, agreed by all that a work of music 
is not a physical entity. Views of what it has 
been taken to be instead are roughly four in 
number, three of which hold in common that 
a musical work is some variety of abstract 
thing. The first view is that a musical work is a 
set or class of performances. The second is 
that it is a pure universal or type, such as a 
sound structure or pattern, or some other 
congery of purely musical properties. The 
third is that it is rather a qualified or contextu­
alized type, akin to other products of culture 
in being creatable and bound to specific 
persons, times, and places of origin. The 
fourth is that it is a mental event or occur­
rence, something existing properly in the 
minds of composers, and perhaps eventually, 
of their interpreters and audiences. The first 
view has been advanced by Nelson Goodman, 
the second by R. Wollheim, N. Wolterstorff 
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and P. Kivy, the third by J. Margolis and J. 
Levinson, and the fourth by Benedetto Croce 
(1866-1952) and R. Collingwood. R. Ingar­
den's position, that a musical work is a 
Husserlian 'intentional object', coming into 
being at a given historical juncture and 
dependent upon human activity, is perhaps 
also an instance of the third view. Finally, 
though I will not consider it further in this 
essay, it is possible to take an eliminativist 
view of musical works, denying that there 
really are any such things, and recognizing 
only scores, performances, and associated 
practices. 

Musical Work as Class of Performances. 
The idea that a musical work is a class of 
performances presents problems that derive 
directly from the difference between works 
and performances simpliciter. A work that is 
never performed generates no class of per­
formances, and yet remains an existent work 
of music none the less. But additionally, if the 
class with which we are to identify a work is 
conceived in temporal fashion, then the work 
expands - grows peculiarly larger - with each 
performance, whereas if conceived atempor­
ally or eternally, as collecting together all 
performances past, present, and future- then 
the work is equally peculiarly revealed as an 
entity with some arbitrary (e.g. 8721) number 
of elements or constituents. Furthermore, 
what it is to hear or aurally experience a class 
is indeed difficult to say. 

Musical Work as Mental Entity. The idea 
that a musical work is a mental entity or 
process. existing perhaps in the imagination, 
also has little to recommend it. It can explain 
neither the public access we have to musical 
compositions. nor their capacity to endure 
long after their creators, and their original 
interpreters and audiences, have gone the 
way of all flesh. The appeal of this theory 
seems largely based on the fact that a musical 
work can exist as the object of thought before 
being manifested outwardly in any physical 
act or artefact, and on a confusion between 
the experience of composing, performing, or 
listening, and what is then so experienced, 
either immediately or mediately. 

Properties Constitutive of a Musical Work. 
Among those who regard a musical work 
either as equivalent to, or as at least includ-



MUSIC 

ing, an abstract sound structure - proponents 
of the second and third views labelled above­
there is some dispute over which properties 
belong to the sound structure constitutive. in 
whole or in part, of a musical work. Almost 
all agree this includes pitches and rhythms ( or 
at least relations of pitch and rhythm), but 
there is not general accord concerning 
tempo. phrasing, dynamics, timbre, and in­
strumentation. (Goodman, for his part, has 
proposed that only strictly notationally ex­
pressible properties of a musical composition 
- i.e. roughly just pitches and rhythms -
should be considered definitive of it, but this 
is highly counterintuitive and contrary to 
musical practice.) It can be shown, however, 
that numerous features of standard musical 
works central from the perspective of criti­
cism in fact only coherently attach to them if 
just about all the above structural properties 
of music are taken as constitutive of what 
such works are. 

Musical Work as Sound Structure. The 
idea that a musical work just is an abstract 
sound structure or pattern tout court runs into 
problems, first, having to do with creatability, 
since abstract structures of pre-existing tonal 
elements would seem to already exist when 
the system defining them was given. But 
second, and more importantly, the differen­
tiation of musical works in terms of the full 
complex of aesthetic/artistic properties that 
are generally held to belong to them demands 
that they be seen as entities more finely 
individuated, more historically qualified, 
than sound sequences per se. There can be 
two sound-structurally ( and even instru­
mentally) identical musical works, even with­
in the same musical systems, which possess 
different such complexes, and thus are 
strictly distinct. This is due to differing con­
texts of origin, and thus to correspondingly 
differing contexts of correct performance, 
audition, and understanding. One response is 
to regard musical works as initiated types: 
structures-as-indicated-in-a-context, or by­
person-P-at-time-t (Levinson I 980), which 
are akin to what some philosophers have 
called 'qua' objects. Another would be to 
regard musical works as sound structures 
together with their intended contexts of pre­
sentation and appreciation (Walton 1988). 
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Musical Work as Contextually Qualified 
Performed-Sound Structure. But finally, it 
can be argued that instrumentation is indeed 
an integral constituent in the entity which can 
be identified with a musical work. Shorn of 
their specific instrumentations- both in terms 
of timbral quality and of means of production 
- such works would lose the definiteness of 
aesthetic character that criticism and ordin­
ary discriminating experience ascribes to 
them. Thus, a musical work must be seen as 
having at its core the union of a sound 
structure and a performing-means structure­
as being at base a structure of performed­
sounds, so to speak. Putting this together 
with the above, then, a musical work is 
plausibly a variety of initiated type -
a contextually qualified performed-sound 
structure. 
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N 
Naive Physics 

Naive physics is that branch of artificial 
intelligence research which seeks to fix our 
everyday, commonsensical knowledge of the 
external world in a form that is capable of 
being conveyed to and utilized by a com­
puter. Research in naive physics originated in 
reflection of the computational difficulties 
associated with the use of standard physics as 
a basis for programming in robotics. The 
theories of standard physics seem not to 
address cuts through reality of the right sorts 
and dimensions to assist in the negotiation of 
obstacles of the sort we encounter in our ( and 
the robot's) everyday experience. 

Different variant forms of the discipline 
have been advanced. Thus for example there 
is the work of J. R. Hobbs eta/. (1987) on the 
use of common-sense knowledge in the 
understanding of texts about mechanical 
devices and their failures, work that is centred 
on the development of what is explicitly 
referred to as a 'common-sense metaphysics', 
amounting to a theory of those core concepts 
(such as granularity, scales, time, space, 
causality, etc.) which figure in virtually every 
domain of enquiry. 

There is the 'qualitative physics' of J. D. de 
Kleer and J. S. Brown (1984). This seeks to 
provide qualitative algorithms for predicting 
the behaviour of complex devices from the 
generic behaviours of their respective com­
ponents. The latter prove capable of being 

. reduced to a relatively small number of basic 
types enjoying different realizations in highly 
disparate fields. Conduits, for example, may 
be used to convey air, water, electric current, 
information, and so on. The algorithms them­
selves rest on the use of a qualitative differ­
ential calculus which in some respects recalls 
the morphological ideas of Rene Thom. 

The term 'naive physics' itself, however, is 
associated above all with the work of Patrick 
Hayes (1985). Hayes envisages a programme 
of massively large-scale formalization of 
common-sense knowledge to be expressed 
in terms of a first-order axiomatic theory 
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embracing of the order of 104 to 105 predic­
ates. Such predicates may be divided into 
various sub-clusters, representing tentatively 
and provisionally distinguishable branches of 
the discipline of naive physics taken as a 
whole. Thus in particular Hayes distinguishes 
sub-clusters of predicates relating to: 

- places and positions 
- spaces and objects 
- qualities and quantities 
- change and time 
- energy, effect and motion 
- composites and pieces of stuff. 

Consider, for example, that sub-cluster 
which relates to places and positions. This 
might involve predicates coding notions such 
as: on, in, at, path, inside, outside, wall, 
boundary, container, obstacle, barrier, and 
so on. No one of these notions as realized in 
naive physics will be capable of being reduced 
to any of the others. An adequate treatment 
of the predicate coding 'on', for example, 
would need to tie this predicate axiomatically 
to predicates coding notions such as friction, 
support, gravity, solidity, tension, load, 
pressure, and so on, in addition to the purely 
geometrical component of the notion. 
Moreover, each of these predicates, too, 
could be treated adequately only by means of 
axioms in which they are tied in non-trivial 
ways to some or all of the others. The theory 
of naive physics must therefore be highly 
non-hierarchical, as contrasted with a system 
like, say, Rudolf Carnap's Aufbau, where a 
very small number of primitive notions 
suffices for the construction of the entire 
edifice of the theory. 

Pre-history of Naive Physics. It is not, at 
this stage, clear whether naive physicists are 
indeed able to provide with their methods a 
computationally efficient and predictively 
powerful alternative to standard physics. 
Their work is interesting, however, already 
from a descriptive point of view. In this 
respect it echoes back to an earlier sort 
of physics such as we find, for example, in 
Aristotle and his followers, and modern-day 
practitioners in the field have indeed recog­
nized that valuable insights are to be gained 
from those medieval thinkers, such as John 
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Buridan and Nicole Oresme, still operating 
within a broadly Aristotelian framework. 
(See e.g. Holland et al. 1986, p. 208.) 

In the works of the medievals, however, 
the issue is for obvious reasons not addressed 
as to the proper relation between this ( qual­
itative) physics and (quantitative) physics of 
the more standard modem sort. Early expo­
nents of what might be called a sophisticated 
11ai"ve physics. which is to say: a theory of the 
commonsensical domain whose relations to 
physics proper are made the subject of expli­
cit theoretical concern, were Ernst Mach and 
Richard Avenarius, who sought a view of the 
world as this is directly given in the fabric of 
'pure perceptions', the latter conceived as 
having been stripped of those metaphysical 
ingredients (for example, ideas about abso­
lute space and time) that are customarily 
imported into experience. 

It is in the work of the Gestalt psychologist 
Wolfgang Kohler(1887-1967), however, that 
there appears what is perhaps the first occur­
rence of the term 'naive physics'. In his The 
Mentality of the Apes, a work whose original 
German text dates back to 1917, Kohler 
points out that "psychology has not yet even 
begun to investigate the physics of ordinary 
men (Physik des 11aiven Menschen), which 
from a purely biological standpoint, is much 
more important than the science itself'. As 
Kohler shows: 

not only statics and the function of the lever, but 
also a great deal more of physics exist in two fo,:ms, 
and the non-scientific form constantly determmes 
our whole behaviour. (With experts, of course, this 
is saturated in all stages by physical science in the 
strict sense.) 

Kohler's ideas, along with those of his fellow 
Gestalt theorist Max Wertheimer (1880--1943), 
were then worked out in detail by two Berlin 
psychologists Otto Lipmann and Hellmuth 
Bogen in a work entitled Naive Physik, 
published in Leipzig in 1923. 

The phenomenologists, too, and above all 
Edmund Husserl in his Crisis of European 
Sciences, addressed in explicit philosophical 
fashion the problem of the relation between 
pre- and post-Galilean physics and the onto­
logy of the common-sense world - called by 
Husserl the "theory of the structures of the 
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life-world" (cf. Petito! and Smith 1990). A 
history of naive physics from Aristotle and 
the commentators to Hayes and his associates 
has still, however, to be written. 
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BARRY SMITH 

Names. See: Singular Terms 

Naturalism 

Apart from certain uses of this term in ethics, 
naturalism signifies all those systems for 
which nature is the whole of reality. By 
nature is understood, especially in American 
naturalism, that which is amenable to scient­
ific explanation. This use of 'scientific' to 
mean natural science, common in English­
speaking countries, yields, if the qualification 
is made explicit, a circular definition of 
nature. Hence there must be added the claim 
that natural science can explain all there is, at 
least in principle. 

The key idea, however, is that of reality as 
a monistic system and hence as subject to a 
uniform method of study. Thus nature, 
besides signifying all that can exist, has also to 
be seen as a single process in which all events 
are connected in a strict determinism - for 
freedom, it is thought, evades explanation 
and prediction. Thus nature must form a kind 
of Spinozistic total event which is given or 
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'natural' in the sense that no further explana­
tion can or should be sought. Questions 
about reality, to be meaningful. should thus 
be construed as questions about the current 
scientific world picture. 

Empiricism up to Kant and, later, positiv­
ism prepared the soil for this general view of 
things. Since the 1930s it has replaced ideal­
ism in the United States as the dominant 
philosophy, already sketched in The Life of 
Reason (1906) by George Santayana (1863--
1952). Representative were R. W. Sellars, C. 
I. Lewis (1883--1964) (Mind and the World 
Order, 1929), or, in England, C. D. Broad's 
(1887-1971) The Mind and its Place in Nature 
(1925), which ends with a plea for "a delib­
erate modification of human organisms" via 
eugenics in order to increase human recept· 
iveness to this naturalist view of life. The 
suggestion illustrates, early on in the move­
ment, the reductivist character of naturalism, 
not only, as indicated, at the level of explana­
tion but, more drastically, at the level of the 
assignment of a value independent of the 
total system of nature to human persons or 
what they in turn might value. 

This illustrates a further general point, that 
understanding the world and changing it, the 
two values which Karl Marx (1818-83) set in 
such dramatic opposition: theory and prac­
tice are brought closer together in naturalism 
than on the classical scheme. It can thus 
appear as a variant of pragmatism. Hence we 
find the concept of explanation being regu­
larly expounded in the philosophy of science 
in terms of 'models' chosen with an eye to 
needs describable as practical if these can 
include a need for 'intellectually getting on' 
(Alan Donagan). Such an attitude easily 
comes to be adopted even in the faraway 
sphere of ethics (although Donagan himself, 
in The Theory of Morality, Chicago 1977, 
retains the Kantian concept of persons as 
transcending the 'scheme of nature'). It dif­
fers markedly from the static classical ideal of 
increased understanding, which depends 
upon a realist epistemology difficult to justify 
on naturalist premisses where the mind is 
declared no m9re than a part of the whole it 
seeks to comprehend. But this does not mean 
that the naturalist world-view may not still 
constitute a theoria in the old sense, and 
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different pos1t1ons on that point are taken 
among the naturalists themselves. 

All the same, it must be admitted that 
naturalism, largely through the influence of 
John Dewey (1859-1925) upon American 
public education (Experience and Nature, 
1925), has at times taken on the quality of a 
popular ideology comparable with Marxism­
Leninism, itself a variety of naturalist 
monism, in the Soviet Union during the same 
period. It is thus clear that a certain doctrine 
of value is intrinsic to naturalism and the ideal 
of a disinterested science may well come to 
require that science be freed from what may 
be judged on balance to be an embarrassing 
philosophical concomitant. Alternatively, it 
may be claimed that these more drastic 
implications of naturalism may be acceptably 
tempered by extrinsic considerations so that 
there is no need to abandon the naturalist 
view in toto, since this, it is claimed, would be 
tantamount to abandoning the scientific 
project itself. 

Much of the more recent naturalist discus­
sion centres upon the brain and the suppose, 
supervenient orders of knowledge and belief 
Thus D. Dennett (1978, p. 11) would classify 
computers, animals, and humans together as 
'intentional systems' which have in common a 
capacity for belief and desire. Such a materi­
alism, however, should be seen as no more 
than a 'model' within the naturalist dialectic. 
For as W. V. 0. Quine (1953) has conceded, 
materialism within contemporary science 
plays in this respect a role on all fours with 
that of the gods in the Homeric world-view: 
"Both sorts of entities enter our conception 
only as cultural posits"; the thrust of "the 
conceptual scheme of science as a tool" 
(Quine) remains the urge to a unified concep· 
tual framework such as naturalism and 
materialism seem most easily able to provide. 

There is now much discussion of 'internal 
realism' (Hilary Putnam's handy phrase), 
according to which nature is not the whole of 
reality but the whole of what is open to our 
mental view, which we thence agree in calling 
reality. But this basically Kantian, if ulti­
mately pragmatist, notion of explanation was 
already clear in much earlier naturalist writ­
ing, such as Wilfrid Sellars's Science, Percep• 
tion and Reality, with its dialectic of the 
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scientific versus the manifest image of man. 
Here, once again, use of the term 'image' 
reflects the pragmatist viewpoint, explana­
tions being judged predominantly in terms 
of what will serve the search for a monistic 
paradigm or mirror in which to see our 
'image', scientific or manifest. Such a pro­
ject, however - and the same can be said of 
Putnam - contradicts, no doubt advisedly, 
the metaphysical claim of naturalism that 
nature, as explained by 'science', is the whole 
of reality. In fact this Kantian or even 
Lockean conceptualism seems more consist­
ent as a position for naturalists, since natur­
alism can never yield a realism if realism 
requires mind to be more than a supervenient 
epiphenomenon within nature, as history 
would suggest that it does. 

Historically, indeed, naturalism, from 
Thomas Hobbes to Gilbert Ryle's The Con­
cept of Mind (1949), embodies the reaction 
against Rene Descartes's simplified dualism, 
which denied all relation between mind and 
matter. knower and known. At the same time 
the Cartesian method of reductive doubt and 
his ensuing denial of all but 'clear and distinct 
ideas' is naturalism's historical root. For 
naturalism man can have no more than an 
eminence of degree (it may be a very high 
degree, however) within nature, evolution 
being made the agent of his 'emergence'. It is 
this view, however, which reinforces those 
theories of mind noted above as being 
primarily a practical or problem-solving 
power in the struggle for survival, which raise 
in turn a problem about the existence of 
philosophy. For at the same time, as one 
notices in Ludwig Wittgenstein (e.g. 011 
Certaillly, on the Cartesian theme), the need 
for the ultimate or absolute justification of 
theories is put in question. 
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STEPHEN THERON 

Natural Kinds, Modern Theories of 

The most important modern contribution to 
our philosophical understanding of natural 
kinds is due to the (independent) work of 
Saul Kripke and Hilary Putnam in the 1970s. 
(See especially Kripke ( 1972) and Putnam 
(1975).) Some attention had been paid to 
natural kinds by analytic philosophers such as 
W. V. 0. Quine, but it is only with the 
seminal work of Kripke and Putnam that the 
topic of natural kinds has gained prominence 
as a special category in analytic philosophy. It 
is notable that Edwards's E11cyc/opedia of 
Philosophy (1967) contains no article on 
natural kinds, nor any entry for natural kinds 
in the index. · 

One exception to the modern tendency to 
ignore natural kinds as a special topic is John 
Stuart Mill (1806--73). Mill stressed the dif­
ference between classes that have one or 
only a few distinguishing characteristics in 
common, such as the class of white things, 
and classes that have an unlimited number of 
characteristics in common, where we would 
never expect to plumb the depths of all that 
distinguishes the class. The latter classes Mill 
calls 'real kinds' and are what we would call 
'natural kinds'. Mill gives as examples of 
natural kinds the plant and animal species, 
including human being and chemical types 
such as sulphur and phosphorus. 

Although Mill was careful to distinguish 
between natural kinds and artificial classes, 
he seems not to have distinguished between 
the semantics of natural-kind terms and other 
general nouns. 

Mill says that all 'general' names are connotative; 
such a predicate as 'human being' is defined as the 
conjunction of certain properties which give neces­
sary and sufficient conditions for humanity -
rationality, animality, and certain physical features 
(Kripke, Naming and Necessity. p. 127). 
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In this respect Mill is consistent with what 
Kripke calls 'the modern logical tradition, as 
represented by Frege and Russell ... ' 
(Naming and Necessity, p. 127). In contrast to 
'the modern logical tradition', however, Mill 
holds that proper names are non-connotative. 
The modern logical tradition seems to hold 
that Mill was wrong about proper names, but 
right about general terms. At least for ordin­
ary proper names, such as 'Aristotle', the 
modern logical tradition holds that proper 
names are connotative just like general 
terms. 

The importance and revolutionary charac­
terof Kripke 'sand Putnam's ideas is that they 
reverse the modem logical tradition in that 
they agree with Mill's view that proper names 
are non-connotative but reject his claim that 
all general terms are connotative. In par­
ticular, according to the Kripke/Putnam view 
the semantics of natural-kind terms is similar 
in crucial ways to the semantics of proper 
names as construed by Mill. 

According to Kripke and Putnam, the 
similarity between natural-kind terms and 
proper names is this: that just as a proper 
name is non-connotative and is a rigid desig­
nator of an individual, so a natural-kind term 
is non-connotative and is a rigid designator of 
a kind. A term is a rigid designator if it 
designates the same entity in every possible 
world in which that entity exists. (Kripke 
introduced the term 'rigid designator'. His 
ideas emerged out of his work on the semant­
ics for modal logic and rely heavily on the 
notion of possible worlds.) The proper name 
'Aristotle', when used to talk about other 
possible worlds, names the same individual as 
it does in the actual world. When I talk about 
counterfactual situations using the name 
•Aristotle', I mean the same man as I do when 
I talk about actual situations. For example, if 
I say that it would have been a terrible loss to 
humanity if Aristotle had never gone into 
philosophy, I mean it would have been a loss 
to humanity if that very man had never gone 
into philosophy. On the other hand, the 
description 'the teacher of Alexander' is non­
rigid. In some possible worlds it denotes 
Aristotle, in others someone else. 

It should be noted that no (non-trivial) 
description is synonymous with ·Aristotle'. If 
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I say that Aristotle was a great philosopher of 
antiquity, a student of Plato, and teacher of 
Alexander, I am not giving the meaning of 
the name 'Aristotle'. These are contingent 
facts about Aristotle and not part of the 
connotative meaning of ·Aristotle'. I can 
imagine that none of these things is true of 
Aristotle. It is not true 'by definition' that 
Aristotle was a great philosopher. Along with 
Mill, Kripke would say that a proper name 
like 'Aristotle' is non-connotative, that is, it 
has a reference but no necessary and suffi­
cient conditions associated with it by 
definition. 

The claim that natural-kind terms are, like 
proper names, non-connotative rigid desig­
nators has many important ramifications for 
our understanding of natural kinds and the 
terms that name them. For one thing, if 
Kripke and Putnam are right, we should not 
expect that a natural-kind term has a def­
inition if a definition is understood as giving 
a connotative meaning (i.e. a non-trivia' 
necessary and sufficient condition for fallin; 
under the term). 

That natural-kind terms lack definitions 
goes against almost all traditional thinking on 
the subject, but on reflection it is not implaus­
ible. Consider the natural-kind term 'gold'. 
Most of us would say that gold is a yellow 
metal, but being yellow and being a metal are 
not part of the sense or meaning of the term 
'gold' any more than being a great philo­
sopher is part of the meaning of the name 
'Aristotle'. If being yellow and a metal were 
part of the meaning of 'gold', then the 
statements 'Gold is yellow' and 'Gold is a 
metal' would be analytic, but they are not. 
We can imagine discovering that, although 
everybody believed that gold is yellow (due 
to some sort of outlandish mass hallucina­
tion), actually some or all of the gold is not 
yellow. Likewise we can imagine learning of 
some massive error in chemical theory which 
made the experts erroneously believe that 
gold was a metal. In a similar vein, Putnam 
argues that 'Cats are animals' is not analytic, 
because we can imagine discovering that all 
the cats are robots. It should be emphasized 
that Kripke and Putnam are not suggesting 
that natural-kind terms are vague or cluster 
terms. Their view is that the entire meaning/ 



NATURAL KINDS, MODERN THEORIES OF 

definition/necessary and sufficient conditions 
approach to general terms and especially 
natural-kind terms is misguided. It is more 
correct to think of natural-kind terms as non­
connotative Millian proper names of kinds. 

If gold is not 'by definition' a yellow metal, 
then what is gold? What makes some stuff to 
be the metal gold is not that it satisfies some 
definition or descriptive concept that we have 
of gold. 'Gold' is a rigid designator of a kind 
of substance, so it names the same kind in 
every possible world. The substance named 
by 'gold' is gold in every possible world, no 
matter what its superficial characteristics are 
in that world. Presumably, however, there is 
something that stays the same about gold 
from possible world to possible world and 
that accounts for its superficial characteristics. 
This is the essence of gold. It is what makes 
gold gold. 

According to Kripke and Putnam, what 
makes gold gold is its atomic number. As­
suming that we are right that gold is the 
element with atomic number 79, then gold is 
the element with atomic number 79 in every 
possible world. Stuff that was not atomic 
number 79 would not be gold, no matter how 
much it superficially resembles gold. Like­
wise water is H2O. Assuming that we are 
correct that water is H2O, then it is imposs­
ible that there be stuff that is not H2O but is 
water. Stuff that was not H2O could be a 
water mimic but not water. We do not yet 
know what makes something a cat but it is 
probably some feature of its genetic code. 
And so on for other natural kinds - the 
essence of the natural kind is an empirically 
discoverable underlying structure. As Kripke 
says: "In general, science attempts, by in­
vestigating basic structural traits, to find the 
nature, and thus the essence (in the philo­
sophical sense) of the kind" (Naming and 
Necessity, p. 132). It should be noted that 
Kripke is not proposing that ordinary defini­
tions be replaced with scientific ones. It is a 
scientific discovery that gold is atomic 
number 79, not a definition. It is not analytic 
that gold is atomic number 79, but it is 
necessary if true. 

How is it that the word 'gold' gets attached 
to just that particular kind of substance? It is 
not that someone long ago thought to himself 
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"By 'gold' I mean yellow metal". A more 
insightful myth of the origin of natural-kind 
terms would be that we, or rather people long 
ago, recognized that there were certain 
natural kinds of things in Mill's sense. In 
order to introduce a term, e.g. 'gold', they 
'baptize' some items that they take to be good 
samples of the substance. Then the name is 
handed down from person to person, each 
one intending to refer to the same kind of 
stuff that the others were referring to. In this 
way we get a causal or historical chain. Of 
course, at the same time people are invest­
igating the nature of the stuff. As the invest­
igations become more scientific, we may dis­
cover the underlying structure and sophist­
icated tests replace superficial properties as 
indicators of the substance. With such soph­
istication we may discover that some of the 
stuff that we originally took to belong to the 
kind does not and that other stuff that we 
thought was different is the same because it 
shares the same underlying structure. 

According to this account, the superficial 
properties that are associated with a natural­
kind term, although they do not form part of 
the meaning, do serve to help fix the refer­
ence of the term. When I say that gold is a 
yellow metal, this helps my hearers know 
what I am talking about by mentioning 
readily observable characteristics of the stuff 
that I mean to refer to by 'gold'. Putnam calls 
these superficial properties the 'stereotype' 
of gold. Most common natural-kind terms 
have associated stereotypes and these are 
usually known to speakers of the language. 
Again it should be emphasized that the 
stereotype does not give a necessary and 
sufficient condition for falling under the 
term; it is just a handy guide for picking out 
what is being referred to. Putnam also em­
phasizes that although most competent 
speakers know the stereotypes, we rely on 
experts for knowledge of the underlying 
structures. 

One important and unresolved issue is how 
many and which general nouns are natural­
kind terms. Kripke seems to have restricted 
his discussion to the animal, plant, chemical, 
and physical kinds, but Putnam has claimed 
that almost every general noun develops a 
natural-kind sense. Putnam's view seems too 



591 

extreme. Though many general nouns are 
rigid designators of kinds, many others, espe­
cially terms for kinds of artefacts, have 
analytically associated necessary and suffi­
cient conditions. We do not expect scientists 
to investigate the essence of every kind of 
thing. There are many kinds of things whose 
members do not share an underlying struc­
ture. Many 'essences' are just purely lin­
guistic. The difficulty is distinguishing be­
tween those general terms that have a 
natural-kind sense and those that fit the 
traditional Frege/Russell theory, 
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STEPHEN P. SCHWARTZ 

Natural Law 
Natural laws are omnipresent in modem 
natural science. But it is only in physics that 
they became the primary goal of research. 
Kepler's three laws of planetary motion and 
Galileo's law of free fall mark the new epoch. 
In spite of recurring attempts to define what a 
law of nature is, we have no generally ac­
cepted definition and presumably never will. 

Perhaps the most important single feature 
of a natural law is that it is deterministic. It 
allows the unique reconstruction of a com­
plete state description of a physical system 
from this or that small fraction of it. More 
specifically we distinguish since Newton 
between: 

I. a general law of nature, e.g. Newton's 
lex secunda; 

2. a special kind of force, e.g. gravitation; 
and 
3. initial and boundary conditions, e.g. the 

positions and velocities of the planets. 
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The latter, together with the special law 
following from (1) and (2), uniquely and 
completely determine the behaviour of the 
system. Determinism proper, as it has 
become famous through a phrase from Pierre 
Simon de Laplace (1749-1827), is the ex­
treme case where the state description can be 
reduced to data concerning one time-point 
only. The special laws are mathematically 
expressed by equations having highly charac­
teristic invariance properties. Their deter­
minism results in a host of consequences of 
the conditional form 'if A then B', where A 
and B are empirically accessible partial de­
scriptions of the system in question. It is by 
means of these conditionals that a law be­
comes capable of experimental testing and 
allows us to make precise predictions. Fre­
quently (but somewhat misleadingly) the 
empirical conditionals themselves are rep­
resented as the prototype of a natural law. 

The threefold, Newtonian structure of a 
deterministic theory has survived the physical 
revolution of our century and is still present 
even in current quantum field theory of 
elementary particles (action principle -
Lagrangian - initial state). It has, however, 
received two important qualifications: deter­
ministic chaos and q11antum theoretical in­
determinism. 

The former marks the discovery that most 
deterministic systems, even classical ones, 
are extremely sensitive to the slightest change 
in their initial conditions. Consequently, the 
predictive force of the corresponding laws is 
of highly questionable value, and one has to 
look for regularities in the laws much less 
informative than their original determinism. 

The latter, quantum theoretical indeter­
minism, brings the irrevocable intrusion of 
probabilities into the laws of physics. There is 
even less direct negation of determinism here 
than in the former case. The Schrtidinger 
equation of quantum mechanics is as good a 
deterministic equation as one can get. How­
ever, this determinateness only holds be­
tween the probabilities of measuring this or 
that value of a physical observable and not, as 
in the classical case, between these values 
themselves. This indeterminateness notwith­
standing, causal thinking in a wide sense is 
still alive in even the most advanced high 
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energy physics. It makes a difference in a 
scattering experiment what the target is. 

With a suitable interpretation of the prob­
ability concept, any probability distribution 
can itself be interpreted as a statistical law. It 
then says with what probability a result will 
occur if a certain experiment is repeated. The 
law-like character is particularly evident for 
transition probabilities of stationary Markoff 
processes. The special cases of probability 1 
and O suggest anew the old view that prob­
ability-free physical laws, if they are valid, 
are necessarily valid. Such necessity has been 
claimed particularly for causal laws. On the 
other hand, already David Hume had argued 
in great detail that necessity, if it can be found 
at all, can be found only in the experiencing 
subject and not in the physical processes 
themselves. Indeed, from an empiricist point 
of view, the idea that the world could be 
different from what it is in some respects but 
not in others is wholly fictitious. For us, then, 
there is only one world, and the necessity of 
its laws as distinct from singular propositions 
may just be falsely suggested by the fact that 
the latter but not the former, occur in numer­
ous similar variations. 

The laws of physics (and presumably of all 
natural science) can be ordered in a hierarchy. 
Some laws are reducible to (or explained by) 
others. At the bottom of the hierarchy there 
are the 'degenerate' cases where laws explain 
singular facts. In general, the reducing laws 
are the more comprehensive, in the sense 
that they introduce more detailed descrip­
tions of already known systems or even of 
entirely new ones. The direction of the 
reduction is roughly determined by the com­
position of matter and by the decrease of the 
governing forces with increasing distance. 
The final goal is the reduction of all forces 
known by experience to as few fundamental 
interactions as possible. This completion of 
the hierarchy of its laws could eventually lead 
to the unity of physics. 

"The age in which we live is the age in 
which we are discovering the fundamental 
laws of nature" (Feynman 1965, p. 172). 
However, it may very well be that this age will 
soon come to an end - even without the 
fundamental laws. There is growing interest, 
even on the part of the physicists, for detailed 
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investigation into more and more complex 
systems. The exploration of the hierarchy of 
natural laws has at least shown how little we 
know about the world if we know its funda­
mental laws. Contingencies pervade the de­
rived laws, and their explanatory power 
decreases with increasing complexity in the 
systems to which they are applied. 
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ERHARD SCHEIBE 

Natural Science 

Natural science is in this article understood in 
the post-medieval sense where, almost by 
definition, questions about intentionality and 
teleology are excluded. Furthermore, the 
term is here restricted to those areas of 
contemporary natural science where physics 
is regarded as the basic discipline. Ontological 
questions pertaining to biology and ecology 
are excluded, too. 

Before presenting the central issues 
around which ontology and natural science 
meet, some words are needed about the 
general relationship between philosophy and 
science. There are, first of all, epistemologies 
which rule out ontological considerations in 
the natural sciences (e.g. conventionalism 
and instrumentalism). But this holds of some 
ontologies, too. Ontologies saying that 
nature is an assemblage of unstructured 
particulars effectively turn the philosophy of 
the natural sciences into a branch of (say) the 
philosophy of language, since all structure, 
then, is linguistic structure. Ontologies 
affirming that all change is illusion, of course, 
also render illusory the content of the natural 
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sciences as well as of the philosophy of the 
natural sciences. 

If one accepts, however, that ontology and 
natural science are relevant to each other, 
then three epistemological options seem to 
be available. One may claim (a) that philo­
sophers can decide about the true ontology 
without any help from scientists, (b) that 
scientists can make this decision without any 
help from philosophers, or ( c) that some kind 
of co-operation is required. Arguments con­
cerning these positions will not be dealt with 
here. Whatever the true context of justi­
fication looks like, ontology and natural 
science will be taken in what follows to be 
overlapping disciplines. 

The meeting-place for ontology and 
natural science contains three main areas 
which we shall call 

1. The Stuff of Nature, 
2. Space and Time, 
and 
3. The Causal Connection. 

The relationships between issues classified 
separately under the three groups will here be 
hinted at only. 

The Stuff of Nature. The issue as to what 
the world is ultimately made of may itself be 
broken down into five subsidiary questions: 

1.1 Is there only one stuff of nature? 
1.2 Does everything that exists exist actu­

ally? 
1.3 Is the stuff of nature definite or indef­

inite? 
1.4 Is the stuff a substance or something 

else? 
1.5 In what way can different kinds of 

stuff be brought together in space? 

1.1 Most ontological positions with regard 
to the question 'What is the stuff of nature?' 
were delineated already by the pre-Socratics. 
Thales (c. 624-545 BC), in particular, began 
to ask questions about the world's origin or 
original principle ( CXQX1J) and its nature 
(qnim;). Thales, Anaximander (c. 611}-547/6 
BC), and Anaximenes (fl. c. 546145 BC) all 
claimed that there is but one ultimate stuff. 
Later, Empedocles (c. 490-430 BC) argued 
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that there is a plurality of such ultimate stuffs, 
and Anaxagoras (c. 500-428/7 BC) held that 
there are infinitely many. This dispute, the 
problem of one and many, has been casting its 
shadow over natural science ever since. The 
corpuscularism of Newtonian mechanics 
tended originally towards the view that there 
is one kind of atom only; the chemical 
atomism of John Dalton (1766-1844), how­
ever, led 19th-century atomists to adopt a 
belief in many substances, though never in 
infinitely many. In modern physics, the 
theory of general relativity has given new 
impetus to the belief that there is only one 
ultimate stuff, an energy field. But the theory 
itself is only about gravitational interaction. 
It takes into account neither electromagnetic 
interaction nor weak and strong interactions, 
though there have been several attempts to 
create an all-embracing one-stuff theory (the 
latest being the theory of superstrings). 

1.2 Is everything that exists actual, or does 
existence have two modalities: actuality and 
potentiality? Aristotle's ontology recognizes 
two kinds of ultimate stuff: first, an undiffer­
entiated prime matter which exists only 
potentially; second, the four fundamental 
stuffs of the world: earth, water, air, and fire, 
which exist in actuality. Post-medieval 
physics has mainly worked only with actual 
entities, but there are two notable excep­
tions, one within general relativity and one 
within quantum mechanics (QM). 

The famous equivalence formula (E=mc2) 
of relativity theory has made it possible to 
regard mass (formerly a property of particles) 
as a kind or form of energy beside the other 
forms (kinetic, electromagnetic, etc.). Even 
particles in themselves may thereby be re­
garded as merely forms of energy. Every­
thing becomes energy, but there is never any 
energy without a specific form. Energy in 
itself has therefore only potential existence. 
In QM it has been proposed (even by Werner 
Heisenberg) that some states of affairs, e.g. 
the orbit of an electron, should be regarded 
not as actualities but as potentialities. 

1.3 The actuality-potentiality problem 
should not be confused with the definite­
indefinite problem. Mostly, it is taken for 
granted that what (actually) exists has to be of 
a definite kind and has to have definite 



NATURAL SCIENCE 

properties. Anaximander's apeiron, how­
ever, may be interpreted as a fundamental 
stuff which does not have any definite proper­
ties. 'Apeiro11' can mean both infinite and 
indefinite. 

Anaximander's idea has made an un­
expected return in the discussions about the 
interpretation of QM. The dominant inter­
pretation is the so-called Copenhagen inter­
pretation of Niels Bohr (1885-1962) and 
Heisenberg. Today, however, we must 
distinguish two interpretations of this inter­
pretation: the epistemological and the 
ontological one. Heisenberg's uncertainty 
principle implies that it is impossible simul­
taneously to measure both position and 
momentum exactly. According to the 
epistemological interpretation, Bohr and 
Heisenberg merely made the positivist point 
that it is meaningless to speak about what one 
cannot measure, and so that it is meaningless 
to ask for the position of an entity when its 
momentum is being measured and vice versa. 
According to the ontological interpretation, 
they claimed that the sub-atomic world is 
such that its entities have neither a definite 
momentum nor a definite position when no 
measurements are being made. Before 
measurements there are neither waves nor 
particles, there is only something 'indefinite'. 

1.4. A fourth ontological discussion con­
cerns the problem of whether the ultimate 
stuff is substance(s) or process(es) or some­
thing else. Most pre-Socratic philosophers -
their differences notwithstanding - shared 
the view that the world ultimately consists of 
some kind(s) of substance(s). Their chief 
opponent was Heraclitus (c. 54~. 480 sc). 
According to his view the ultimate stuff is 
fire, i.e. a ceaseless flux, not a substance 
retaining its identity through time. 

Natural science has mostly been domin­
ated by the view that the ultimate stuff of 
reality is substantial. Ontologically, both 
particles and classical (Maxwellian) fields 
have to be regarded as substances. (Even 
though a classical field may have to originate 
from a source particle, it can later on exist in 
and of itself, retain its identity through time, 
and be a bearer of properties.) The view that 
the world is ultimately a process has mostly 
been defended by philosophers (such as 
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Hegel and A. N. Whitehead}, not by physi­
cists. However, parts of modern physics, in 
particular special relativity, have fostered a 
third view, a view of a kind which was 
unknown among philosophers up until David 
Hume. The world, it is argued (e.g. by 
Bertrand Russell}, is a four-dimensional 
manifold of events. 'Event' should here be 
taken as a fundamental category not redu­
cible to a change in or state of any substance. 
There are three main positions with regard to 
the fourth problem now presented. It might 
therefore be called the Substance-Process­
Event problem. 

1.5 Still another 'stuff problem' concerns 
the question how different kinds of sub­
stances can be brought together in space. 
This is often, especially in relation to Aris­
totle and the Stoics, called the problem of 
mixture. In corpuscular ontologies atoms 
cannot penetrate each other. In such onto­
logies, therefore, a mixture of different kinds 
of substances is necessarily a spatial mosaic -
a blend or a juxtaposition - of substances. If, 
however, we regard fields, e.g. the classical 
Maxwellian electromagnetic waves, as sub­
stances, then we find substances which can 
mutually penetrate. Two such fields which 
meet do not collide; they just exist in one and 
the same place. In the space they jointly 
occupy, their field strengths are superposed. 
The fields make up a true mixture, a state of 
affairs which is regarded by corpuscularism as 
impossible. 

Superposition of fields exemplifies a spe­
cific kind of true mixture. Another kind is 
found in pre-Daltonian chemistry, which 
assumed the existence of true mixtures in 
which the substances mixed not merely inter­
penetrated but were in fact also synthesized 
into a new kind of substance. In the field case 
we have quantitative superposition of a prop­
erty which inheres in all the mixed sub­
stances. In the kind of chemistry referred to, 
we have either emergent properties (i.e. the 
coming into being of new properties which do 
not inhere in the unmixed substances) or 
cases where a property of one of the sub­
stances involved dominates the properties of 
the others (as when, phenomenologically, 
sugar in a liquid makes the whole liquid 
sweet). 
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A very special ontology of substances and 
mixtures was put forward by Anaxagoras. 
According to him, every bit of the world is a 
true mixture of all the different kinds of 
substances there are in the world. Today, 
parts of QM and features of the holograph 
have been used in attempts (D. Bohm, G. F. 
Chew) to look at the world along Anaxa­
gorian lines. Electromagnetic interference 
patterns out of which holographs can be 
made have such a structure that the whole 
holograph can be created out of any part of 
the wave pattern. In a sense, here, every part 
can be said to contain the whole. 

Space and Time. 2.1 With the advent of 
classical physics in the 16th and 17th century, 
especially in Newtonian mechanics, there 
became predominant a container conception 
of space. Space came to be regarded as an 
empty receptacle containing substances 
within it. Of course, space cannot be any 
ordinary container, in that it cannot be 
limited by anything outside itself, but the 
containment relation is none the less pre­
served. Such a space is not an aggregate 
of smaller spaces; rather, sub-volumes of 
space exist only as parts of space. 

The container conception of space was 
from the start under attack from two oppos­
ing flanks. One was Rene Descartes's identi­
fication of spatial extension and matter, 
which implies that space and material sub­
stance are one and the same. This is an 
example of a prime st11ff conception of space. 
Space itself may be regarded as the funda­
mental stuff of the world. On the other flank, 
Leibniz proposed a relational conception of 
space, according to which space is merely a 
system of relations between fundamental 
particulars of some kind. Different philo­
sophers have proposed different kinds of 
fundamental particulars, material as well as 
spiritual, as a substratum for relational space. 

All the three conceptions of space here 
mentioned have both forerunners in ancient 
philosophy and are live alternatives within 
physics today. It should be said, however, 
that they were not worked out very well 
before modern times. For instance, it is 
unclear whether the famous,'void' of Demo­
critus (c. 460-c. 370 Bc) is to be regarded as a 
substance or as a container space. Titus 
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Lucretius Carus (c. 99-55 BC), though, put 
forward a container conception of space, and 
Theophrastus (c. 372-c. 287 BC, Aristotle's 
successor) a relational conception. To most 
ancients and medievals, space and time were 
rather unimportant problems because spatial 
and temporal relations were regarded as acci­
dental, not essential, characteristics of sub­
stances. 

In modern times, it has been quite the 
other way round. Space and time have been 
deemed important ever since, in the Renais­
sance, the idea of space as an infinite con­
tainer began to stir the minds. Today, due to 
general relativity, there has even been a 
revival of the prime stuff conception of space. 
The space-time of this theory has been inter­
preted (for example by J. A. Wheeler) not as 
a container whose structure is affected by the 
masses and fields contained in it; but on the 
contrary: masses and fields have been re­
garded as fashioned out of curved empty 
space. 

The last remark shows that the prime stuff 
conception is sometimes regarded as com­
patible with the idea of a (structured) void, 
although in many varieties (e.g. Descartes's 
ontology) the stuff assumed necessarily ex­
cludes a void. The container conception, of 
course, allows empty space, but it does not 
entail it. Space may be filled as a contingent 
fact. According to the aether hypothesis -
propounded from Christiaan Huygens ( 1629-
95) to James Clerk Maxwell (1831-79) -
container space is filled with an aetherial 
substance. 

In the ontology of time, too, there is an 
analogue to the controversy between re­
lational and container conceptions of space. 
Time is in one camp regarded as a system of 
relations between changes, and in another as 
something which contains and makes changes 
possible. According to the latter view, there 
can be a flow of time even in an otherwise 
absolutely static world, something which is 
impossible according to the relational con­
ception. After general relativity there is even 
a prime stuff conception of (space-) time. 
Thus there is a three-cornered opposition 
between a container conception, a relational 
conception, and a prime stuff conception, 
with regard to time as well as to space. 
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2.2 For many materialist philosophers, 
e.g. the Epicureans, Pierre Gassendi, and 
John Locke, space is independent in the sense 
that there may be space without things or any 
other kinds of entities, but there cannot be 
things if there is no space. Things, or matter 
generally, are dependent for their existence 
on space, but space is not dependent for its 
existence on anything else. In relational 
conceptions, space is by definition depend• 
ent, but in prime stuff conceptions space is 
almost by definition independent. As was 
just said, many of those who have a container 
conception are materialists and claim that 
space is independent. Two proponents of 
dependence, however, are Sir Isaac Newton 
and Kant. Space was Newton's bridge be• 
tween science and theology. He argued that 
space is dependent on God, that space is 
"God's sensorium". According to Kant, on 
the other hand, space and time are dependent 
on a "transcendental ego". 

2.3 The singularity problem. Most natural 
scientists and philosophers have merely 
taken it for granted that there is precisely one 
space and one time. Kant tried to prove that 
this is necessarily the case. Today, quantum 
mechanics has given rise to speculations 
about many spaces. According to the 'many 
worlds interpretation' (Everett-Wheeler­
Graham), the wave function of QM should 
not be seen as describing different possib­
ilities, but as describing different actual 
worlds, and so as referring to many different 
space-times. 

2.4 The container-relationality•prime stuff 
problem, the independence-dependence prob­
lem, as well as the singularity problem, are all 
conceptually distinct from the problem 
whether space and time are absolute or relat­
ive. The last issue is as much about motion as 
about space. To claim, as Newton did, that 
space is absolute is to claim that space is such 
that things in it can move not only in relation 
to each other but also in relation to space 
itself. To claim, as Ernst Mach (1838-1916) 
did, that space is relative, is to claim that all 
motion is necessarily motion between kinds 
of things. This claim, it is worth noting, is not 
identical with Leibniz's that space is rela• 
tional, nor does it in itself imply that space 
has a relativistic metric. Albert Einstein's 

596 

(1879-1955) theories are not entailed by 
Mach's position. 

2.5 Two developments in mathematics 
have deeply affected the old questions as to 
the shape, strucwre, and extension of space 
and time: the discovery of the non-Euclidean 
geometries and the development of topology. 
Questions not dreamt of before have arisen 
and old ones have taken on a new character. 
For instance, in some non-Euclidean (spher• 
ical) geometries every straight line will, if 
extended far enough, come back to itself. 
The question whether space is finite or infin• 
ite here loses its meaning. Such a space is 
closed but unlimited. Also, quite new proper• 
ties - like intrinsic shape and intrinsic cur• 
vature - have entered the discussion. 

2.6 Whether Newtonian space and time 
are independent or not has been a matter of 
some controversy, but it is quite clear that 
this space is a container which is singular, 
absolute, infinite, and Euclidean. Indeed it 
has still more characteristics: it is non-causal, 
homogeneous, isotropic, and continuous. 

It seemed more or less self-evident that an 
empty container space can have no causal 
efficacy, which means that Newtonian space 
is non-causal. In general relativity, matters 
are not that simple. Of course, when the 
latter theory is interpreted so that space 
becomes the prime stuff, space can have 
causal efficacy. But it has been argued that 
even when a container conception is re• 
tained, the non-Euclidean geometry of 
general relativity makes space into a causal 
agent which affects the things contained. 

When space is regarded as causal it easily 
becomes regarded as anisotropic, too; i.e. the 
causal efficacy is different in different direc• 
lions. This is the case in general relativity. If 
we bring in the prime stuff view, the space• 
time of general relativity is not even homo• 
geneous. Different parts are substantially 
different; some are space-as-matter, some 
are space-as-gravitational field. Space 
becomes heterogeneous. In relation to some 
problems within QM, proposals have even 
been made to regard space ( and time) as 
discontinuous. 

2.7 Newtonian time has all the charac­
teristics of Newtonian space described above, 
except, perhaps, one. It may be open to 
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argument whether it is anisotropic or iso­
tropic, i.e. whether time has a directedness or 
not. The commonsensical conception that 
time moves towards the future (which several 
philosophers have tried to prove) is not re­
flected anywhere in the natural laws and 
principles of the original Newtonian mech­
anics. It makes no difference to these laws 
whether time moves forwards or backwards, 
i.e. the time variable '-t' may be substituted 
for the ordinary variable '+t'. However, in 
thermodynamics - which has profitably been 
placed within the general schema of New­
tonian mechanics - this is not true. The 
second law of thermodynamics says that 
there is a tendency towards greater entropy 
(towards more disorder on the molecular 
level) in the future. In other words, the law 
says that there are irreversible processes. 
Whether this necessarily implies that time 
itself is anisotropic is a matter of debate. 
Isotropic container time may allow laws 
which say that there are irreversible pro­
cesses. 

Formerly, it was taken for granted that if 
time has a directedness this is a direction 
toward the future. Today, in modern 
quantum field theory, there are inter­
pretations which entertain the idea that the 
so-called anti-particles are particles that 
move backwards in time. What kind of 
conception of time such processes imply is 
not easy to say. 

In Newtonian mechanics space as well as 
time is homogeneous, but they were regarded 
as heterogeneous with respect to each other. 
And they were so regarded quite independ­
ently of the problem of whether space is 
isotropic and time anisotropic. Before special 
relativity this heterogeneity was only chal­
lenged by ontologies holding that space and 
time are similar in so far as both are mere 
appearances ( often illusory) of an underlying 
reality. Now, however, it is a physically 
significant problem to what extent space and 
time are homogeneous or heterogeneous. 

The Causal Connection. 3.1 Since Hume, 
the outstanding ontological problem with 
regard to causality has been the problem 
whether causality comains necessity or is mere 
ordered contingency (correlation). Before 
modern times this was no problem at all. It 
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was taken for granted that most natural 
processes are causal and that the cause in 
some sense necessarily produces an effect. 
With Galileo, Newton, and the rise of classi­
cal physics, mathematics irreversibly entered 
natural science, a change which had reper­
cussions also for the understanding of 
causality. 

Some familiar mathematically expressed 
regularities, like Galileo's law of falling 
bodies, are such that it is hard to give them a 
causal interpretation; the time of fall does not 
cause the distance fallen with which it is 
functionally related. The mathematical 
relationship represents a non-causal law. 
Mathematics made it possible to do import­
ant physics without necessarily being con­
cerned with causes, though, as a matter of 
fact, all the main figures of classical physics 
were preoccupied with both causal and non­
causal laws. 

The split between causal and non-causal 
laws, however, seems to have had long-term 
effects. The more physics became math­
ematically clothed, the less important the 
concept of causality seemed. Since causality 
and necessity were thought to be intertwined, 
it also meant that the question of necessity in 
re was lost from sight. In this way it became 
rather easy for physicists to subscribe to the 
positivist idea that all real necessities are de 
dicto, i.e. are effects oflanguage. For natural 
science, this thesis entails that causality 
leaves the stage and only correlation remains. 

3.2 For a very long time there were two 
main opposing concepts with which the con­
cept of causality was contrasted: contingency 
and spontaneity. Newtonian mechanics came 
mostly to be interpreted as being inconsistent 
with both the latter concepts. The world 
began to look deterministic. In the 19th 
century, however, a new and third opposing 
concept appeared, that of statistical laws. The 
second law of thermodynamics was reinter­
preted (by Ludwig Boltzmann, 1844--1906) as 
probabilistic in character; the tendency for 
entropy to increase was regarded as a greater 
probability of disorder. Deterministic 
causation was rivalled by indeterministic 
causation, and there arose the problem of 
determinism and indeterminism. 

With quantum mechanics indeterminism 
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becomes a major topic for discussion. True, 
the fundamental laws ( the equations describ­
ing the temporal development of the state 
functions) are deterministic in the old­
fashioned sense, but these equations do not 
describe any ordinary measurable quantities. 
QM is mostly interpreted as merely specify­
ingprobab/e values of the measurable magni­
tudes, and so as being indeterministic. 

3.3 In the shift from scholasticism and 
Aristotelian physics to classical physics, final 
causation (teleology) was gradually banished 
from natural science. Causality was reduced 
to efficient or external causality. Carriers of 
internal causality or ca11sa mi, were no longer 
regarded as having explanatory force. How­
ever, the question remains as to whether all 
kinds of ca11sa mi have to imply final 
causation. It has, for example, been argued 
that the Newtonian concept of inertia impli­
citly presupposes an Aristotelian concept of 
self-change. According to the first Newton­
ian law of motion, a body not affected by 
forces continues of itself to move - to change 
its place - in a straight line with constant 
velocity. The common interpretation has 
been to regard uniform motion not as a 
change but as a state. Acceleration, on the 
other hand, has been regarded as a change, a 
change explained by external forces. In this 
way, no place was left for self-change in 
Newtonian mechanics. 

llllemal ca11sality has, however, staged a 
minor come-back. According to the so-called 
propensity interpretation of quantum mech­
anics, some sub-atomic arrangements have -
in and of themselves - propensities or tend­
encies to develop in a certain way. Such 
tendencies are in one sense Aristotelian, but 
in another not. We have here probabilistic 
potency, an idea quite foreign to both the 
ancients and the medievals. 

3.4 Leaving contingency, indeterministic 
causation, and internal causation aside, there 
remains a major problem with efficient 
causality: the problem of co111ig11ity. It is a 
problem with regard to both space and time. 
Are cause and effect necessarily spatially 
contiguous? And are they necessarily 
temporally contiguous? In both cases two 
sorts of negative answer are possible. One 
can oppose contiguity by claiming either that 
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cause and effect can be spatially overlapping 
or that there is action at a spatial distance. 
And one may claim either that cause and 
effect can be simultaneous or that there is 
action at a temporal distance. 

Of these options, only the opposition be­
tween action by contact and action at a 
distance have received any considerable 
attention within the natural sciences. 
Newton's law of gravitation, taken at face 
value, refers to gravitational forces which 
momentarily connect bodies as far apart as 
the Earth and the Sun. This law seems to 
presuppose action at a distance. Newton 
himself thought a lot about possible causes of 
the gravitational force. Dissatisfied with the 
Cartesian idea of push-mechanisms, he 
looked in other directions, but he found no 
observable evidence for any specific hypo­
thesis. This is the background for his remark, 
"I feign no hypotheses". 

Like gravitation, magnetic and electro­
static phenomena seemed on the surface to 
involve action at a distance. But even here 
the founding fathers (e.g. William Gilbert, 
1540-1603, and Charles Augustin de 
Coulomb, 1736-1806) disliked 'occult 
qualities'. They speculated or they remained 
agnostic about the 'true causes' of the phe­
nomena dealt with. The development of the 
electromagnetic field theories in the 19th 
century strengthened disbelief in the idea of 
action at a distance, and it was seemingly 
given a death-blow by the theories of relat­
ivity. 

According to the theories of relativity, it is 
impossible to transport energy faster than 
light. And, since it is normally assumed that a 
cause needs energy in order to bring forth its 
effect, momentary action at a distance 
becomes an impossibility. Relativity theory is 
inconsistent with Newtonian mechanics. 
That fact, however, was only a problem in the 
period between special relativity and the 
appearance of general relativity. The latter 
theory is a gravitational theory without any 
action at a distance. Problems arose when 
slowly it was recognized that even quantum 
mechanics presupposes a kind of action at a 
distance and is, therefore, in a sense incon­
sistent with relativity theory. 

Today in QM the old problem of action by 
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coll/act vers11s action at a distance is framed 
in terms of locality and 1wn-locality. A local 
property is a property of a thing which cannot 
change due to any kind of action at a distance. 
In relativity theory all properties are local. A 
non-local property is a property which can 
change at a specific instant due to something 
happening at that very instant at another 
place. It has been proved (J. S. Bell) that if 
QM is about determinate properties which, 
of course, may be affected by measurements, 
but which none the less can exist independ­
ently of measurements, then these proper­
ties have to be non-local. If we want to retain 
locality within QM we have to say that the 
world is indeterminate ( cf. the determinate­
indeterminate problem above). It should be 
stressed, though, that the non-local proper­
ties of QM are non-measurable ('hidden') 
properties. Therefore, the non-locality of 
QM does not imply that it is possible to 
transport 'ordinary' energy faster than light. 

Problems of the stuff of nature and of the 
causal connection are here, as in many other 
cases, closely connected. 
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INGVAR JOHANSSON 

NATURE, ONTOLOGY OF 

Nature, Ontology of 

Nature-ontology centres upon the issue of 
what basic existential elements make up 
nature or the natural world, their types and 
character. Beginning with the !onion cos­
mologists, the question 'What is nature?' 
itself has characteristically been converted 
into the ontologically oriented question 
'What are things actually made of?', or even 
'What is the original unchanging substance 
which underlines all the changes of the 
natural world?' That set the main historical 
agenda for answering the key questions con­
cerning what kinds of natural items there are. 
For in this regard it is often claimed that there 
are two main traditions in Western philo­
sophy: a dominant s11bstance tradition, estab­
lished by Aristotle, and perhaps obtaining its 
acme in the varying substance philosophies of 
the rationalists, Rene Descartes, Leibniz, 
and Spinoza, before it was overtaken by 
further developments in science; and a highly 
recessive process or relational tradition, 
which has become more conspicuous in 
recent times, through the work of Henri 
Bergson and A. N. Whitehead, and through 
new turns in science. 

One important cross-classification of sub­
stance philosophies concerns the issue of 
basic elements: whether these are wholes of 
some sort, perhaps immaterial wholes as 
under German idealism, or smallest parts, 
typically material, as under atomisms (thus 
too various intermediate and compromise 
positions between extreme holism and 
extreme partism). Another major cross­
classification of both traditions concerns the 
extent of the intensionality of components 
discerned: whether they are purely exten­
sional, like inert particulate matter, or 
whether some or all exhibit life, sentience, 
mind, spirit, or other intensional features in 
an irreducible way (e.g. whether, as on 
ancient natural science, nature is saturated 
with or permeated by mind, or not). There is 
no longer any pressing need to try to answer 
these and connected questions, for instance 
as to the intensional hierarchy of substance 
(now largely an interesting historical exer­
cise). For the idea of substance has largely 
dropped out of contemporary philosophy (in 
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favour of such new problematic notions as 
those of individual, set, and structured par­
ticulate matter). 

Moreover, this schema of two traditions, 
though no doubt convenient (like a two-party 
political system), is too simple. So is the 
familiar three-period story of European cos­
mological thought (interestingly detailed by 
R. G. Collingwood), the high periods being 
classical Greek, Renaissance, and of course 
contemporary views of nature. For not only 
are there other periods of ferment, there 
have long been several different and often 
competing ontologies of nature, roots of 
which can mostly be found in early Greek 
philosophy and myth. The main material 
philosophy bequeathed to modernity was 
that of a minor tradition, atomism, where 
nature is represented as material, particulate, 
inert, quantitative, mechanical, and reduct­
ive. But there were historically several altern­
atives, many of which offer more ecologi­
cally fitting accounts of nature, or contribute 
environmentally significant ideas. These 
included Pythagoreanism, with human­
animal kinship; Heracliteanism, with a 
process ontology; pagan naturalism, with a 
sacred nature; Milesian hylozoism, with a 
living earth and matter; and later Platonic 
organicism, with the world a living organism. 
All these accounts have obtained much sub­
sequent elaboration, for example, organ­
icism in theories from Paracelsus ( 1493-1541) 
through to Whitehead and recent Gaia 
hypotheses. 

There is a different dualistic classification 
which does, however, afford a convenient 
conspectus upon contemporary positions. 
For all the renewed emphasis on process and 
function, the dominant Western view re­
mains some form of mechanism. At bottom 
this normally now takes a monistic, com­
monly materialist form (e.g. everything is 
matter or matter-energy and ultimately ex­
plained through physics); otherwise it 
assumes a pluralistic, many stuff form, typic­
ally Cartesian dualism with the two kinds 
comprising matter and, in ghostly mechan­
istic tandem therewith. mind. (Of course 
there are many theories built upon these as to 
what the interrelations of matter and mind 
may be, for which see C. D. Broad (1925); 
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and more again, if further different stuffs, 
such as spirit, are admitted.) 

For instance, in mainstream Anglo­
American philosophy, which is increasingly 
mechanistic materialism, nature-ontology 
has been converted into the issue of what 
(mainstream) science asserts to exist (in an 
irreducible way). For that is what is supposed 
to exist- namely, what dominant science says 
does- and what exists conforms in turn to the 
laws and has the features assigned to it by 
science. (The orthodox physicalist version of 
this is restated by J. J.C. Smart (1989) who 
wants to argue "that there is nothing in the 
world over and above the entities of physics, 
and that everything operates according to the 
laws of physics" p. 78.) The biggest issues 
become reductionistic ones, especially those 
of cognitive philosophy - the elimination of 
mind and all its intentional manifestations 
which physicalistic science cannot easily, 
or at all, accommodate. But outside the 
materialist mainstream that way of setting up 
the problems is seen as usurping the issue; 
mainstream science, to which there are richer 
options, begs important philosophical 
questions at issue (such as the pre-reduction 
character of mind, and mental attributes). 

For all that it is tenaciously adhered to, 
mechanistic materialism has failed and is 
widely seen to have failed. Setting aside 
intensionality and mind, it cannot satis­
factorily account for all that its reducing 
science requires and says exists: for the forms 
that distinguish kinds of aggregations of 
matter (a problem reaching back to the 
Ionians), for scientific universals and other 
theoretical objects, for the nomological 
cement of this universe, for the objects of 
advanced mathematics, and so on. All this 
non-mechanistic ontological luggage it tries 
to hide under such anaesthetizing covers as 
'scientific realism'. 

Opposed to mechanism are all those posi­
tions based on different images of nature 
from that of an elaborate machine. Thus 
appear such supposedly anti-mechanistic 
images as those of organism, kinship struc­
tures, nets and networks, webs, and so on. 
The new images, many of them lacking 
substantial intellectual development, and 
some of them now being notionally rep-
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resented through advanced software, have 
been imported from a range of sources -
other non-Western cultures and religions, 
lesser Western traditions, and new sciences, 
especially ecology. but also cybernetics and 
systems theory. The rise of these dissenting 
positions has been much assisted by the 
breakdown of Newtonian mechanics as the 
foundation of science; and several largely 
programmatic attempts have been made to 
link them to idealist interpretations of 
quantum theory. 

The new opposition positions are more 
readily distinguished by what they reject 
from dominant mechanism than how they 
themselves are developed and organized. 
Together they reject many of the old certain­
ties. Above all they repudiate atomistic 
starting-points, with nature composed of an 
array of precisely demarcated, clear. distinct 
and separable individual things, particles or 
substances, which occupy definite positions 
in space, and preserve their identity through 
time, have their own essential natures inde­
pendently of their relations to anything else, 
fall into distinct natural kinds, and operate 
under prediction-enabling deterministic laws 
(a picture substantially damaged, but not 
overturned, by quantum theory, chaos 
theory, and other recent scientific theories). 
With atomism characteristically goes the re­
moval of holism, wholes reducing to parts; 
reduction or removal of relations; analysis 
away of non-local effects; analysis of flux and 
process into a static ( often 4-dimensional) 
world of things; and so on. So all this norm­
ally goes also. Further they take strong 
exception to attempted reductions to hard 
science or to physics, reductions which would 
remove all forms of teleological items and, in 
a certain sense, life and, under materialism, 
mind. They also reject deintensionalization, 
which would eliminate not merely minds, 
selves, and any more pervasive spirituality, 
but many or all modalities as well (except in 
so far as they can be partially simulated 
through the narrow resources of hard materi­
alist science). And finally they repudiate 
many of the old rigid thought-patterning 
ontological divides, classificatory divisions 
such as subject/object, agent/act, self/other, 
and so on. 

NATURE, ONTOLOGY OF 

While few of these opposition positions, 
which now flourish in avant-garde environ­
mental philosophy (e.g. A. Naess 1989). have 
been made out in requisite intelligible detail, 
this much is clear about the new nature­
ontologies involved. They are highly plural­
istic in character. There exist many different 
irreducible kinds of things in nature. These 
include not just still surviving species, bio­
regions, ecosystems, and so on, but also 
(according, e.g., to Naess's deep ecology) 
Gestalten, total relational fields, intentional 
communities, selves and Selves, and so forth. 

Between stark materialism, duplicitous 
dualism, and ecological and spiritual extra­
vagance (which may run to extensive hier­
archical levels of being, several of them 
perhaps transcending nature, however), lie 
of course more plausible intermediate posi­
tions, ontologically admitting certain wholes 
and maybe certain sorts of spirituality. But 
further, outside this conventional setting, are 
other very different alternatives, which dis­
tinguish among objects recognized or com­
prehended to classes: those that exist and so 
are included in the ontology, and those that 
do not. The extensive latter class typically 
includes not merely fictional and purely 
future objects, but as well abstract and purely 
theoretical objects. It may also include those 
non-physical and spiritual items that are 
comprehended, as well as various often mis­
categorized items. For example, such natural 
items as events and processes are of the 
wrong category to exist; they take place 
alright, but do not (significantly) exist, 
whence they are not part of the relevant 
nature-ontology. Among such alternatives -
which explode a crucial ontological assump­
tion upon which received classifications of 
nature-ontologies rest - are not only more 
authentic object-theories but commonplace 
common sense. 
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RICHARD SYLVAN 

Necessity. See: Inevitability; Modal­
ities, Ontological. 

Nelson, Leonard 

Leonard Nelson. German neo-Kantian 
philosopher. was born in Berlin in 1882. and 
taught from 1909 al Gottingen where he died 
in 1927. He worked both in theoretical and in 
moral philosophy. 

In his theoretical work, Nelson attempted 
to establish a rigorous. scientific foundation 
for philosophy: he took as his starting-point 
the methodological interpretation of Kant's 
Critiq11e of P11re Reason advanced by Jakob 
Friedrich Fries (1773-1843). Nelson (who 
wrote his dissertation on Fries. and who 
edited the Ablu111d/r111ge11 der Fries'sche11 
Sc/111/e). attempted to develop a philosophy. 
based on a critique of reason. that would 
steer a middle course between transcend­
entalism and psychologism. He denied the 
possibility of a theory of knowledge that 
could prove the objective validity of cogni­
tion. Instead. he used the regressive method 
of analysing our knowledge (taken as a datum) 
into its component parts; the aim was to dis­
cover and exhibit the synthetic" priori meta­
physical principles Pon which our knowledge 
rests. These principles can be established, 
Nelson held. only on the basis of non-intuitive, 
immediate knowledge - hence, Nelson argued, 
on the premissof"reason·s faith in itself". He 
invoked this premiss in the ·psychological 
deduction' of P - i.e. in the proof that P 
possesses the unity and necessity characteristic 
of genuine metaphysical principles. Nelson 
also wrote on the philosophy of mathematics; 
specifically, on non-Euclidean geometry. on 
the set-theoretical paradoxes. and on David 
Hilbert's axiomatic method. (Hilbert was a 
colleague and close friend of Nelson.) 

In his ethical philosophy. Nelson sought to 
find the supreme a priori principles of moral­
ity. From two basic principles - roughly: 
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I. the requirement that all interests 
(whether one's own or another's) influ­
enced by one's own deeds receive equal 
consideration; and 

2. the ideal of living one's life according to 
the standards of the true, the beautiful, 
and the good 

- he attempted to derive, with strict logical 
rigour, a complete system of philosophical 
ethics. His system lays great emphasis on the 
universality of ethical judgements, and his 
formal analysis of the structure of moral 
reasoning contains many anticipations of the 
moral theory of R. M. Hare. 
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WILLIAM EWALD 

Neo-Kantianism 

Kantian thought exerted an influence 
throughout the 19th century. In Germany it 
became prominent especially during the 
period after 1848. Kantianism advocated a 
neutral Welta11sc/rar11111g. based itself on 
epistemology. and was sceptical towards 
metaphysics. Kant's thought made itself felt 
outside Germany also. and in France 
(Charles Renouvier) and in Italy (Carlo 
Cantoni and others) genuine neo-Kantian 
tendencies appeared. However. a philo­
sophical renewal based on Kant occurred 
only in Germany, where it coincided with the 
founding of the ·second' Reich (1871). Here 
the Kantian movement eventually split into 
several directions and was partly insti­
tutionalized into the different schools of 
'Marburg' and 'South-west German' neo­
Kantianism. 

The movement was initiated by a number 
of individuals who were in 1871 just 30 years 
old or less. above all Otto Liebmann (1840-
1912). Hermann Cohen (1842-1918). Alois 
Riehl ( 1844-1924). and Wilhelm Windelband 
(1848-1915). Their publications reveal no 
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unified position, due partly to the fact that the 
young Kantians came from different philo­
sophical backgrounds. Liebmann and 
Windelband were students of Kuno Fischer 
(1824-1907), a professor in Jena whose inter­
pretation of Kant bears strongly idealistic 
tendencies; Riehl and Cohen had been 
educated in psychology and were both greatly 
interested in science. 

In spite of the differences, a common 
direction can be identified: a shared anti­
naturalism and anti-materialism; and an anti­
pathy to pessimism and to the intellectual 
paternalism of the Church coupled with a 
defence of the ideal of civil liberty. 

Hermann Cohen, already early on inter­
ested in an 'idealism in science', developed a 
'critical idealism' as a basis for epistemology 
and ethics, and this eventually became the 
Leitmotiv of the Marburg School. In particu­
lar he took up the critique of materialism 
previously articulated in the famous History 
of Materialism (1866, 2nd ed., 1873--5) of 
Friedrich Albert Lange (1828-75). Cohen, 
however, argued for a strictly epistemological 
foundation of ethics, a rigorously logical 
treatment ofthe ideas ofreason, rather than a 
poetic one of the sort favoured by Lange. 
Cohen here utilized a reinterpretation of 
Plato's theory of forms, seeing his 'ideas' 
merely as instruments of knowledge and not 
as independently existing entities. This non­
metaphysical employment of Plato was made 
possible by Hermann Lotze's assertion that 
the so-called ·being' of Plato's ideas signifies 
nothing but 'truth-value·. Lotze's claim con­
cerning validity or Ge/11111g became one 
foundation stone of the conception of logic 
and philosophy in 'South-west German neo­
Kantianism'. 

The Marburg and South-west German 
Schools shared a critical idealism and were 
thus opposed to the critical realism advocated 
among others by Riehl. The critical realists' 
attempt to present Kant's critical philosophy 
in a modem form is characterized by an 
appreciation of the tradition and claims of 
empiricism. Scientific knowledge is hereby 
analysed not solely in terms of its rational a 
priori components, but rather in light of its 
'real' elements, which represent the given. 
Riehl's realistic interpretation of Kant led to 
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the critical realism of Oswald Kiilpe (1862-
1915). 

Since the 1920s neo-Kantianism has been 
presented as having been composed of two 
schools. The most famous members of the 
Marburg School are Cohen, Paul Natorp 
(1854-1924), and the early Ernst Cassirer 
(1874-1945). Their doctrine was explicitly 
claimed to be true Kantian ism. though after 
the tum of the century they integrated also 
elements of Leibniz's philosophy. The South­
west German School is represented by 
Windelband, Heinrich Rickert (1863--1936), 
and Emil Lask (1875-1915). 

The Marburg School. Hermann Cohen's 
epistemological conception arose out of his 
interpretation of Kant. He was concerned not 
only with reconstructing Kant's doctrine of a 
priori knowledge, but also with rendering this 
doctrine useful for a modern theory of know­
ledge. Early neo-Kantians such as Hermann 
von Helmholtz (1821-94) and F. A. Lange 
had interpreted Kant's a priori, which serves 
as a basis for our knowledge of appear­
ances, as a hereditary natural disposition 
intrinsic to the human species. Cohen, on the 
other hand, worked out a transcendental 
meaning of a priori: his book Kams Theorie 
der Erfahrimg (2nd ed., 1885) describes and 
justifies the a priori conditions of the possib­
ility of experience solely by a logical analysis 
of mathematics and pure science; the theory 
of experience as a theory of a 'mathematical 
science' attempts to demonstrate that the 
basic concepts and principles of science are 
the necessary conditions of scientific cer­
tainty and validity. Philosophical invest­
igation thus proceeds via a transcendental 
method. 

Cohen's interpretation here goes beyond 
Kant. Kant had distinguished between the 
question of the possibility of non-empirical 
principles ( and thus of synthetic judgements 
a priori) in mathematics and in science on the 
one hand and the question of the possibility 
of a rigorous metaphysics on the other. 
Cohen, in contrast, merely raises the 
question of the reason for the possibility or 
validity of a 'mathematical science'. Meta­
physics means nothing to him but the 
problem of the possibility of scientific experi­
ence. A second point of departure from Kant 
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is Cohen's practice of treating only the form 
of experience. The intuitive material com­
ponent is either bracketed out or gets sub­
merged in a determination of the form of 
experience. Cohen devoted much effort to 
construing sensation (the intuitive material 
component of experience) as a priori. He 
commenced this task with an analysis of 
infinitesimals (1883), going on in his Logik 
der rei11e11 Erke1111mis (1902) to prove, as he 
saw it, that all determinations of being are 
products of pure thought. Thinking he sees as 
the origin of all knowledge; it expresses itself 
in a system of methods which generate ob­
jects ('judgements'). Thus the problem of 
sensation is assigned to the sphere of the 
modal 'judgement of actuality'. 

This conception of logic as relating to 'pure 
thought' marks the original position of crit­
ical idealism, a position that is distinct from 
all forms of speculative idealism, which con­
structs systems ofrational knowledge out ofa 
principle or set of principles or which admit 
the self-explication of absolute knowledge. 
Its goal is also distinct from that of analytic 
philosophy of science, which seeks to provide 
formal criteria for the evaluation of pre-given 
scientific statements. Cohen's logic of pure 
knowledge implies on the one hand a critique 
of materialism and empiricism, and on the 
other hand a critique of religious meta­
physics; the constructive goal is to prove the 
idealistic nature of science. Cohen aims at a 
de-ontologized philosophical conception of 
knowledge and science. 

The epistemological thought of Paul 
Natorp was for a long time overshadowed by 
that of Cohen, his colleague and friend in 
Marburg. Natorp, too, worked on establish­
ing a critical idealism and went through the 
same 'logicistic' transformation as Cohen, 
though not without some reservations. The 
problem of the 'given' played for him a lesser 
role than it did for Cohen. Natorp's Philo­
sophie (1911) displays a broad cultural and 
philosophical background. It assumes the 
same rationality for all domains of culture, a 
comprehensive law, which is neither merely 
scientific nor merely practical. Natorp aims at 
a higher-order logic of reason, within which 
the peculiarities of the different cultural 
domains could be developed logically out of 
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the underlying 'original unity of the law'. 
Theoretical philosophy is then characterized 
by its reference to a spatio-temporal, causally 
conditioned lawful order, while an uncon­
ditioned lawful order comprises the object of 
ethics. 

Central to Natorp's epistemology is his 
concept of synthetic unity or of the underlying 
relational structure of knowledge. This, he 
holds, serves as the foundation of knowledge, 
in virtue of the fact that it is possible to 
unfold out of it the a priori elements of 
knowledge (categories). The system of 'basic 
logical functions' which is developed in the 
process yields the elements which are the 
building blocks of concepts and judgements. 
The object is the correlate of the original 
synthetic unity of thought; space and time, as 
the 'conditions of the determination of exist­
ence', function as the final determination of 
the object as something unique (a view which 
recalls Cohen's conception of the thing in 
itself as an idea, in the sense of a limiting 
concept, which outlines the progressive 
dynamics of the process of knowledge). 
Natorp has no logical doctrine of principles 
which would seek a foundation of the original 
law independently of its function in the 
endless process of knowledge. The ration­
ality of science manifests itself not in the 
proof that all knowledge originates from pure 
thought, but rather in the logical foundation 
of the exact sciences. 

The South-west German School. The 
South-west German School, too, seeks to 
further the critical philosophy of Kant. A 
significant difference from the Marburg 
School results from Windelband's develop­
ment of a transcendental philosophy of value. 
The grounding of a philosophical system in a 
system of 'universally valid values' begins 
with an interpretation of the theoretical as 
value-laden. 'True' and 'false' are predicates 
of valuation, which do not increase the 
content of knowledge but rather express 
approval or disapproval. Windelband does 
not represent any objectivism of value; 
values are based always on valuations and 
thus on a valuing consciousness. 

With Heinrich Rickert it becomes even 
more evident that epistemology distinguishes 
itself from the disciplines which deal with 
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beings. thanks to its orientation toward the 
concept of value. Knowing and judging imply 
an attitude towards a value, i.e. affirmation 
or negation. This attitude belongs not to the 
representational content of the judgement, 
but rather to its form. The concentration on 
problems of form arises out ofthe rejection of 
the representational theory of knowledge. 
The truth of a judgement is founded in the 
connection between form and affirmation. 
The judgement is thus relegated to the norm­
ative sphere: its truth demands acceptance. 

Rickert describes two paths for epi­
stemology: the transcendental-psychological, 
which assumes real acts of knowledge of 
judgement, and the transcendental-/ogica/, 
which takes the reality of a true sentence as its 
point of departure (1909). The latter ap­
proach is favoured by Emil Lask, who no 
longer relies primarily on judgement. Instead 
he describes theoretical validity in terms of a 
doctrine of categories, which is constructed 
on the basis of the functional relation of the 
form and the material of a judgement. 

The concept of value assumes a key signi­
ficance also in the theory of the humanities. 
In the idiographic 'sciences of events', as they 
are labelled by Windelband, the relevant 
facts are selected on the basis of criteria of 
universally relevant values. According to 
Rickert, the historian forms his objects by 
using the principle of selection of cultural 
values. His method is based on a reference to 
value (it is wertbeziehend); that, however, 
does not mean that the historian himself 
passes value judgements. 'Theoretical refer­
ence to value' - as contrasted with practical 
valuation- belongs rather to the realm of fact 
finding; the historian concerns himself only 
with facts, from which he selects whatever 
possesses a cultural value in virtue of the 
factual valuations of subjects. 

Epilogue. It is controversial whether Cohen 
inaugurated a theological metaphysics in his 
late Religion der Vemunft a11s den Quellen 
des J11dent111ns (1919), where he holds that 
religion has a specific nature of its own owing 
to its emphasis on the correlation between 
the sinful individual and the unique God. 
Natorp 's later philosophy accentuates the 
idea of unity by including in his metaphysics 
elements of the mysticism of Meister Eckhart 
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(c. 1260--1327). In general the ·critical' de­
bates and theories ceased to provide the 
focus of philosophy after World War I. Kant 
was increasingly understood as a meta­
physician. Heinz Heimsoeth (1886-1975), a 
former member of the Marburg School, 
contributed to this development in no small 
way; it was he who as early as 1914 opposed 
Cassirer's interpretation of Leibniz on the 
grounds that Leibniz's ontology takes 
precedence over his epistemology. 

Motivated by a concern for 'reality' -of the 
so-called ·external world' as well as of human 
subjectivity-Rickert and some younger neo­
Kantians continued the 'critical' discussion. 
They did so partly in opposition to contem­
porary trends, especially existentialism and 
Lebensphilosophie, partly in adjusting to 
them. Rickert realized that a theory of con­
sciousness could not adequately deal with 
existentialism; it was necessary to refer in 
addition to the objective validity of the world 
of value. An exact determination of the 
relationship between 'objective validity' and 
its subjective apprehension seemed to the 
more recent neo-Kantians to be worthy of a 
fresh philosophical effort. In this context 
Richard Honigswald (1875--1947) attempted 
to reconcile psychology, which had again 
become philosophical in its methodological 
foundations, and critical philosophy; he 
labelled his project "Psychology of thought" 
(Denkpsychologie 1921). Jonas Cohn (1869-
1947) presented a Theorie der Dialektik 
(1923) based on an 'Utraq11ism11s', i.e. on a 
conception of the equally original nature of 
both the form of thought and the content that 
is relatively alien to it. Cohn's thinking is 
marked also by a respect for the 'positive·, 
that is by an assertion of the impossibility of 
deriving the given from the form of thought. 

National Socialism and World War II 
marked an almost complete end of the 
further development of neo-Kantian 
thought. Exceptions are provided by the 
work of Wolfgang Cramer, who makes the 
transition from an ontology of the ego to a 
theory of the absolute and its self-externaliz­
ation; and by Hans Wagner, whose Philo­
sophie der Reflexion (1959) connects a critical 
theory of subjectivity with a speculative 
theory of principles. 
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HELMUT HOLZHEY 

Neoplatonism 
Neoplatonism was the dominant philosophy 
from the 3rd century AD to the end of classical 
antiquity, and continued to be a powerful 
influence on Jewish, Christian, and Islamic 
thought during the Middle Ages and to a 
lesser extent thereafter. The term groups 
together a number of philosophers who had 
certain views in common, but whose systems 
were by no means identical. 'Neoplatonism' 
itself is a modern term: all the Neoplatonists 
thought of themselves, however misguidedly, 
as followers of Plato himself. They took from 
Plato the opposition between a physical 
world which exists only in a limited sense, and 
a truly existent intelligible universe which 
they elaborated to degrees of complexity 
which Plato himself would never have recog­
nized. At the same time their thought con­
tained important Aristotelian elements, not­
ably much of his psychology, which was put to 
various purposes and, after Plotinus, his 
theory of categories. 

Plotinus. The first and greatest of the 
Neoplatonists was Plotinus (c. 205-70), 
whose importance was recognized by his 
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successors even when they disagreed with 
some of his doctrines. The main outlines of 
the system were those he laid down in the 
Enneads. He divided the intelligible universe 
into three levels, Soul, Intellect, and a tran­
scendent One. 

The One. This One is sometimes called the 
Good, after the Form of the Good in Plato, 
with which it was held to be identical. Here as 
elsewhere Neoplatonism is based on what has 
been called a 'hypermetaphysical' reading of 
Plato. Plotinus's supreme principle could 
only be described by the negation of descrip­
tions apP.licable to Intellect, or by the use of 
terms like 'above-being'. Though strictly in­
effable, it could, however, be known by 
direct apprehension. For Plotinus this took 
the form of a mystic vision: for later Neo­
platonists it seems to have remained a theor­
etical desideratum. Though the One was the 
source of all subsequent existence, and iden­
tified by some religious Platonists with God, 
for Plotinus it took no interest in things other 
than itself. It was responsible for their being, 
not by an act of will but as the automatic 
result of the plenitude of its infinite power. 
Plotinus sometimes describes the emergence 
of the rest of the universe. which for him 
exists eternally, in metaphors involving the 
notions of springs. sources, and outflowing. 
Thus this emergence has come to be thought 
of as 'emanation'. It should be stressed 
however, that this is only one of sever~ 
descriptions Plotinus uses, and not the most 
common. 

Intellect and Soul. Both Intellect and Soul 
are the product of a process by which they 
proceed as an, as yet. unformed 'pre-entity' 
from the One and Intellect respectively. Both 
Intellect and Soul then assume their own 
form by reverting in contemplation to the 
hypostasis from which they came, a process 
later described by the terms 'rest', 'proces­
sion', and 'return'. This process depends in 
part on the Aristotelian notion that what 
thinks is identical with the object of its 
thought, but here the identity is an incom­
plete one, so that each level is an imperfect 
representation of the one above. Nevertheless 
Intellect can be reidentified with the One, 
and Soul with Intellect. by further acts of 
contemplation. The identity of thought and 
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thinker which exists between hypostases also 
governs the identity of the constituents of 
Intellect and Soul, both with each other and 
with the whole of the hypostasis of which they 
are 'parts'. 

The three levels of intelligible being, or 
hypostases, differ from each other by the 
greater diffusion that attends increasing dis­
tance from the One, in which everything that 
later comes to be pre-exists in complete 
unity. The contents of Intellect are the 
Platonic Forms, which may also be thought 
of as intellects, while its eternal self-thinking 
is that of Aristotle's unmoved mover: in mak­
ing the Forms the objects of its thought, 
Plotinus was following an earlier Platonist 
tradition. Whether these Forms were all 
species-Forms as in Plato, or included Forms 
of individuals, at least of individual humans, 
remains controversial: Plotinus may have left 
the question open, while later Neoplatonists 
returned to the orthodox Platonic position. 

Intellect. At the level of Intellect things 
exist as a unity in diversity: at that of Soul 
they are a diversity in unity, in other words 
less closely united than in the self-thinking of 
the second hypostasis. Similarly Intellect is 
eternally at rest, above process and trans­
ition, which are possible ways of moving 
from one to another of the contents of Soul. 
Sometimes, however, Intellect and Soul are 
each described in ways more appropriate to 
the other. This highlights the philosophical 
difficulty of distinguishing between im­
material entities which, Plotinus and later 
Neoplatonists would sometimes say, were 
distinguished, both from each other and from 
the One, by otherness alone. Such difficulties 
may have caused Plotinus's pupil Porphyry to 
remove or blur the boundary between Soul 
and Intellect. 

Soul. Soul is responsible, through the 
world soul and the individual souls co­
ordinate with it, for the governance of the 
physical world. Sometimes this is seen as 
governance from above, while at others all 
the intelligible levels are thought of as exist­
ing within the individual. Which of them we 
identify with depends simply on the level at 
which we focus our attention, and if we 
successfully direct it upwards we may unite, 
at least temporarily, with the One itself. For 
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Plotinus this procedure was, except at the 
final stages, a purely intellectual one, facilit­
ated by the fact that he regarded the highest 
part of our soul as permanently located in the 
intelligible, whether it was to be found at the 
level of Soul or Intellect. This doctrine was 
abandoned by almost all the Neoplaton­
ists from lamblichus (c. 245-c. 330) onwards: 
they resorted to other means of achieving 
that ascent to the divine which remained for 
all of them the purpose of the philosophic 
life. 

Porphyry and Late Neoplatonism. Por­
phyry, who edited Plotinus's works, was also 
the first of the major Neoplatonists to engage 
in philosophical scholarship, which later 
became the primary vehicle for the expres­
sion of their philosophy, a tendency already 
manifest in the Platonic commentaries of 
Proclus and even more marked in the Aris­
totelian commentaries produced by such 
figures as Ammonius (late 5th-early 6th 
century) at Alexandria and his pupils Ascle­
pius, Simplicius (fl. c. 530), and John 
Philoponus (fl. c. 529). 

The Intelligible Universe in Late Neo­
platonism. All these figures produced vari­
ations of that later form of Neoplatonism 
which can be traced to lamblichus, but is 
codified for us in the works of Proclus. In it 
the system became more rigid, with the 
relatively fluid Plotinian boundaries between 
hypostases being replaced by a large number 
of additional entities produced by hypostatiz­
ing the various aspects of the original levels of 
being, and attempting to bridge all gaps by 
establishing intermediates whose identity 
was characterized by different levels of parti­
cipation. The clearest exposition of this kind 
of Neoplatonism is to be found in Proclus's 
Elements of Theology, which sets out both a 
system and the arguments by which it is 
established. Here we have an intellect which 
is unparticipated, another which both parti­
cipates and is participated in (by others), and 
a third which merely participates: souls are 
multiplied in a similar way, and there is even 
a plurality of Ones, called henads, to stand at 
the head of separate chains of being. All 
these, as well as horizontal triads like Life, 
Thought, and Being, which some have traced 
back to Plotinus himself, were found in the 
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text of Plato. Even greater levels of com­
plexity were reached by Damascius (late 5th 
century-c. 540), the last head of the Athenian 
group of Neoplatonists. 
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1-1. J. BLUMENTHAL 

Neo-Scholasticism 

This term appears to have been coined by 
Maurice de Wulf (1867-1947) of the lnstitut 
Superieur at Louvain, founded by Cardinal 
Mercier in 1893. It appears in de Wulfs book 
Scholasticism Old and New (1907), eighty 
years or more after the start of the Thomistic 
·revival'. The notion of the philosophia 
perennis as a common body of philosophical 
doctrine, thought to be almost perfectly 
articulated by Thomas Aquinas but yet 
shared by the other Scholastics, caused de 
Wulf to apply the term 'neo-Scholasticism' to 
what was exclusively intended as a revived 
Thomism, the rival systems of John Duns 
Scotus, Francisco Suarez, and others having 
been relatively ignored. In proportion as this 
was understood, the term 'neo-Thomist' was 
preferred. For de Wulf himself the signifi­
cance of the prefix was to set apart the new 
Scholastics as ones who had abandoned out­
moded cosmological notions. 

It was the historical research set in train by 
neo-Scholasticism itself (e.g. by Martin 
Grabmann's Die Geschichte der scholasti­
schen Methode, Freiburg, 1909-11) which led 
increasingly by 1930 to a more subtle nu­
ancing of this view of the philosophia peren-
11is, but not to its essential abandonment (cf. 
Etienne Gilson's The U11ity of Philosophical 
Experience). Tradition in philosophy is now 
viewed more flexibly, but as an idea it re­
mains part of the patrimony of this school, 
and the importance of Aquinas continues to 
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outshine that of his scholastic rivals, this 
being as much cause as result of the papacy's 
patronage of his thought. 

It is usual to date this patronage, and the 
supposed revival of Thomism, from Leo 
XIII's encyclical Aeterni Patris (1879). But 
history does not entirely support this picture 
of a 'third' Scholasticism reviving a past 
epoch. In Spain the tradition had been con­
tinuous, and even Protestantism in Germany 
did not stop its course (Thomasius, Leibniz, 
Wolff). During the period of the Enlighten­
ment itself, the Dominicans regularly 
decreed adherence to the doctrine of Thomas 
Aquinas. S. Roselli wrote his six-volume 
Summa Philosophiae in 1777 and the 
Phi/osophia j11xta D. Thomae Dogmata 
(Milan, 1676) by Anton Goudin (1639-95) 
had gone through fourteen editions by 1744. 
In 1879, with Vatican I's decree Dei Filius 
(1870) on faith and reason behind him, Leo 
XIII was just confirming what in large part 
had long been going on when he identified 
Thomism with a Christian philosophy having 
its roots in Patristic tradition. His intention 
was but to restore (insta11randa) its effective 
teaching in the schools. 

The idea of a philosophical tradition, ably 
defended by Gilson and present already in 
Plato (cf. Joseph Pieper, Uber die platoni­
schen Mythen, Munich, 1965), had been 
widely discredited by the new Cartesian ideal 
of a freedom from all influence for the 
individual thinker. In fact the support of 
tradition's guardians for a revived Scholasti­
cism can seem at times to cast doubt upon its 
inner dynamism (hence Jacques Maritain's 
protest, "I am neither a neo- nor a palaeo­
Thomist, but a Thomist"). De Wulfs prefix 
has become pejorative. and even an end to 
neo-Scholasticism is proclaimed, while Karl 
Rabner (1904--84) would dismiss it as a semi­
political product of 19th-century romanticism 
with which the looser contemporary adapta­
tions of Scholasticism (such as his own Spirit 
in the World, 1939) have little in common. 

However, such accommodations of 
Thomism to Kant or Martin Heidegger or 
others, whether by Rabner. Franz Brentano 
(1838--1917), Joseph Marechal (1878--1944). 
or Bernard Lonergan (( 1904-85) Insight. 
1957) and his supporters. often demonstrably 
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distort Aquinas and are not self-evidently 
better philosophy than the purer or more 
deliberately dependent Thomism of Etienne 
Gilson, Gallus Manser (1866-1950) or 
Cornelius Fabro, Norbert del Prado or 
Reginald Garrigou-Lagrange ( 1877-1964 ), 
however much better they may satisfy a 
clerical wish for 'dialogue with modems'. 
Grabmann himself (1935) knew nothing of 
such an end to neo-Scholasticism, to which he 
was busy giving an improved historical sense. 

For, of course, no one in the I 9th century 
could have a 20th-century historical aware­
ness. The themes of metaphysics are anyhow 
independent of and weightier than historical 
fluctuations, and so are sufficient to vouch­
safe continuity. Thus Joseph M. Bochenski 
speaks merely of .. the Thomistic ( also called 
'neo-Thomistic') school", which is so far 
from having come to an end that .. no other 
philosophical group seems to have so many 
thinkers in its ranks or so many centres of 
study at its disposal" (Contemporary Euro­
pean Philosophy, 1947). In the years since 
this judgement was made, however, such a 
'pure' Thomism has come to many to seem 
the sole opponent to the consensus of prag­
matism or relativism. 

What previously typified the neo-schol­
astic movement, however, which arose, at 
least in Italy, in opposition to traditionalism 
and ontologism, was an emphasis upon philo­
sophy rather than upon theology, when com­
pared with earlier Scholasticism. Thus Leo 
XIII called the theologian Joseph Kleutgen 
(1811-83) the prince of philosophers, and 
Pius X complained of those who "'deride and 
heedlessly despise scholastic philosophy" 
(1907, author's emphasis), declaring later 
that by this he meant .. the principal teach­
ings of St. Thomas Aquinas". In 1914 the 
Sacred Congregation for Studies put for­
ward twenty-four Thomistic theses to be held 
and taught in Catholic institutes, twenty­
three of which were contrary to Suarez's 
views, and in 1917 the 'method, doctrine and 
principles' of Aquinas were imposed in 
canon law. "The Church has adopted his 
philosophy for her very own", declared Pius 
XI (Swdiorum Ducem, 1923), a position 
confirmed by Pius XII in 1951 (Humani 
Generis). 

NEO-SCHOLASTICISM 

If the neo-Scholastics prior to Gilson ( On 
Being and Some Philosophers, Toronto, 
1952) and his contemporaries tended not to 
see the 'existentialist' element in Aquinas's 
thought, the theorists of the later hermen­
eutic and related schools, on the other hand, 
have perhaps too readily assumed the mean­
ingfulness of subjecting the texts of Aquinas 
to 'reinterpretation' according to hermen­
eutic or historicist principles (Rahner's Spirit 
in the World, again; cf. criticism of this in 
R. M. Bums (1988)), although this is in direct 
conflict with Aquinas's own realist, and supra­
historicist, theory of truth. 

Closely connected with the topic of neo­
Scholasticism is the question of Christian 
philosophy, an idea discussed since the 1930s. 
If there is such a single Christian philosophy 
extending back into Patristic times and still 
living today it seems it could only be Scholas­
ticism. Such a view would require stressing 
the continuity of Augustinianism and henc, 
neo-Platonism with Thomism and the persist 
ence of the latter into the baroque periot 
and beyond, including rationalists and empiri­
cists as one-sided outgrowths ignorant of 
their own roots. Gilson 's historical work 
seems here confirmed by Alasdair McIntyre's 
researches into the fate of the ethical tradition 
in the 18th century (After Virtue, London, 
1981). 

In such a perspective the weakness of the 
rationalist alternative offered by the En­
lightenment can appear to have been just its 
lack of such a historical continuity. The 
Ciceronian and Augustinian theory of law as 
a participation in the eternal law had even 
supplied a reason for expecting continuous 
human tradition to be somehow normative. 

For these reasons the strength of Scholasti­
cism today, with or without the ·neo', appears 
in its being a school with more universalistic 
pretensions than those named after indi­
vidual men or systems. That it repeatedly dis­
tils itself into the cult of one man's work 
(Thomism) is an accidental consequence of 
the apparent excellence of that one man. His 
formulations were bound to have become 
more or less normative, needing not so much 
to be ·reinterpreted' by each age (as if his 
texts were sacred) as to be first understood 
and then, where possible, amplified. 



NEWTON, ISAAC 

FURTHER READING 

Burns. R. M .. 1988. "The agent intellect in Rahner 
and Aquinas", The Heytlrrop Jo11rna/, 29. 423-
50. 

Grabmann, M .• 1935, "Neuscholastik", Lexiko11 
p;r Tlieologie u11d Kirc/re, 7, 522-5, Frciburg: 
Herder. 

Leo Xlll, Pope, 1879, "Aetcrni Patris", Acta 
Apostolicae Sedis. 

Rahner, K., 1968, Spirit i11 the World, London: 
Sheed and Ward. 

Weisheipl, J .. 1966, "Neo-scholasticism", New 
Cat/rolic E11cyclopaedia, Washington, D.C.: 
McGraw-Hill, 10, 337. 

STEPHEN THERON 

Newton, Isaac 
Isaac Newton (born Woolsthorpe, 1642; died 
London, 1727) was the central figure in that 
complex set of intellectual changes and devel­
opments we have come to call the scientific 
revolution. His work in mechanics, the Prin­
cipia Mathematica Natura/is Philosophiae 
(1687), initiated a fruitful two centuries of 
achievement in all areas of the physical 
sciences, the 'Newtonian' era, as it is often 
described. His other major published work, 
the Oplicks (1704), brought together the 
experimental and theoretical research on 
light that had first brought him fame as a 
young professor in Cambridge; in an imagin­
ative set of appended "Queries", where the 
tight bounds of deduction and experimental 
proof were laid aside, he suggested themes 
that would shape chemistry and the theory of 
heat for a century. His contribution to pure 
mathematics was immense; the modern 
edition of his collected papers on mathematics 
runs to a bulky eight volumes. His best­
known achievement in that domain was the 
perfecting of the infinitesimal calculus, for 
which Leibniz also must share the credit. (A 
bitter priority dispute between these two 
great men was only one of the many occasions 
when Newton engaged in acrimonious chal­
lenge.) It has only been in recent decades that 
Newton's work in two other areas has come in 
for serious attention from scholars. He was 
actively engaged in practical alchemy over 
many years, not only spending long hours in 
what we would now call chemical experiment 

610 

but also delving in the esoteric treatises of a 
tradition that had already been all but aban­
doned by the practitioners of the 'new 
science'. In addition, he wrote extensively on 
theology, drawing on the Fathers of the 
Church as well as the theologians of his own 
day. He sent virtually none of this work for 
publication, presumably for the reason that 
much of it would have been regarded as 
heretical by the ruling Anglican Church. 
Newton rejected the doctrines of the Trinity 
and of the divinity of Christ, and wrote 
hundreds of pages of detailed analysis of the 
historical source materials in an effort to 
show where the Christian Church had gone 
wrong in the 4th century. 

Newton's insistence that hypotheses 
"whether metaphysical or physical" ought to 
have no place in "experimental philosophy" 
(i.e. natural science) has often led him to be 
characterized as a forerunner of modem 
positivism. It is true that he admitted only 
two sorts of inference in experimental philo­
sophy, where "propositions are deduced 
from phenomena, and afterwards made 
general by induction". But, in practice, he 
makes extensive use of hypothesis through­
out his work, especially in his optical theories. 
His reluctance to allow hypothesis in science 
proper was rooted in part in his early scepti­
cism about untestable hypothesis of the 
Cartesian sort and in part in a deep-rooted 
personal inability to deal with the sort of 
controversy that goes with the justifying of 
one hypothesis over another. Further, he had 
discovered that in mechanics, at least, he 
could produce a very successful predictive 
account without ever having to deal with the 
'physical' issue as to what the cause of gravity 
actually is. The impact of his constricted 
views on method on later science was con­
siderable; the notion that science consists 
simply of law-like generalizations derived 
directly by induction from observable be­
haviour was not successfully challenged until 
hypothetical explanation in terms of under­
lying structures eventually attained legiti­
macy in I 9th-century chemistry and physics. 

Newton's account of force led him to infer 
that there must be an absolute space and an 
absolute time defining an 'absolute' motion, 
i.e. a motion such that a change in it entails 
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the operation of a real force. Space and time 
are both infinite in extent; neither is depen­
dent on matter. God created matter at a finite 
time in the past, in the form of imperceptibly 
small solid particles. It would be "unphilo­
sophical", Newton insists, to suppose that the 
operation of the laws of nature alone could 
have brought our ordered universe out of an 
initial chaos ( as Rene Descartes had pro­
posed). Instead, God would have had to be 
constantly active, "more able by his will to 
move the bodies within his boundless uni­
form sensorium ... then we are by our will to 
move the parts of our own bodies" ( Opticks, 
Q.31). Matter itself must, then, be entirely 
passive, unable to initiate motion on its own 
account. 

This leaves Newton in a quandary in regard 
to the central explanatory concept of the 
Principia, gravitation. He says that the Sun 
attracts the planets: but how can this be, if 
matter is passive? And even if matter were 
capable of action, would it not be action at a 
distance? Yet Newton thought the notion of 
action at a distance to be an 'absurdity'. Nor 
can there be a mechanical ether as an inter­
mediary; he had himself shown this in the 
Principia. No wonder that critics like Leibniz 
and George Berkeley objected: the new 
mechanics is a convenient mathematical 
scheme, they said, but it does not really 
explain motion. Newton struggled to find a 
response, but never succeeded. 

His mechanics was, however, superbly 
successful in organizing motions of all sorts 
under a single descriptive scheme. The basic 
constituents of matter are to be characterized 
by a handful of 'primary' qualities, like exten­
sion, hardness, and mass, precisely the qual­
ities that ensure that the basic science of 
matter is mechanics. And these qualities 
themselves can be understood ( or so Newton 
thought) in terms of our ordinary experience. 
It is not clear where mind fits in all of this; 
though Newton himself found no difficulty in 
supposing that mind (and, indeed, many 
other kinds of 'spirit') can act on body, the 
implicit determinism of his mechanics, if 
taken to be universally applicable to all 
motion, made the status of mind progress­
ively more problematic to Newtonians of the 
next generation. And his combination of 
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empiricism and deductivism quickly proved 
vulnerable to the probings of David Hume. It 
would not be an exaggeration to say that for 
the next two centuries, the energies of philo­
sophers were to be directed, in large 
measure, to the challenges Newton had be­
queathed them. 
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Nicholas of Cusa 

Nicholas of Cusa, also called Nicolaus 
Cusanus and Nikolaus von Kues, was one of 
Germany's first metaphysicians. Born in 1401 
in the city of Kues, across the Moselle River 
from Bemkastel, he studied at the Univer­
sities of Heidelberg, Padua (Italy), and 
Cologne. At Padua he received his doctorate 
in canon law (1423). Declining a professor­
ship offered by the University of Louvain in 
1428 and again in 1435, he later was made a 
papal envoy to Germany (1438--48) and 
thereafter was named cardinal of St. Peter in 
Chains (1448) and bishop of Brixen (1450). 
His death occurred in Todi, Italy, in 1464. His 
valuable personal library remains intact and 
is located in the hospice that he founded for 
elderly men that is still operational in Bem­
kastel-Kues. 

Nicholas's first philosophical work, De 
docta ignorantia (1440), is also his most 
important one, since it contains his major 
metaphysical teachings: 

1. his doctrine of God, 
2. his doctrine of God's relationship to the 

world, 
3. his cosmological speculations, 
4. his Christological synthesis. 

1. God, as absolutely Maximum, is all 
that which can be. That is, he is Being itself 
(esse ipsum), the Creating and Sustaining 
Power - or Ground of being - of all beings 
(entia). Being itself is undifferentiated Being 
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and, thus, escapes comparison with all finite 
beings, which, necessarily, differ from one 
another by virtue of their different forms. In 
De docta ig11ora111ia, as elsewhere, Nicholas 
asserts that there is no proportion between 
the finite and the Infinite, so that all predica­
tion regarding God's nature is symbolical. 
When he speaks of the coincidence of oppos­
ites in God, he does not mean to deny the 
validity of the principle of non-contradiction; 
rather, he is insisting upon the absolute 
simplicity of Divine Being. Nicholas's 
method of learned ignorance allows us, for 
purposes of worship and discourse, to con­
ceive of God as if he were supreme goodness, 
beauty, justice, etc. Yet, a wise man will 
know that, necessarily, he is ignorant of 
God's nature - in spite of the fact that the 
patriarchs, the prophets, and Christ himself 
have disclosed fitting symbols for discoursing 
about him. 

2. Though Divine Being infinitely tran­
scends all finite being. it is also immanent in 
finite being- just as the reality of an original 
is present in a mirror-image of itself. That is, 
without the original there would not exist the 
given mirror-image. So, too, without God the 
world would not exist (even though without 
the world God would unchangedly continue 
to be). Though Nicholas states that God, as 
Ground of being, is all things, he nowhere 
maintains that all things are God. Instead, he 
says repeatedly that in God all things are 
God. For as antecedently present in God all 
things are the uncreated God himself rather 
than being their own finite, created selves. 
The universe is a contracted (i.e., a de­
limited) reflection of God's being but is not 
God in a contracted state. For God, who is 
Absolute, is never contracted, and a reflec­
tion of God's being is not God's being. Each 
finite thing may be called a created god in that 
it symbolically reflects Divine Perfection 
because its nature is as perfect as it can be. 
Natures exist only in individuals, notes 
Nicholas in De docta ignoramia, where he 
seems to endorse a theory of universals that 
can be termed moderate realism. Nicholas 
calls God the Form of all things and the Being 
of all things. But since finite beings have their 
own forms, God is the Form of all things only 
in the sense that, qua Creator and Sustainer, 
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he is the Former of the respective finite form 
of each thing. Similarly, he is the Being of all 
things in that he is the Creative and Sustain­
ing Source of every finite being. (Nicholas is 
sometimes incorrectly interpreted as teach­
ing that God is each finite thing's being-i.e., 
as teaching that each thing in its substantial 
being is God - so that finite things differ from 
one another only accidentally.) Since all 
things are present in God and God is present 
in all things, it follows (we are told) that each 
thing is present in each other thing; but as 
present in a given particular, all other things 
are that particular. 

3. According to Nicholas the universe is 
both finite and infinite, though in different 
respects. It is infinite in that it is unbounded 
by anything physically external to it; it is finite 
in that it has definite measurements that are 
known to God alone. The earth is sphere­
like, and it appears to us to be at the centre of 
the universe - though through learned ig­
norance we may ascertain that the universe 
has no exact physical centre, even as it has no 
precise physical circumference. The Earth, 
the Sun, the Moon - indeed, all planets and 
stars - have a motion, a light, a heat, and an 
influence of their own. Though Nicholas 
teaches that the Earth moves, he does not 
indicate what kind of motion this is. To be 
sure, his cosmology does 1101 prefigure the 
Copernican theory; yet, it does constitute a 
significant step away from the Aristotelian 
conception. In last analysis, Nicholas's cos­
mology is not scientific but rather is specu­
lative in a theological way: God is the uni­
verse's centre and circumference, since his 
power and knowledge are omnipresent. 

4. As the world was created by means of 
the eternal Word of God, so it will return to 
God by means of his Word, which is united to 
the human nature of Jesus. Jesus's human 
nature is said by Nicholas to be maximally 
perfect and, as thus perfect. to be subsumed in 
the divine nature (without the transformation 
of either nature into the other). It is a 
microcosm that enfolds the higher and the 
lower created orders and, thus, all the per­
fection of the universe. 

Many of Nicholas's ideas made their way 
into the stream of early modern thinking and 
seem indirectly to have influenced such later 
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thinkers as Leibniz ( though no direct in­
fluence can be demonstrated). Important 
parallels exist between Leibniz's views and 
Nicholas's notion of perfection. as well as 
Nicholas's doctrine that material objects are 
(in principle) infinitely divisible and that no 
two things are exactly alike. Nicholas also 
influenced Giordano Bruno (1548-1600), 
who misunderstood his conception of the 
infinite universe; and, in our own day, his 
effect on Paul Tillich (1886-1965) is patent. 
Nicholas's own thoughts were shaped by 
Anselm of Canterbury (1033/4-1109), 
Aquinas (1225-74), Augustine (354-430), 
Eriugena (c. 810-77), Heimericus de Campo, 
Meister Eckhart (c. 1260-1327), Proclus 
(410-85), Pseudo-Dionysius (6th century). 
and Thierry of Chartres (c. 1100-1156) to 
name only a few. Besides De doc/a ig110-
ra11tia his most important metaphysical works 
include De co11iec111ris (1442-3), De dato 
patris /11mim1m (1445-6), De visio11e Dei 
(1453), De beryl/o (1458), De posses/ (1460), 
De Ii 11011 ali11d (1461), De /11do globi (1462-
3), and De apice theoriae (1464). 
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JASPER HOPKINS 

Nicole Oresme 

Nicole Oresme (c. 1320-82) taught first in 
the Arts Faculty at the University of Paris, 
and became grand master of the College of 
Navarre in 1356 and bishop of Lisieux in 
1377. He was the teacher of Charles V, and 
the latter entrusted him with the task of 
translating some of Aristotle's main writings 
from Latin into French. Oresme's translation 
of De caelo. entitled Le Livre d11 ciel et d11 

NICOLE ORESME 

mo11de, which was finished in 1377, stands out 
owing to its lengthy and original comment­
ary. Moreover, he wrote important math­
ematical and astronomical treatises on the 
incommensurability of motions as well as an 
essay on money. Along with John Buridan, 
Oresme was the most distinguished French 
natural philosopher of the 14th century. 

Oresme 's principal importance for the 
genesis of mathematical natural science lies 
not in his specific results, but in his method. 
His thinking is sceptical for theological 
reasons: in defending faith he tries to prove 
that natural reason is incapable of definitive 
truth about the nature of things. To this end 
he develops alternatives to Aristotelian doc­
trines, between none of which a reasonable 
decision is possible. Faith, therefore, must 
have the final say. 

Oresme's theological-sceptical mode of 
argumentation had an unintentional effect on 
the history of science. It led to a calling into 
question of the ontological foundations of 
Aristotelian natural philosophy and thereby 
made way for the subsequent mathematical 
and experimental treatment of scientific 
problems. This applies especially to the Aris­
totelian view of natural motion. Oresme's 
commentaries employ thought-experiments 
which make every motion seem relative to 
the observer's standpoint. Although unaware 
of the impetus theory, he succeeds in formu­
lating, within the frame of the Aristotelian 
doctrine of motion, the idea of a particular 
kind of motion which dissolves the Aris­
totelian dichotomy of natural and forced 
motion. His kinematics of circular motion 
yields a constant of motion which was then 
interpreted by Galileo as circular inertia. 

Oresme's innovations in the theory of 
motion make possible his cosmological 
thought-experiments. He discusses the pos­
sibility of diurnal rotation of the earth in terms 
of mechanistic models. The Aristotelian 
graded cosmos with its hierarchical order is 
thereby replaced by a functional order which 
forms the presupposition for the notion of a 
homogeneous world. The principle of eco­
nomy prepares the way for the modern con­
cept of system-rationality which replaces the 
theological conception of nature and its 
underlying metaphysics of substances. As 
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modern as these elements are, including 
Oresme 's discussion of a possible rotation of 
the earth, it is misjudged to regard him as a 
pioneer of the modern mathematical-sci­
entific world-view. For his sceptical attitude 
prevents him from effecting a reconciliation 
of natural philosophy and mathematics. 
Oresme's concept of nature thereby proves to 
be ontological, removing nature from the 
realm of what is subject to calculation by 
human reason. 
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FERDINAND FELLMANN 

Nietzsche's Metaphysics 
Two Main Metaphysical Principles. Friedrich 
Nietzsche (1844-1900) is best known for his 
fierce critique of religion and morality. His 
views on man and value are based on two 
fundamental metaphysical principles, the will 
to power and eternal recurrence, which occur 
in The Gay Science (1881/2). However, 
Nietzsche's metaphysics never progressed 
beyond an outline. 

The will to power is a central concept for 
Nietzsche; with it, he hoped to explain all 
organic processes, biological and psycho­
logical phenomena, and cognitive and intel­
lectual phenomena: knowledge, values, ends, 
meaning, and moral norms. 

The theory of eternal recurrence was 
intended to provide an alternative to all 
theistic and pantheistic conceptions; "both of 
the most extreme modes of thought - the 
mechanical and the Platonic - come together 
in eternal recurrence". The cosmological­
metaphysical hypothesis that everything that 
happens must reoccur without end is based in 
part on the assumption that the universe is a 
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closed system of force whose quantity of 
force is finite and constant. Force is 
uncreatable and indestructible. The universe 
has no rigid final state; it is the sole perpetuum 
mobile, without an outside cause, "a play of 
forces and waves of force, eternally changing, 
eternally returning in monstrous years of 
recurrence". 

Nietzsche described this "Dionysian world" 
as "will to power and nothing else". Thus 
within the universe the will to power is the 
universal principle. Walter Kaufmann has 
contended that the will to power is a pro­
jection of human passions on to the cos­
mos rather than a primary principle. 
Nietzsche saw numerous parallels between 
the human and the cosmic, attempting to 
understand material and organic processes as 
more primitive forms of human passions, and 
defending his view on the basis of its 
ontological economy, since it required only 
one form of causality. But Nietzsche does not 
simply biologize the inorganic sphere; this 
would make the will to power a mere 
metaphor. While the inspiration for his view 
is biological, for Nietzsche the organic, 
psychological, social, and cognitive spheres 
are ruled by the same quantum force 
dynamics as the inorganic, and are merely 
higher forms of organization of force-quanta. 

The Will to Power. Nietzsche speaks of will 
to power in both the singular and the plural. 
In the singular it designates the sole quality 
that exists. The world as a system of forces 
exhibits this quality, but only in the form of 
quanta of power or force. Reality consists of 
an interplay of such quanta; there is no will as 
such, only centres of will whose power 
is continuously augmented or diminished. 
Nothing but force exists; the physicists' force 
must be ascribed an inner will, the will to 
power; all forces are of the same kind as that 
of the will, imposing on and changing other 
subjects. 

Nietzsche sees quantity as a sign of quality; 
a purely quantitative world would be im­
mobile and dead. The dynamic power must 
possess an inner quality, which lies in the 
"tendency, the longing to be greater", to 
increase in quantity. So movement and 
change can only exist because of this 
irreducible quality, the will to power is a 
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necessary condition of all change and thus 
of eternal recurrence. 

All centres of force strive to increase 
their power (not, as Spinoza thought, merely 
to preserve themselves), and this striving is 
the sole reality. The primal will is to be­
come stronger, impose oneself on others, 
strengthen, possess, attain mastery. For 
Nietzsche, 'will' is not the will to life of 
Arthur Schopenhauer, or desire, instinct, or 
drive, but solely this will to augmentation 
and expression of power. The will to power is 
uncreated, has not come into being from 
something else, and cannot be explained in 
terms of development. It is the ultimate fact. 

Nietzsche calls the force quanta "wills to 
power" because each one radiates power on 
all others and attempts to extend its influence 
over the whole of space; it both exercises its 
own power and resists that of other centres, 
so that there is a dynamic tension amongst 
them. There is no adiaphoria or neutrality 
among quanta, only a continual trial of force 
amongst them, the weaker trying to defend 
themselves against the predations of the 
stronger. 

The two forces known in Nietzsche's time 
to act over a distance were gravitation and 
electromagnetism. Both obey inverse square 
laws, though while electromagnetic force can 
either attract or repel, gravity only attracts. 
Nietzsche was strongly influenced by the 
Philosophiae nat11ralis theoriae (1759) of 
Roger Joseph Boscovich (1711-87). Boscovich 
united both attraction and repulsion in a 
single force, which attracted at large dis­
tances but repelled at short distances, and 
attempted thus to explain cohesion, elasticity, 
and chemical affinity. Boscovich assumed the 
existence of "prime material elements", in­
divisible centres of mass or force, which 
possess inertia and act on each other. They 
move according to Newton's laws, are finite 
in number and finitely far apart from each 
other, so the world as a whole is finite. This 
assumption is crucial for Nietzsche's theory 
of eternal recurrence. 

Following Boscovich, Nietzsche rejected 
the materialist's atoms - tiny lumps of inert 
matter- in favour of force, one form of which 
is gravity. Nietzsche uses 'atom' sometimes 
for these rejected material things, sometimes 
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for atoms of force. Material atoms are mere 
fictions facilitating calculation. Things as sub­
strata of predication are also fictions: the 
continuous nature of all interactions makes it 
inadmissible to speak of individuals or of the 
same things. Identical things are creatures of 
thought, itself a form of will to power. If the 
linguistic contributions of number, thing, 
and subject are left out, one is reduced 
to dynamic quanta alone. The concepts pre­
supposed in classical mechanics - matter, 
atoms, weight, pressure, collision - are inter­
pretations made in the language of the senses, 
not objective facts. Mechanism and mater­
ialism are false. 

Mechanical laws are likewise fictions: 
events do not follow rules. For Nietzsche, the 
sequence of events in itself knows neither 
cause nor effect, only a lawless struggle for 
power amongst the quanta of force. The only 
causality is the conflict between wills. The 
will to power is the sole basis of all change, 
which consists in the extension of power of 
one centre over another. Though power is 
constant in total, unceasing change and hence 
temporality is part of its nature. The reason 
for this, and for all imperfection, lies in the 
form of space: in an infinite or spherical 
space the world would have attained static 
equilibrium. Since this has not happened, 
Nietzsche concludes it is not possible, 
assuming that there was no beginning and no 
creation ex nihilo. 

Living systems exhibit will to power in a 
special way, in that they accumulate power. 
Life is a plurality of forces connected by a 
common process of nutrition, resistance to 
and assimilation of outside forces, forming, 
transforming, and ingesting. All living things 
attempt to extend their power and dominate 
the weaker. 

Organs are means of interpretation in the 
service of domination; they delimit and assess 
differences of power. Drives are forms of the 
will to power. Man possesses diverse and 
conflicting drives, which strengthen when co­
ordinated but weaken otherwise, but their 
synthesis has made him master of the earth. 
Pleasure and pain are mere side-effects of the 
increase or decrease of power; pleasure is not 
an end in itself. 

The will to power explains, according to 
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Nietzsche, why Darwinian selection does not 
always favour the strongest individuals and 
groups: the strong are too weak to overcome 
the organized instincts of the herd of weak­
lings who make up the majority. 

Cognition is seen as a form of assimilation, 
grasping new phenomena by use of the old 
and familiar. Nietzsche's conception of as­
similation thus resembles that of Jean Piaget. 
The complementary concept of accommo­
dation is Jess explicit in Nietzsche. The ten­
dency to take things as alike is modified by 
success and failure; there is a tendency to fit 
in with things so as not to endanger life. 
Organs of cognition develop not out of a need 
to avoid deception but because of their utility 
in ensuring preservation and growth. Our 
cognitive apparatus abstracts and simplifies 
the world, not to gain knowledge but as an 
instrument of power. Cognition reads mean­
ing into reality which is foreign to it, since 
reality is process or becoming, whereas 
cognition looks for static being. Cognition 
thus falsifies, but it is necessary for life. The 
will to truth is will to power, reinterpreting 
the evanescent as enduring. 

This raises problems. How can cognition 
recognize itself as will to power? Is this self­
cognition of cognition itself not true cog­
nition? Does the view that cognition fiction­
alizes not start an infinite regress when 
applied to itself? 

The basic principles of logic are for Nietz­
sche regulative articles of belief, not empir­
ical knowledge. They rest on presuppositions 
corresponding to nothing in the world; they 
are posits helping to form a world which is to 
count as true for us. Our belief in logic 
presupposes our belief in enduring things, 
which assumes that there are like cases. The 
will to render things alike is will to power. 
Logic is useful for living, but discloses no 
truth about reality. Nietzsche, however, 
seems not to deny internal logical truth, 
coherence, and consistency. His view of 
knowledge and logic has constructivistic 
aspects. If knowledge and logic are to be of 
use, the apparatus of cognition must conceive 
the force environment in such a way that its 
bearer is likely to survive. Too many fictions 
will be dysfunctional. Creatures that con­
tinually produce false assumptions about 
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their force environment have the tragic but 
praiseworthy tendency to expire before they 
reproduce. The will to power is forced to 
become will to truth. 

Morality is also a form of wiJJ to power. Its 
original function was to avoid demise due to 
conflicting drives. It is in general a system of 
valuations concerning a being's conditions of 
life, and criticism of morality is the sublimest 
form of morality. Seen genetically, however, 
morality is a special case of unmorality. The 
will to power expresses itself in the history of 
morality, mainly in two types: the morality of 
capability, virtus, action (Caesar, Napoleon, 
and Goethe's Faust are examples); and the 
morality of reaction, passivity, and slavery, a 
morality which aims to dominate the stronger, 
but merely preserves without creativity. This 
is the morality of Christians, socialists, par­
liaments, the herd. 

Eternal Recurrence. Nietzsche consciously 
opposed his postulate of eternal recurrence, 
which he saw as a scientific hypothesis, to 
established religion and metaphysics. He 
found inspiration for his views in ancient 
writers: Plato's Phaedo, Empedocles, the 
Stoics, and Pythagoreans; but also among 
modem authors like Heine and Schopenhauer, 
as well as in scientific literature: Boscovich, 
and Nietzsche's contemporaries Johann 
Zollner, Johann Vogt, and Julius Mayer. 

We may reconstruct Nietzsche's argument 
for eternal recurrence. This has two parts: the 
first part attempts merely to show eternal 
recurrence is possible. 

I. The world consists of centres of force 
with the spatial form of indivisible 
mathematical points. This assumption 
does not, contra, for example, A. C. 
Danto (1965), entail the infinite divisi­
bility of power. 

2. There are only finitely many centres of 
power. The concept of infinite power is 
rejected as absurd. The world contains 
a determinate amount of force and a 
determinate number of centres of force 
(contra Spinoza and Giordano Bruno). 

3. The overall amount of force and its 
properties are constant. Matter does 
not 'learn'; it does not acquire new 
properties. 
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4. Force, and centres of force, are un­
created. Nietzsche rejects creation ex 
nihilo by a creator God. The world had 
no beginning. 

5. Nietzsche accepts the principle of con­
servation of energy. The amount of 
force neither increases nor decreases. 

6. It follows that the number of possible 
combinations of positions and quan­
tum values of the finitely many centres 
of force (the 'state space', as it would 
now be called) is finite and fixed. 

7. The centres of force, however, have 
existed for an infinite time. 

8. There is no diffusion in an infinite 
space and a stable equilibrium is not 
attained. Nietzsche expressly rejects 
infinite space. 

9. Because of the finitude of space and 
the conservation law, force cannot be 
dissipated. So 

JO. every state of the world must be re­
alizable infinitely often. (Compare 
Schopenhauer: "An infinite time has 
passed up to the present moment, 
wherefore everything that could have 
come into being has come into 
being".) 

So far only the possibility of external 
recurrence has been shown. The second 
part of the argument, building on the first, 
attempts to show that external recurrence 
actually occurs. 

1 I. An attempt to strengthen 8. There is 
no diffusion. Nothing comes into being. 
The fact of mind and thought show 
that the world has not reached a state 
of stable equilibrium. This is for 
Nietzsche the sole certainty among 
a welter of world hypotheses. 

12. If space were spherical, then in an 
infinite time a stable equilibrium 
would have long since been attained. 

13. There is no possible stable final state of 
the world. 

14. Space must have a determinate, but 
non-spherical shape (from 11., 12.). 
The shape of space must be the cause 
of movement. Otherwise, however, 
we know nothing about space. 
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15. Infinite novelty is excluded: under the 
assumptions I. to 4. such a thing would 
be a miracle, "a mad religious wish. 
the longing of Spinoza". Artificial 
maintenance of things by a creator 
God is ruled out, so there can be no 
increase or decrease in the number of 
combinations through such external 
influence. Hence 

16. everything that can take place must do 
so infinitely often (The Will to Power, 
§1059). 

Since there are only finitely many com­
binations, and force can never rest, never 
become 'unforce' ( Unkraft), the past must be 
actually infinite and cyclical. If the actual 
period force combinations are a b . .. z. and 
world history looks like ... a b ... z a b ... 
z ab (suppose now we are in state b ), we can 
consider the 'forwards' direction a b . .. z, 
yielding an infinite progression up to the 
present, or the 'backwards' direction z . .. b 
a, yielding an infinite regress into the past. If 
we consider these two directions as opposite 
ways around a circle, we get the idea that 
"Time itself is a circle", as Nietzsche writes 
in Zarathustra. "The middle is everywhere. 
The path of eternity is bent." In this way, 
Kant's first antinomy might be solved. The 
past is infinite in extent but finite in _variety: 
that which is to come has already been. 

As the mathematician Oskar Becker 
pointed out in 1936, Nietzsche's theory is 
worthy of respect. It is the more so now, as it 
stands a chance of being falsified in the next 
few years. If the gravitational pull of the 'dark 
matter' of the universe, possibly consisting 
mainly of neutrinos, turns out to be insufficient 
to halt cosmic expansion, the universe would 
expand and diffuse for ever. Condition 8. 
would thus be violated, and the proposition 
that the past is infinite would also be untenable. 
If, on the other hand, there is enough matter 
in the universe to halt and reverse its present 
expansion, the universe could be broadly 
cyclical. This would not of itself support 
Nietzsche, since he also assumed indivisible 
centres of force with finitely many properties. 
Nevertheless, an honest refutation would 
show the theory to have been, as Nietzsche 
said it was. an interesting scientific hypothesis. 
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STEPHAN LANDOLT AND PETER M. SIMONS 

Nominalism 
The term 'nominalism' derives from 'nomen' 
via 'nominales', the latter term first appear­
ing in the 12th century. Both the meaning and 
extension of the term are subjects of contro­
versy. As used in 20th-century philosophy, it 
has several connected meanings. 

1. In the first and traditional sense, nomin­
alism is the doctrine that everything that 
really exists is particular, that there are 
no real (mind-independent) universals. 
Its opposite is realism with respect to 
universals, whether of a strong (Platon­
istic, ante rem) or a moderate (Thom­
istic, in re) sort. Nominalism in this 
sense subsumesconceptualism, the doc­
trine that universals exist not independ­
ently but as concepts in the mind, the 
most common form of nominalism in 
antiquity and the Middle Ages. Such a 
conceptualism is ascribed to various 
Stoics, by some to Aristotle, to Peter 
Abelard, William Ockham, Leibniz, 
and John Locke. The name 'nominal­
ism' is not wholly inappropriate to it 
because it was commonly held, e.g. by 
Ockham, that concepts are mental 
names. 

2. Nominalism in a more restricted sense 
agrees with conceptualism that univer­
sals exist only in dependence on minds, 
but takes them to be words properly so 
called ( vox), as distinct from concepts 
(conceptus). Sometimes called extreme 
nominalism, this view is ascribed by 
Abelard to his teacher Roscelin of 
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Compiegne (c.1045-c.1120)andcanbe 
found in Thomas Hobbes. 

3. A still more radical position is to deny 
that universals exist at all, whether as 
real entities, concepts, or words. This 
view often shades into nominalism (1) if 
care is not taken to distinguish existence 
from mind-independent existence. 
George Berkeley would appear to have 
held this view. 

Any denial of real existence to some items 
offers these three (not exhaustive) possibil­
ities: outright denial, acceptance as mind­
dependent, and acceptance as words. Histor­
ically the positions developed in connection 
with universals, but the pattern can be re­
peated. 

A more modern meaning of 'nominalism' 
extends the denial of universals to all abstract 
entities, including in particular mathematical 
objects. This is the sense employed by W. V. 
0. Quine and Nelson Goodman in their essay 
"Steps toward a constructive nominalism" 
(Journal of Symbolic Logic, 1947) which 
begins with the trenchant statement "We do 
not believe in abstract entities". If not all 
putative abstract entities are taken to be 
universals, then this is a stronger doctrine 
than nominalism (1). In the ontological con­
troversies about mathematical objects the 
positions opposed to this form of nominalism 
are often termed (pars pro toto) 'Platonism'. 
Species of strong nominalism with respect 
to mathematical objects include mentalist 
constructivism (nominalist (1), e.g. L. E. J. 
Brouwer), formalism (nominalist (2), e.g. 
the mathematical collective Nicolas Bour­
baki), and fictionalism (nominalist (3), e.g. 
Hartry Field). 

Some species of nominalism accept entities 
which have also misleadingly been called 
'abstract', namely individual accidents, 
moments, or tropes. These are dependent on 
their bearers, but not necessarily on minds. 
To deny them as well and insist that only 
independent things or substances exist is to 
embrace the stronger view of reism (Franz 
Brentano, Tadeusz Kotarbinski). 

A somewhat deviant sense of 'nominalism' 
is due to the later Goodman, for whom it 
consists in the refusal to recognize classes. As 
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Goodman's own case shows, this is com­
patible with acceptance of real universals 
(q11alia). For those (such as the later Quine) 
for whom all abstracta are classes, nominal­
ism of this sort comes to the same as the 
strong nominalism of the 1947 joint paper. 
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PETER M. SIMONS 

Nothing 
Since ancient times philosophers have won­
dered about the meaning of such negative 
pronouns and adverbs as 'nothing', 'nobody', 
'never'. Apparently, they are nothing else 
but devices for encapsulating a negation plus 
an indefinite particle or a term like 'some­
thing', 'somebody', 'ever'. But what about 
negation itself? What is meant by 'not'? Even 
though 'nothing' is short for 'not ... any­
thing', the problem remains of finding out 
what it is that thereby modifies the existential 
quantifier 'anything' or the entire proposition 
it introduces. Now, the meaning of negation 
in general being hard to elucidate, the diffi­
culty becomes all the more serious precisely 
when negation attaches itself not to this or 
that property in particular- with the resulting 
phrase standing for the given property's 
complement, the 'not' being thus taken to be 
simply syncategorematic - but to anything in 
general, or to existence. For, granted that 
there are properties such as not-being-a-dog, 
what can be meant by 'not being anything' or 
'failing to exist'? Furthermore, the fact is that 
the negative pronouns and adverbs can be 
nominalized. Certain of those nominaliz­
ations can be paraphrased through quasi­
synonyms such as 'not-being' or 'inexist­
ence'. 

Parmenides warned that only being could 
be thought about, while non-being was both 
unthinkable and unsayable. Plato in the 
Sophist showed that any such contention 
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contradicts itself: in fact non-being also 
exists, but rather than being something 
thoroughly or wholly opposed to being, it is 
just other-than-being: it negates being in a 
non-absolute way. Augustine tried to explain 
both creation and human fall by resorting to 
some reification of nothingness, while at the 
same time wanting to believe that by so doing 
he had disposed of any ontological commit­
ment to any negative principle, the principle 
being nothing. 

After other medieval thinkers debating the 
ontological status of nothingness, in the 13th 
century the Cathar philosopher Bartholo­
meus de Carcassonna (born c. 1190) brought 
up the problem anew by claiming that Evil is 
the origin of Nothingness which in turn is the 
stuff of deprivation and imperfection in the 
world. Bartholomeus's critics alleged that 
'nihil' cannot be construed in such a way, 
since e.g. when Jesus is fasting he is not 
thereby eating Nothingness. Yet, Bartho­
lomeus had not contended that every occur­
rence of 'nihil' was to be construed as 
standing for Nothingness. ( On such a contro­
versy see Nelli 1978.) 

The most outstanding continuator of that 
Platonistic tradition in the Renaissance was 
Nicholas of Cusa, whose philosophy hinges 
upon asserting the coincidence of opposites 
in God. In his early De docta ignorantia 
(1440) Nicholas regards God as both max­
imum and minimum and yet beyond such 
determinations, in such a way that he is closer 
to nothingness than to being something 
(magis accedere ad nihil quam ad aliquid). 
Here there is no possible paraphrasing away 
'nihil' as 'non ... q11iddam', i.e. 'not ... 
anything'. Being something is being 
something definite, which is ruled out by 
God's infiniteness. Nicholas's last writings 
(e.g. De Ii non aliud and De uenatione 
sapientiae, both of 1462) somewhat reshape 
the coincidence of opposites, by emphasizing 
that as they are in God opposites are free 
from mutual opposition. Nicholas now 
stresses the reality of nothingness (at that 
stage usually denoted by the expression 
'ipsum nihil', which openly defies the 
attempts to eliminate • nihil' through para­
phrase) but in a way places it below God: 
God in itself is now conceived primarily as 
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Not-Other or Posses/ (that for which to be 
able to be is to be) whereas Nothingness is 
viewed as the root of passive possibility 
(possefieri). Nothingness seems to be instead 
God-as-towards-creatable-things, so much so 
that even those things' mere possibility is 
created from God's own nothingness. 

There is also a different traditional line 
concerning usage of the words 'nothing' and 
'non-being', the one stemming from some 
remarks by Aristotle (Cat., 13bl5--19) accord­
ing to which if and only if a term is denota­
tionless, all affirmative sentences it enters 
into are false; whence the principle follows, 
that a non-being is (or, better, would be) 
what lacks (or would lack) any and every 
property. That principle - which in the Aris­
totelian corpus exists alongside a different 
assessment of such sentences (see a detailed 
discussion in Peiia 1985 - was bequeathed to 
scholastic masters. Thus the Spanish Jesuit 
thinker Francisco Suarez in his Disputationes 
Metaphysicae maintains the principle in 
several ways; his Disputatio 54, devoted to 
the ens ration is, claims ( s.5, no .16): 'Aristotle 
says that this sentence is true, non ens esse 
11011 ens seu nihil, since, if it is a non-being, it 
is not a man or a horse or an anything like 
that.' 

The principle was then handed down to 
17th-century philosophers. Spinoza received 
it eagerly and argued on its basis for some 
of his own boldest claims. Thus prop. I 9 of 
his Ethics (the more reality or being a thing 
has, the more attributes it possesses) is a 
generalized version of the principle. Within 
the Spinozistic system that proposition spells 
trouble, since, by prop. II 7, the order and the 
connection among things are the same as 
those among ideas; hence, prop. II 33 will 
conclude that there is nothing positive in any 
idea making it false: falseness is just lack of 
knowledge (prop. II 35) and all the Aris­
totelian tradition has always regarded lacks 
as non-existent ( see again Suarez's Displllatio 
54, s.5). Spinoza's way out fell back on 
reduplicative clauses - as it is in God, any 
idea is true, but not always as it is in us (see 
prop. II 36, prop. IV 1). 

Leibniz, too, inherited the above­
mentioned Aristotelian principle. In his 
General Investigations (Leibniz 1982) he 
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says: 'Not-being is what is merely privative, 
that is to say what lacks everything, i.e. not­
Y, which means not-A, not-B, not-C, etc. 
That is what people mean by saying nihili 
11111/as esse proprietates.' (On the general 
significance of those remarks, see Burkhardt 
1980.) However Leibniz is also led by his 
logical reflections to a quite different 
approach, namely that whenever a term, 'A', 
denotes no possible being, 'A est B' is true. 
Since Leibniz is confident that no possible 
thing is Band not-B, the sentence 'Nihil est B 
11011-B' will then be true, both taken in the 
sense of 'There is no thing being at the same 
time B and not B' and in the sense of '[What 
is) nothing is [ what would be] both B and not­
B', i.e. a non-being would be what would 
have mutually contradictory properties. (See 
Couturat, La logique de Leibniz, 1901, and 
Peiia 1990.) The latter approach is bound to 
clash with Leibniz's cleaving to the syllogistic 
law of subalternation ( according to which, if 
it is generally true that A est B, then there is 
some entity both A and B: see op. cit., §154). 
In any case, Leibniz, as well as almost all 
17th-century thinkers, held on to the Aris­
totelian tradition which rejects any reality 
whatsoever liable ever to be denoted by 
'nothing'. 'Nothing' is just 'Not ... anything' 
in whatever context. 

The opposite line (the one rooted in the 
Platonistic tradition) is taken by Hegel, who, 
at the beginning of his Logic developed the 
dialectics of Being and Nothingness, by argu­
ing that Being as such contains neither being­
this nor being-that, and so it equates 
Nothing, a purely negative concept. More 
recently Martin Heidegger in several essays 
has contended that Nothingness is given to us 
through anguish, thus evincing a reality of 
sorts which cannot be understood within the 
framework of logical thinking. Rudolf 
Carnap has criticized such a stand, pointing 
out that it stems from a purely syntactic 
mistake, namely failing to realize that 
'nothing' is no noun phrase proper. But even 
if some of Heidegger's remarks can be easily 
disposed of by explaining away troubling 
occurrences of 'nothing' in natural language, 
that does not show that there is no problem at 
all. What is it that allows us to nominalize 
'nothing' in apparently reasonable arguments 
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( e.g. this one: "Should there be nothing, even 
then there would be something, namely that 
lack of anything, that very same Nothing, or 
nothingness - the state of affairs consisting in 
there being nothing')? Some people have also 
argued that the meaning of negation is not 
adequately accounted for by taking it to be a 
purely syncategorematic symbol. But then 
what is that entity, the not? Finally, within 
analytic philosophy itself some accounts are 
explicitly or implicitly committed to posit an 
entity which is Nothing(ness). Thus Gottlob 
Frege's semantics entails that within a 
formula such as 'Nothing is a unicorn', the 
segment 'Nothing is' means a second-order 
concept (property), namely that of being a 
first-order empty property. But such a 
second-order property exists. One of the 
criticisms such an account of Nothing(ness) 
has prompted is that it jettisons Parmenides's 
saying that Nothingness is not. 

Can such conflicting considerations be all 
of them duly taken into account or even 
somehow or other merged into a unified 
treatment? If that is possible at all, the 
approach which would alone be able to 
perform the task would most probably be a 
dialectical metaphysics according to which 
the particle 'not' stands for an entity which 
both (up to a point) exists and yet (to some 
extent) fails to exist; in so far as it is a negative 
principle - a root of deprivation, of lacking, 
of failing to be-it is non-existent, but its non­
existence is not absolute. Attempts have 
been made to make such a neo-Neoplaton­
istic approach viable via a paraconsistent 
logic. But some critics have maintained that 
there is no need for any such solution, Carnap 
or Frege having already finally elucidated the 
issue. 
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Number 

The most fundamental ontological problem 
to which our various numerical and arith­
metical practices give rise is this: (0) Do 
there exist such entities as numbers and, if 
so, what sort of entities are they? Broadly 
speaking, any acceptable answer to (Q) will 
have to conform to two sets of constraints -
arithmetical and epistemological. On the one 
hand, that is, the existence of, and warrant 
for, our normal uses of number concepts (in 
counting, in empirical ascriptions of number, 
and in arithmetic and analysis) should remain 
by and large unaltered by the answers we give 
to (Q). And on the other hand, the answers 
we give should not render number concepts 
or the truths of arithmetic unintelligible, 
inexpressible, or unknowable. The history of 
the subject has been determined largely by 
the tension in which these two requirements 
stand to one another. 

Platonism, or platonic realism, is the 
theory that numbers are ontologically auto­
nomous abstract objects. As abstract, they 
are both non-spatio-temporal and causally 
inert; and as autonomous, they exist, and 
have whatever properties they have, inde­
pendently of any facts concerning our beliefs, 
concepts, perceptions, or practices. Accord­
ing to Gottlob Frege, for example, a math­
ematician no more creates, or constructs, or 
determines the objects he studies than an 
astronomer creates or constructs or deter­
mines the stars or planets. In both cases 
scientific objectivity consists in the discovery 
of the truth about independently existing 
things. And here the notion of truth itself 
must be epistemically unconstrained, invest­
igation independent, or verification tran­
scendent. The most widespread version of 
Platonism identifies numbers with 'logical 
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objects' such as classes or sets. (See Bernays 
(1964), Frege (1884, 1893--1903), and Godel 
(1944).) 

Psyclrologism identifies numbers with 
mental entities - with ideas, impressions, 
concepts, presentations, and the like. Al­
though widespread in the 19th century, 
psychologism never recovered from the 
devastating criticism it received from Frege 
(1884), who argued that it failed to account 
for the objectivity, the universal applicability, 
and the necessity of arithmetical truth. 

According to materialism, numbers are 
properties of 'external things'. J. S. Mill 
(1843) argued that numbers are empirical 
properties of aggregates of physical things, 
and that the truths of arithmetic express 
inductive generalizations about the be­
haviour of such aggregates. This theory was 
also criticized by Frege (1884), on the 
grounds that it failed to account for our 
knowledge of large numbers, or for the 
universality and necessity of arithmetical 
truths. In recent years, empiricism has never­
theless undergone something of a revival. 
(See e.g. Bigelow (1988), Kitcher (1984).) 

According to the most naive version of 
formalism, numbers are to be identified with 
numerals, that is, with actual, perceptible 
signs or marks; and the truths of number 
theory are to be construed as truths about 
such signs. This suggestion is implausible and 
would cripple arithmetic. A more sophist­
icated version of formalism (unlike all the 
theories mentioned thus far) answers (Q) in 
the negative: there are no such things as 
numbers, and there is nothing of which the 
so-called propositions of arithmetic are true. 
Indeed, on this theory, arithmetic does not 
consist of propositions or assertions but, 
rather, of rules for the manipulation of signs. 

Finally, a rather heterogeneous group of 
philosophers and mathematicians have 
answered (0) in terms that are broadly 
conceptualist. The group includes, e.g., 
Kant, Edmund Husserl, Leopold Kronecker 
(1823--91), L. E. J. Brouwer (1881-1966), 
and Ludwig Wittgenstein. Despite the pro­
found differences between them, they agree 
in rejecting Platonism's commitment to the 
ontological autonomy of numbers, claiming 
instead that numbers are the products of 
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human construction, and hence that in math­
ematical contexts 'to exist' should be con­
strued as 'to be constructed', or, in many 
cases, as 'to be constructible'. 
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0 
Ockham. See: William Ockham 

Ontological Arguments 
I: Classical 

The ontological argument has fascinated 
philosophers ever since it was loosed on an 
unsuspecting world by Anselm of Canterbury 
in the 11th century. 



623 

And so Lord, do thou. who dost give understand­
ing to faith, give me, so far as thou knowcst it to be 
profitable, to understand that thou art as we 
believe and that thou art that which we believe. 
And indeed. we believe that thou art a being than 
which nothing greater can be conceived. Or is there 
no such nature, since the fool has said in his heart, 
there is no God? But at any rate this very fool, 
when he hears of this being of which I speak - a 
being than which nothing greater can be conceived 
- understands what he hears, and what he under• 
stands is in his understanding; although he does not 
understand it to exist. 

For it is one thing for any object to be in the 
understanding and another to understand that the 
object exists. When a painter first conceives of 
what he will afterwards perform he has it in his 
understanding, but he does not yet understand it to 
be, because he has not yet performed it. But after 
he has made the painting, he both has it in his 
understanding, and he understands that it exists, 
because he has made it. 

Hence even the fool is convinced that something 
exists in the understanding, at least, than which 
nothing greater can be conceived. For when he 
hears of this he understands it. And whatever is 
understood exists in the understanding. And 
assuredly that than which nothing greater can be 
conceived. cannot exist in the understanding 
alone. For suppose it exists in the understanding 
alone; then it can be conceived to exist in reality; 
which is greater. 

Therefore, if that, than which nothing greater 
can be conceived, exists in the understanding 
alone, the very being, than which nothing greater 
can be conceived, is one. than which a greater can 
be conceived. But obviously this is impossible. 
Hence, there is no doubt that there exists a being. 
than which nothing greater can be conceived, and it 
exists both in the understanding and in reality 
(Proslogio11). 

This argument has excited enormous con­
troversy. Nearly every great philosopher 
from Anselm's time to ours has had his say 
about it: Aquinas rejected it; John Duns 
Scotus ·coloured' (modified) it a bit and 
accepted it; Rene Descartes and Nicolas 
Malebranche accepted it; Leibniz accepted a 
version of it; Kant rejected it (and delivered 
what many have thought the final quietus to 
it); Arthur Schopenhauer thought it at best 
a charming joke; and many contemporary 
philosophers seem to think it is a joke all 
right. but not at all a charming joke. 

The first critical response to Anselm's 
argument came from a contemporary and 
fellow monk, Gaunilo (11th century), who 
wrote a reply entitled ··on behalfof the fool". 

ONTOLOGICAL ARGUMENTS I: CLASSICAL 

Perhaps the most interesting of his objections 
was his claim that with this sort of argument 
one can prove the existence of anything you 
please: a greatest island, for example. 

Anselm replied first of all that what is at 
issue is not a greatest being ( or a greatest 
island), but a being than which none greater 
can be conceived, i.e., a being than which it is 
not possible that there be a greater. So strictly 
speaking Gaunilo 's conclusion should be only 
that there is a greatest island, a conclusion 
that is not particularly startling. More im­
portant, while there can certainly be a great• 
est island, it is not at all clear that there could 
be such a thing as an island than which it is not 
possible that there be a greater. Great­
making properties for beings as such, says 
Anselm, would include, for example, know­
ledge, power, and goodness. For each of 
these there is what we might call an intrinsic 
maximum: a degree of the property in 
question such that it is not possible to have a 
greater degree of the property than that. 
Thus for knowledge the intrinsic maximum is 
omniscience; for power, omnipotence; for 
goodness, the property of being perfectly 
good. But things stand quite differently for 
islands: the properties that make for great­
ness for islands - size, number of palm trees, 
size of coconuts, and the like -do not have an 
intrinsic maximum. No matter how large an 
island is, there can always be a larger; no 
matter how many palms it has, there can 
always be one with more (and larger) palms. 
The idea of a greatest possible island, there­
fore, is like that of a largest natural number: a 
property that cannot possibly be exemplified. 
But then Gaunilo's objection to Anselm's 
argument fails. 

Perhaps the most celebrated objection to 
ontological arguments is Kant's famous claim 
that existence is not a real predicate or 
property. Kant makes rather heavy weather 
over his hundred real thalers and hundred 
imaginary thalers, but concludes by saying: 

·Being' is obviously not a real predicate: that is, it is 
not a concept of something which could be added 
to the concept of a thing . . . by whatever and 
however many predicates we may think a thing -
even ir we completely determine it - we do not 
make the least addition to the thing when we 
further declare that this thing is. Otherwise it 
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would not be exactly the same thing that exists, but 
something more than we had thought in the 
concept: and we could not, therefore, say that the 
object of my concept exists. If we think in a thing 
every feature of reality except one, the missing 
reality is not added by my saying that this defective 
thing exists (Critique of Pure Reason, A 600, 
B 628). 

Kant's puzzling but suggestive remarks are 
directed towards Descartes's version of the 
argument, not Anselm's; but they have 
seemed to many to constitute the final and 
conclusive refutation of Anselm's argument. 
(Kant himself claimed to have shown the fatal 
flaw in every form of the ontological argu­
ment; Book II, Chapter III, Section 4 of the 
Transcendental Dialectic is entitled "The 
impossibility of an ontological proof of the 
existence of God".) But what, precisely, is it 
for a predicate to fail to be a real predicate? 
And suppose 'being' is not a real predicate: 
how, precisely, does that bear on Anselm's 
argument? Perhaps the answer is as follows. 
Suppose we use the term 'actualism' to 
denote the view that 

1. there neither are nor could have been 
things that do not exist, and 

2. no object could have had a property 
without existing. 

The actualist denies that in addition to all 
the things that exist - houses, horses, human 
beings (and their like)-there are others that 
do not: golden mountains, perhaps, or round 
squares, or Pegasus, or Fafnir. If actualism is 
true, then ( contra Alexius Meinong, Terence 
Parsons, and H. N. Castaneda) the things 
that exist are all the things there are. But then 
every concept or property includes existence 
(in the way in which a property P includes P* 
if it is not possible that there be a thing that 
exemplifies P but not P*); for if actualism is 
true, no concept is or could have been 
exemplified by a thing that does not exist. 
Now perhaps Kant's remarks on the onto­
logical argument are best seen as an early 
endorsement of actualism. Perhaps what he is 
claiming, when he says that existence is not a 
real property or predicate, is just that exist­
ence is included (in the above sense) in every 
property or predicate, so that it can only be 
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redundantly added to a concept; and perhaps, 
as he thinks of it, a real property or predicate 
is any property or predicate that ( unlike 
existence) is not included in every property. 

But how does this bear on Anselm's argu­
ment? As follows: Anselm's argument is 
plausibly thought to presuppose the denial of 
actualism. The logical structure of the argu­
ment is not entirely clear, but it is most 
plausibly thought of as a reductio: suppose 
the being than which it is not possible that 
there be a greater does not exist: then that 
very being, says Anselm, would be one such 
that it is possible that there be a greater than 
it (" ... if, that than which nothing greater 
can be conceived, exists in the understanding 
alone, the very being, than which nothing 
greater can be conceived, is one than which a 
greater can be conceived"). So the idea is 
this: suppose the being than which none 
greater can be conceived does not exist; then 
it (that very being) would be a being than 
which a greater could be conceived. That is, 
then it would be a being that does not exist, 
but would none the less have the property 
being a being such that it is conceivable that 
there be a greater bei11g. But of course this 
runs afoul of actualism: if there is no being 
than which none greater can be conceived, 
then there is no property (not even the 
property of being such that a greater can be 
conceived) had by the being than which none 
greater can be conceived; for there is no such 
being. 

So if we see Kant's obscure but stimulating 
obiter dicta as an endorsement of actualism, 
then we can see how his comments bear on 
Anselm's style of ontological argument: 
Anselm's version seems to presuppose that 
some properties can be exemplified by things 
that do not exist, and hence runs afoul of 
actualism. (Of course Anselm might retort 
that the problem here is with actualism rather 
than Anselm.) Still, this does not serve to 
write 'finis' to the ontological argument; it 
comes in many versions, and while some of 
these arguably presuppose the denial of actu­
alism, others do not. Thus Charles Harts­
horne (b. 1897) and Norman Malcolm 
claimed to detect two quite different versions 
of the argument in Anselm's work; and the 
second version can easily be restated in such a 
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way that it is consistent with actualism and 
thus sidesteps Kant's criticism. Say that a 
being has maximal exce/le11ce in a given pos­
sible world W if and only if it is omnipotent, 
omniscient, and wholly good in W; say that a 
being has maximal greallless if it has maximal 
excellence in every possible world. Then the 
premiss of the argument (thus restated) is 
simply: 

Maximal greatness is possibly exemplified. 

That is, it is possible that there be a being that 
has maximal greatness. But (given the widely 
accepted view that if a proposition is possibly 
true in the broadly logical sense, then it is 
necessary that it is possibly true), it follows by 
ordinary modal logic that maximal greatness 
is not just possibly exemplified, but exempli­
fied in fact. For maximal greatness is exem­
plified if and only if there is a being B such 
that the proposition 

Bis omnipotent and omniscient and wholly 
good 

is necessary; if maximal greatness is possibly 
exemplified, then a proposition of that sort is 
possibly necessary; by the above principle, 
whatever is possibly necessary is necessary, in 
which case that proposition is necessary; but 
then, of course, it is true. 

So stated, the ontological argument 
breaches no laws of logic, commits no con­
fusions, and is entirely immune to Kant's 
criticism. Of course it does not follow that it is 
wholly free from difficulty; and the central 
question is whether its premiss, that maximal 
greatness is possibly exemplified, is indeed 
true. This question becomes particularly 
poignant when we consider the property of 
near-maximality, a property a being has if 
and only if it is the only omniscient being, but 
does not exist in every possible world. (So a 
being has near-maximality if and only if it is a 
contingent being and is the only omniscient 
being.) Near-maximality may look to you 
every bit as possible as maximal greatness. A 
little reflection reveals, however, that max­
imal greatness and near-maximality are not 
compossible; they cannot both be possibly 
exemplified; if one is possible, the other is 

not. So which (if either) is possible? Neither 
answer can be proved to the satisfaction of 
those who accept the other; each answer, 
however, is rationally acceptable. So perhaps 
the proper verdict is this: while the ontological 
argument does not establish the truth of 
theism, it doesestablishoratany rate support 
the rational acceptability of theism. 
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ALVIN PLANTINGA 

Ontological Arguments 
II: Cartesian and Leibnizian 

Philosophers have usually conceived God as 
a supreme being, i.e., as a very special sort of 
object. The philosophical theory of God 
forms therefore a part of ontology. This 
theory can be developed either for the sake 
of rational explanation and grounding of 
theistic beliefs- as by Anselm of Canterbury 
in his Proslogion; or for the sake of philo­
sophy itself - as by Rene Descartes, Spinoza, 
and Leibniz. The philosophical theory of 
God has thereby two variants: Anselmian -
traditional and applicative, and Cartesian -
general and non-theological. 

Ontological Arguments. The most chal­
lenging philosophical question concerning 
God is the question of his existence, which 
is neither obvious nor immediate. By the 
nature of the object under consideration 
purely ontological arguments are most 
natural and welcome. 

The ontological arguments for the ex­
istence of God purport to prove existence 
from the concept of God itself. If, like 
Anselm, we take God to be the most perfect 
being, then we will be involved in investiga­
tions of the realm of all beings as an order 
having some sort of maximal nodes. The 
Anselmian argument is a prototype of max­
imal principles, like Kuratowski-Zom's or 
Hausdorff's lemmas (cf. Moore 1982), so 
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important in contemporary mathematics. 
Such principles are well known to be logically 
non-effective, and are thus rather suspect. 
On the other hand, we can, following 
Descartes, try to explain the notion of the 
most perfect being by redefining God as the 
subject of all perfections. 

Where Anselmian-type arguments con­
front us with the problem of maximality in 
a given order, Cartesian-type arguments 
reduce our question to problems concerning 
perfections. In what follows I am going to 
discuss Descartes's original argument and 
also three Cartesian arguments suggested by 
Leibniz. 

Perfections. The idea of perfection can be 
explored either for objects in general or for 
qualities, i.e. items characterizing their sub­
jects. I limit myself to the second option, 
for we are interested in the subject of all 
perfections. 

Perfection is a highest degree of a given 
!imitable quality. Items incapable of a highest 
degree, as, for example, the size of a figure 
or the nature of number, do not generate 
perfections. Usually knowledge, power, and 
goodness are considered to have limits, hence 
the standard examples of perfections are: 

omnipotence - as the highest degree of 
power, 
omniscience - as the highest degree of 
knowledge, 
011111ibenevole11ce - as the highest degree of 
goodness. 

The usual specification of the concept of 
God now follows: God is an omnipotent, 
omniscient, and omnibenevolent being. 

Existence is also considered to be a per­
fection, obtained by maximalizing an object's 
reality or essence. 

The above definition of a perfection is very 
preliminary. Either we should explain it 
clearly enough to work with it, or we should 
replace it by a more workable idea. The 
first two Leibnizian arguments given below 
(respectively by Leibniz and Kurt Godel) 
follow the second option, whereas the last 
argument (given by J. Perzanowski) follows 
the first. 

Descartes's Argument. The argument 

given by Descartes in his Fifth Meditation can 
be summarized as follows: God, by definition 
and according to our clear and distinct idea, is 
the most perfect being, hence the subject of 
all perfections. Existence is a perfection. 
Therefore God exists ( cf. Anscombe 1987). 

The argument as stated above is certainly 
enthymematic. To make it conclusive we 
must prove two claims: that existence is a 
perfection, and - as was observed by Leibniz 
- that a most perfect being is possible, i.e., 
that its notion is consistent, or that all perfec­
tions are compossible. According to Leibniz, 
Descartes proved only that God exists on 
the assumption that he is possible. The 
Leibnizian arguments outlined below are 
designed to establish this possibility. 

On the other hand, Kant criticized the 
second assumption of the argument, claiming 
that existence is not a real predicate (cf. 
Kant's One Possible Basis for a Demonstra­
tion of the Existence of God ( 1763)). Observe 
that even if Kant is correct, this does not 
mean that existence is not a perfection. It 
is not clear that perfections are predicates. 
In any case the claim that existence is a 
perfection should also be carefully examined. 

Leibniz's Argument. The argument of 
Leibniz (cf. Philosophical Papers and Letters, 
ed. Loemker, 1969, pp. 16 7f.) proceeds as 
follows: 

1. A perfection is defined as every simple 
quality which is positive and absolute. 
This may be formalized by: 
PF(p) = or S(p)&P(p)&A(p). 

A satisfactory explanation of this defini­
tion needs an explication of the three notions 
involved. Godel, in fact, provided us with a 
theory of positiveness, but no commonly 
accepted theory of simplicity and absolute­
ness is as yet available. Notice the order­
character of the latter two notions: to be 
simple and to be absolute means to be 
minimal or maximal with respect to one or 
more order-relations or analyses. 

Leibniz's own reasoning relies upon logical 
analysis, identifying simples with the simple 
concepts of his combinatorial logic and em­
ploying a theory of definition admitting only 
definitions obtained by specification or com-
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plementation. It has rather a metalogical 
than an ontological character, as is seen 
particularly in steps 2 and 3 of the proof: 

2. A quality of this sort is unanalysable 
or indefinable - for otherwise, by the 
Leibnizian theory of analysis and def­
inition, it is either not simple or not 
positive. 

3. All perfections are compatible with 
each other. 

To see this, take any non-empty family of 
perfections X. Consider the proposition 

A: Elements of X are incompatible. 

Notice first that a proof of A must depend on 
an analysis of the elements of X. Otherwise 
the elements under consideration would not 
enter into reasoning, hence A could be 
demonstrated for any non-empty family of 
arbitrary items, which is impossible since 
some items are known to be compatible. 
But an analysis of the elements of X is 
also impossible, because these elements, as 
perfections, are simples. Hence A is not 
provable at all. Clearly it is also not known 
per se. But any proposition which is neces­
sarily true is either demonstrable or known 
per se. Hence A is not necessarily true. 
Therefore it is possible that elements of X are 
compatible, hence they can be in the same 
subject. In conclusion: 

4. A most perfect being, or a subject of all 
perfections, is possible. 

Applying Cartesian reasoning we now 
obtain: 

5. The subject of all perfections exists 

- for existence is included among the per­
fections. 

The above proof depends heavily on 
Leibniz's own complex and obscure theory of 
logical analysis, as also on his ideas of demon­
stration, definition, and necessity. Godel's 
work in meta-mathematics calls into ques­
tion, however, Leibniz's claim to the effect 
that all propositions necessarily true are 

either demonstrable or known per se. More­
over, if we observe that the reasoning in the 
key step 3 can be repeated also for the 
statement A: Elements of X are compatible, 
then the argument yields a rather anti­
rationalistic conclusion, namely that the com­
patibility of all perfections is contingent, 
hence the nature of God is contingent, or-in 
meta-logical terms- some problems concern­
ing this nature are undecidable by (finitary) 
logical means. The conclusion seems to deny 
Leibniz's early ontological necessitarianism. 
It is, however, in accordance with his later 
doctrine of contingence (cf. Rescher 1981, 
pp. 107-13). Finally, observe that Leibniz, 
like Descartes, took it for granted that exist­
ence is a perfection. 

Giidel's Argument. The problem of per­
fection is notorious for its difficulties and 
obscurity. Leibniz's definition brought 
additionally the problem of simplicity. From 
the logical point of view it is easier to work 
with positiveness than with simplicity, and it 
is this idea that was taken up by Kurt Godel in 
his now famous "Ontologischer Beweis". 
Here Godel outlined a theory of positiveness 
formally developed in accompanying notes 
by Dana Scott. Both have recently been 
published as Appendices 2 and 3 in Sobel 
1988 (cf. also Wang 1987). 

Godel presents a second-order theory of 
properties with two sorts of modalities: 
logical - necessarily (L) and possibly (M), 
applied to formulas; and ontological - to be 
positive (P), applied to properties. P(p) 
means: p is a positive property. 

To produce properties from formulas we 
use the abstraction operator [ ). For ex­
ample, ,p = [x:,p(x)). This operator is 
characterized by the abstraction principle: 
(x:p)(y) <-+ p(y). The theory is axiomatized 
by taking the modal normal quantifier 
logic QK5 (cf. Chellas 1980) plus axioms 
characterizing positiveness and the notions: 
God-like being, essence, and necessary 
existence. 

Pure Theory of Positiveness. We define: 

P :s. q = DI. L \/x(p(x)---> q(x)) 

As axioms we take: 
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AO P([x:x = x]) 

The property of self-identity is logical, hence 
positive. 

Al ,P(p) <-> P(,p) 

Either a property is positive, or its negation is 
positive, but not both. 

A2 p ,e; q ..... (P(p) ..... P(q)) 

Any property entailed by a positive property 
is positive, or: a property is positive if it 
necessarily contains a positive property. 

A3 P(p)&P(q) ..... P(p&q) 

Conjunction of positive properties is also 
positive. 

A4 P(p) ..... LP(p) 

Being a positive property is necessary. 
According to Godel, positive means: in­

dependent of the accidental structure of the 
world. Positivity is therefore purely ontolo­
gical. It has also an obvious logical connota­
tion: positive means: expressible by essentially 
positive formulas. On this interpretation 
axioms AO, A2, and A3 are evidently true. 
The axiom Al follows from a typical rational­
istic thesis to the effect that everything is 
01110/ogica//y determi11ed, including well­
defined collections and properties. This 
thesis is then applied to the property of 
positiveness. Note that Al is equivalent to 
the condition stating that non-positiveness is 
explicable, i.e. that to be non-positive is to be 
logically equivalent to the negation of a 
positive property: 

,P(p),..... 3q(P(q)&(p,..... ,q)) 

Finally, the rigidity axiom A4 expresses 
the idea that being a positive property is 
a purely ontological matter, and hence 
necessary. 

Using only AO, Al, and A2 we may prove a 
very Leibnizian claim: 

1. P(p) ..... M3x p(x). 

Any positive property is possibly instan­
tiated, hence possible, therefore consistent. 

The Theory of.God a11d Esse11ce. A God­
like bei11g is defined as the subject of every 
positive property, in other words as a max­
imally positive being: 

G(x) = or. Vp (P(p) ..... p(x)). 

The esse11tial ( or kernel) property of a beingx 
is defined by: 

pEssx = or. p(x)&Vq (q(x) ..... p ,e; q). 

p is the essence of x if and only if x hasp and 
this property is a kernel property of x, which 
means that p entails any property ofx. Notice 
that the Godelian idea of essence is rather 
unusual. It is similar to Duns Scotus's idea 
of positive formal properties, for instance 
quidditas, or in the case of individuals 
haecceitas. 

Finally, 11ecessary existe11ce is defined by 
means of essential properties: 

NE(x) = or. Vp (pEssx ..... L3y p(y)) 

x necessarily exists if and only if its essence is 
necessarily realized. 

The positiveness of the above properties is 
guaranteed by the last two axioms of the 
theory: 

AS P(G) 
A6 P(NE) 

Notice that in the presence of either of 
these two axioms the axiom AO is super­
fluous. The axiom AS is not contained in 
Godel's hand-written notes but only in Scott's 
elaboration. We may try to derive it from A3 
by means of an appropriate finiteness prin­
ciple. The motivation for AS given by Scott is 
as follows: to be positive is a logical property 
and G is defined logically as an intersection of 
positive properties, but any intersection of 
positive properties ought also to be positive. 

The following further Leibnizian claims 
may now be proved: 

2. M3x G(x). 
3. G(x) ..... GEssx. 
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The property G is kernel for a God-like 
being. 

4. pEssx & qEssx ..... L'v'y (p(y),..... q(y)). 
5. pEssx-> L'v'y (p(y) ..... y = x). 

The correlation between a kernel property 
and its object is, modulo logical equivalence, 
one-to-one. 

Finally we obtain the ontological theorem: 

6. L3x G(x) .. 

A God-like being necessarily exists. 
In fact, we may prove the stronger results 

(cf. Sobel 1988): 

7. P(p)-> L3 x p(x). 

Every positive property is necessarily in­
stantiated, and 

8. 3 p pEss x-> NE(x). 

Any object with a kernel property neces­
sarily exists. 

The theory here outlined is more than 
an important addition to the investigation 
of the ontological argument - it is an im­
portant contribution to the general theory of 
properties. In particular, its ideas of essential 
property and necessary existence deserve 
independent attention. 

The theory is based on the calculus OK5 
axiomatized by adding the axiom: 

MA-+ LMA 

to the minimal normal logic OK (cf. Chellas 
1980). Notice that OK5 is weaker than the 
standard modal calculus OS5. The ontologi­
cal theorem can also be obtained when we 
work with an alternative modal calculus 
OKR obtained from OK by adding the 
Leibnizian axiom: 

(R) ,(MA & M,A) 

which is to say: nothing expressible by a 
formula is contingent. In fact, using OKR 
and Al, A2, and A5 only, we can prove the 
ontological theorem 6. 

Observe that A3. and a fortiori A6, are 
counterparts of Leibniz's basic claim con­
cerning the compatibility of perfections, and 
this - as we remember - was the most 
important and delicate point in his argument. 
Thus, what Leibniz wanted to prove is now 
decided axiomatically. Therefore, Godel's 
argument is Cartesian rather than Leibnizian. 

Also Kant's objection is answered only in 
part. On the one hand, A6 lays it down that 
necessary existence is a positive property, but 
this, to meet Kant's objection, would have to 
be argued for, not decided axiomatically. On 
the other hand, the existence of God stated in 
the ontological theorem 6 is expressed by a 
quantifier not by a property, which raises the 
question whether the existential quantifier 
corresponds to a real property. 

Recall that Leibniz limited the principle of 
identity to existing objects only ( cf. Mates 
1968); hence the unlimited use of self­
identification in AO is also non-Leibnizian. 
Moreover, Godel's positive properties can­
not be Leibnizian perfections, for the former, 
unlike the latter, need not be simple. 

Godel's theory is certainly consistent 
having a monistic model comprising one 
object, one atomic property, hence one 
world and, of course, one God. Furthermore, 
it is easy to build a natural extension of 
the theory which implies monism (cf. 
Perzanowski 1986). A property pis said to be 
purely logical, PL(p), only if it holds for 
any object. Any purely logical property is 
positive and hence a property of God. If, 
now, we decide also that any property of 
God, including the property is identical to 
God, is purely logical, then we at once obtain 
the monistic conclusion - that there is only 
one object. 

This illustrates a close connection between 
God. if he exists, and the world. In a rather 
natural case the nature of God strongly 
determines the nature of the world. 

Notice that positive properties are relative 
to logic and language. By A2 any purely 
logical property is positive; but nothing is 
decided in this respect as concerns contingent 
properties. For them any selection satisfying, 
in particular, axiom Al is admissible. Such a 
selection does not, however, determine them 
uniquely. Godel's God-like beings are de-
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!ermined, rather, by the language and, in 
tum, by an appropriate selection of those 
of its elementary formulas which express 
properties. 

Finally observe that by virtue of classical 
logic the property of being a God-like being 
is consistent, for classical logic limits the 
universe to consistent objects only. 

The Argument from Degree of Reality. 
Leibniz, following Descartes, also used 
another concept of perfection: 

a degree of quantity of reality or essence, as 
intensity is a degree of quality, and force is a degree 
of action. It is clear, also, that existence is a 
perfection or increases reality, that is: when A is 
thought as existing, more reality is thought of than 
when A is conceived as possible (op. cit., p. 177 
[emphasis added]). 

Thus perfections increase reality, an idea 
which opens the way to a new ontological 
argument. 

As perfections are qualities we start with a 
very rudimentary theory of qualities. We dis­
tinguish, first of all, qualities from properties. 
Qualities determine or frame objects (like 
spin of an electron or Platonicity and wisdom 
of Plato) whereas properties characterize or 
describe them (as redness of a red sweater). 

We work with two languages: propositional 
for qualities and predicative for properties. 
Qualities are denoted by propositional signs: 
p, q, r, etc.; properties by corresponding pre­
dicate letters: p( ), q( ), etc. The lettersx, 
y, z are used to denote things, i.e. anything 
which can be determined or characterized. 
Objects are items in general, i.e. anything 
which is detennined or characterized, or which 
determines or characterizes; things, qualities, 
and properties are all of them objects. 

Q(x) is the family of all qualities of x, its 
frame. peQ(x) means that p is a quality of x, 
where p(x) means that the corresponding 
property p( ) is a property of x (and is 
thus instantiated by x). The question when 
properties correspond to qualities will be 
discussed later. 

Beings are determined things, i.e. subjects 
of certain qualities; xis a being if and only if 
Q(x) ,/, 0. Beings are not necessarily con­
sistent; consistent beings are called proper 
beings. 

We are looking for the general conditions 
on an acceptable notion of logical con­
sequence. Let C denote some arbitrary but 
fixed consequence operator on the proposi­
tional language of qualities. We shall deal 
both with consistent (coherent) and with 
inconsistent (incoherent) objects, therefore 
the consequence C should indicate when a 
given set of formulas is consistent. Now, xis 
said to be consistent if and only if Q(x) is 
consistent. Notice that to have many incon­
sistent objects we must work with a non­
classical logic, preferably a paraconsistent one. 

We should like as far as possible to work 
with classical logic, but we shall not limit 
ourselves to this. Axioms on an acceptable 
notion of logical consequence are as follows: 

L1 (Preservation) C preserves both con­
sistency and inconsistency, i.e. for 
any set of formulas X, if X is con­
sistent, then C(X) is also consistent, 
and C(X) is inconsistent only if X is 
inconsistent. 

L2 (Minimality) The minimal C-logic is 
non-empty and consistent: C(0) ,/, 0 
and C(0) is consistent. 

C(0) is the family of all purely logical 
qualities, denoted also by PL. By L2 it is 
non-empty and consistent. Observe that, by 
L1, instead of consistency of C(0) we can 
assume that 0 is consistent. 

Axioms on Qualities. Let a suitable logical 
consequence satisfying L1 and L2 be fixed. 
We now have: 

Ql (Closure) O(x) is logically closed: 
C(O(x)) = O(x). 

02 (Leibniz's Principle) Different things 
differ in their frames: 
0(x) = O(y) ..... X = y. 

03 (Comprehension) For any family of 
qualities X there is an x such that 
X ~ O(x). 

04 (Instantiation) If x is consistent and 
peQ(x), then p(x). 

Notice the weak, or general, form of the 
Comprehension Axiom: neither the unique-
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ness of x nor the identity of X with some 
frame is assumed, but only the 'realization' of 
X by x. Comprehension is notorious, among 
people believing that everything is consistent, 
for its power to introduce inconsistent items. 
Leibnizians, however, even if devoted to 
consistent objects, try to study both con­
sistent and inconsistent ones, in search of 
proofs of the consistency of objects under 
consideration (including God). Therefore 
comprehension has been introduced in its full 
generality. 

We can now prove: 

I. I. There is at least one proper being, 
namely the purely logical being. 

1.2. If Q, the family of all qualities, is 
inconsistent, then there is at least one 
improper being, namely the full de­
fined by Q(x) = Q. 

The full, however, is consistent, if Q is 
consistent. Moreover, by Ql-O3 we have as 
many consistent ( or inconsistent) beings as we 
have different logically closed consistent ( or 
inconsistent) families of qualities. Notice that 
nothingness (i.e. anx such that Q(x) = 0) is, 
by L2 and Ql-O3, excluded - for otherwise 
0 = Q(x) = C(Q(x)) = C(0) * 0. 

Observe also that instantiation of qualities 
by their subjects is assumed only for proper 
beings - cf. 04. Hence the qualities of 
consistent things are their properties (but not 
necessarily vice versa). 

Particularizatio11s. For a given quality p 
and thing x, the p-partiwlarization of x, 
denoted by Xp, is defined by taking as its 
frame the logical closure of the frame of x 
enriched by p: Q(xp) = C(Q(x) u {p} ). 

Particularization can destroy consistency. 
If pis consistent ~ith respect to Q(x) then xP 
is also consistent. 

We can now easily prove 

2. If peQ(x) then x = Xp. 
3. For any x andp,xP exists and is unique. 

Existence follows by Comprehension, 
uniqueness by Leibniz's Principle. 

Notice that for any x and p, pEQ(xp), but 
p(xp) is guaranteed only for consistent xP. 

Perfections. To express the idea that per­
fections increase reality we introduce a re­
lational scale (DR, <) on which a measure 
has been defined. DR is a non-empty collec­
tion of items called degrees of reality 
equipped with a suitable relation < compar­
ing degrees. A measure is a mapping which 
maps things into degrees. We let lxl stand for 
the degree of reality of x according to the 
given scale and measure. 

Observe that the scale (DR, <) can be 
considered as a relational frame for modal 
logic (cf. Chellas 1980), detennining a suitable 
modal logic. Thus our measuring implicitly 
imposes a modal structure on the universe. 

We assume the following, very intuitive, 
limitation on measures: 

Pl (Limitation) If xis consistent and y is 
inconsistent then ,(lxl ..; JyJ). No in­
consistent object is more real than a 
consistent one. 

A perfectio11 is now defined as any quality the 
possession of which does not decrease reality: 

Observe that: 

4. PL c;; PF, hence PF#- 0. 

God-like beings. These are defined as the 
subjects of all perfections: 

g(x) = DI. PF c;; Q(x). 

By Comprehension we have: 

5. There are god-like beings: 3x g(x). 

As a matter of fact, there are quite a lot of 
them. Namely, for any x we can obtain its 
god-like counterpart x, by putting: 

Q(xg) = C(Q(x) u PF). 

Consistent god-like beings are called gods. 
God, G, is the god-like counterpart of the 
purely logical being, i.e. we have: 

Q(G) = C(PF). 
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By definition God is the most perfect 
being. We will prove, step by step, that G is 
consistent, unique and maximal. 

Consistency. First, let us observe: 
6. For any perfection p and proper being 

x, xP is a proper being also. Thus 
particularization by means of perfec­
tions (perfectionization) preserves con­
sistency. 

Otherwise, we would have that for some x 
andp,xpisinconsistent.Butlxl,;; lxpl,aspis 
a perfection, which contradicts Pl. 

In fact by iteration we can generalize 6. to 
any finite family of perfections: 

7. For any finite family P of perfections 
and any consistent x, Xp is also con­
sistent. 

Let z denote the purely logical object. By 
7. any finite approximation of God, i.e. any 
z P for a finite P (;; PF, is consistent. The 
consistency of God can be obtained, now, 
either by a suitable Finiteness Principle or by 
means of the Anselmian generalization of the 
definition of perfection: 

P2 (Anselmian Maximalization) For any 
x and P (;; PF, lxl ,;; lxpl. 

As a matter of fact, a P2-type principle is 
the crucial step in any proper ontological 

argument. 
Applying Pl and P2 we obtain: 

8. G is a proper being, i.e. God is 
consistent. 

Notice, that in spite of the possible multi­
plicity of god-like beings, God is, by Leibniz's 
Principle, unique. 

Maximality. It seems natural to assume 
that increasing the: number of qualities de­
creases reality. Hence we have 

P3 (Regularity) Q(x) ~ Q(y) _, lYI ,;; Ix!-

From this we immediately obtain: 

9. The purely logical being is maximal: 
vx lxl,;; lzl. 

Applying P2 we obtain: 

10. God is the maximal being: 'vx lxl ,;; IGI 

provided that: 

P4 (Transitivity) The order ,;; is transitive. 

In conclusion we can prove from Ll and 
L2, Ql-O3, and Pl-P4 the following: 

11. (Ontological Theorem) There is a con­
sistent, maximal and unique being 
which is the most perfect proper being. 

Reductio~. x and y are said to be compatible if 
and only If x and y are either both consistent 
or both !ncons_istent. To reduce the plurality 
of god-hke bemgs we must introduce a suit­
able axiom: 

P5 (Reduction) If x and y are compatible 
and PF ~ Q(x) n Q(y) then x = y. 

This reduces the number of god-like beings to 
at most two: the inconsistent god-like being 
and God. ' 

Existence. Let e denote the quality of exist­
e_nce. Is it a prop_erty of God? Is it a perfec-
110_0? We start wit~ a_n axiom characterizing 
existence as a quahty increasing the reality of 
consistent objects: 

El If x is consistent then lxl ,;; lx,I. 

We now define G, by putting 

Q(G,) = or. C(Q(G) u {e}). 

By El and Pl we have: 

12. IGI .,; IG,I and G, is consistent. 

Obviously eeQ(G,); therefore by the 
instantiation axiom Q4, e(G,). Using reduc­
tion PS we obtain that G = G,, hence: 

13. Existence is a property of God: e(G). 



ONTOLOGICAL COMMITMENT 

Another proof to the same effect follows 
from the maximality of God plus the follow­
ing intuitive principle: 

E2 If /xi ~ /y/ and e(x) then e(y). 

Is existence a perfection? It is, if we assume 
additionally that the family of all perfections 
is logically closed {hence that God is the 
subject of all and only perfections): 

P6 PF = C(PF). 

Notice that P6 is a counterpart of Godel's 
axiom Al. 

The above definitions of perfections and 
God, and the reasoning itself, clearly depend 
on the assumed logic of qualities and on 
the scale (DR,<) with its conjugate reality 
measure. The God of the theory is to this 
extent relative to logic, scale, and measure. 

The proof develops the rationalistic idea 
that the universe is organized and ordered 
according to some hierarchy. The Onto­
logical Theorem clarifies, at least, the role of 
God in such a universe. 

The ontology of God suggested by it is 
based on science, logic, and mathematics. 
According to the proof, to discover God is to 
find the type of scale enjoyed by reality and 
the proper logic of qualities. This can be done 
only by research. Therefore, if human beings 
will continue to be successful in their search 
for truth, then they could find the very 
perfections, discovering thus the principal 
traits of God. 
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JERZY PERZANOWSKI 

Ontological Commitment 

This term is due to W. V. 0. Quine, who has 
given the best-known and most widely 
accepted test of ontological commitment in 
terms of quantification: "The universe of 
entities is the range of values of variables. To 
be is to be the value of a variable." ("Desig­
nation and existence", The Journal of Philo­
sophy 36 (1939), p. 708.) Without presuppos­
ing Quine's own view, we may define onto­
logical commitment generally as follows: 

A class of sentences (typically a theory) is 
ontologically committed to those entities 
which must exist if all the sentences in the 
class are true. 

Ontolog_ical commitments typically depend 
on the theory of truth and reference associ­
ated with the language whose sentences are in 
question. For a simple subject-predicate 
sentence like 'Socrates is mortal', a realist 
about universals, such as Thomas Aquinas, 
would say its truth requires the existence of 
Socrates and mortality, whereas an anti­
realist about universals, such as William 
Ockham, would say it requires the existence 
of Socrates only, he being one among the one 
or several individuals designable as mortal. 
For Gottlob Frege the sentence's truth re­
quires the existence of Socrates, the truth­
value True, and a concept {function from 
objects to truth-values). Others would follow 
a Russellian view and say its truth requires 
the existence of a fact or state of affairs of 
Socrates' being mortal. 

Quine 's criterion offers a uniform test for 
ontological commitment: "entities of a given 
sort are assumed by a theory if and only if 
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some of them must be counted among the 
values of the variables in order that the 
statements affirmed in the theory be true" 
(From a Logical Point of View, 103). This 
may be illustrated by an example. Consider a 
language using predicate logic with no indi­
vidual constants, only predicate constants. If 
from a set of sentences S in this language the 
sentence '3x.M' logically follows, then Sis 
ontologically committed to the existence of 
entities x such that M. For example, the 
Peano axioms for arithmetic are committed 
to the existence of prime numbers greater 
than a million. The sentence '3x.x is prime 
I\ x > 1000000' means 'there is something 
prime and greater than a million'; it says 
things of a certain kind exist, and its semantic 
interpretation requires that there be a range 
of objects in which the bound variables take 
values, of at least one of which the complex 
predicate 'is prime and greater than a million' 
is true. 

Quine's view results from the more general 
characterization under several assumptions: 

1. that an adequate and perspicuous lan­
guage is provided by a form of predicate 
logic; 

2. that names are no reliable guide to 
ontology; 

3. that existence is best expressed by the 
existential quantifier; 

4. that quantifiers have an objectual inter­
pretation. 

Despite Quine's insistence on the triviality 
of his criterion, each of these assumptions has 
proved controversial. 

Against 1., it has been noted that lan­
guages of equivalent expressive strength to 
predicate logics may dispense with bound 
variables in favour of combinators, and that 
Quine himself has proposed such languages; 
how then can commitment be tied to vari­
ables? Quine's reply is that equivalent lan­
guages have the same commitments, the 
familiar predicate-variable versions simply 
showing th"ese most clearly. 

Also against I., it has been contended that 
extensions of predicate logics using modal 
operators and other intensional devices are 
required to express kinds of claims not ex-
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pressible in predicate logic. Quine's reply is 
to maintain extensionalism and question the 
coherence of modal logic. Alonzo Church, 
however, pointed out that Quine's criterion 
(note the 'must' in its formulation) is non­
extensional: "ontological commitment to 
unicorns is evidently not the same as onto­
logical commitment to purple cows, even if 
by chance the two classes are both empty and 
therefore identical" ("Ontological commit­
ment", The Journal of Philosophy 55 (1958), 
p. 1013n.). 

Against 2., it has been contended that 
names are not dispensable in the way Quine 
claims, which involves replacing names (e.g. 
'Socrates') by corresponding predicates 
('socratizes') true of just one individual. 
Quine's reply is ihat he is not concerned with 
ordinary language but with its regimentation, 
and that the artificial device is an acceptable 
theoretical simplification. That the mere 
presence of a name in a language does not 
guarantee it a denotatum is generally accepted. 

Against 3., it has been pointed out that in 
some logical languages the 'particular' quan­
tifier 3 does not express existence, for 
example in Stanislaw Lesniewski, or in the 
languages of Meinongians. In each case, a 
sentence '3x.x does not exist' would be re­
garded as true. Quine has deplored the 
distinction between being and existence and 
would no doubt contest the coherence of the 
idea of objects outside being. 

Against 4., we may note Lesniewski's 
readiness to quantify variables other than 
individual while denying ontological commit­
ment to corresponding entities. This at­
tracted Quine's criticism in 1933 (Quine, The 
Time of My Life, 1985, p. 104). For Quine, 
quantifying variables of a category effectively 
nominalizes these and incurs commitment to 
reified entities in the range of the variables. 
Against this, Arthur Prior and others have 
denied that quantification involves nominal­
ization. If it is accepted that the truth-con­
ditions of quantifier sentences require vari­
ables to range over entities, without requiring 
these always to be nameables, we have what 
may be called a referential account of quan­
tifiers which is yet not objectual (Quine would 
deny the distinction, of course). A referen­
tial, non-objectual account of Lesniewskian 
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quantification has been proposed by Guido 
Kiing and John T. Canty. 

An alternative account of the truth-condi­
tions of quantifier sentences uses the substi­
t11tional interpretation. According to this, a 
sentence of the form '3x.M' is true iffthere is 
an expression such that the sentence obtained 
from M by uniformly substituting it in place 
of 'x' is true. Quine has objected to this that it 
makes claims about the world dependent on 
the availability of expressions, so e.g. in a 
language with only denumerably many real 
number terms, it would be wrong to say there 
are non-denumerably many real numbers. 
Where enough names are assumed, the 
oblique ontological commitments (to names) 
are no less than they are for the objectual 
interpretation. Quine is prepared, following 
Charles Parsons ("A plea for substitutional 
quantification", The Journal of Philosophy 
68 (1971)), to accept substitutional quanti­
fication for those parts of mathematics 
(higher set-theory) which he is not prepared 
to take ontologically seriously, maintaining 
that substitutional quantification is no guide 
to ontology. 

It should be stressed that even if Quine's 
criterion is accepted. it does not decide what 
ontology is to be adopted. At best, the criterion 
enables one to elicit the commitments of a 
particular theory and may thus assist in the 
decision. Quine's own ontology of classes is 
rejected by many who accept his criterion. 
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PETER M. SIMONS 

Ontologism 
Ontologism was. together with traditional­
ism, the principal trend in Italian philosophy 
during the 19th century and before the resur-
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gence of Thomism. It was represented both 
by committed Catholics such as Antonio 
Rosmini (1797-1855), from whose volumin­
ous works forty ·ontologist' propositions 
were later 'reproved, condemned and pro­
scribed' by the Holy Office, and by ultimately 
anti-clerical pantheists such as Vicenzo 
Gioberti (1801-52), all of whose theorizing 
was coloured by rationalism. Thus Gioberti 
adopts Hegel's saying that "logic ... is 
nothing but creation" and teaches that being, 
or reality, is present to the mind as thought. 
Thought is thus to be seen not as simply a 
property of mind, but as being itself. In effect 
the order of being and the order of know­
ledge are assumed to be identical, this being 
perhaps the core tenet of ontologism. Hence 
thought must start with God, and a direct 
intuition of the divine is postulated, which 
tends logically to pantheism, "the only true 
and sound philosophy" (Gioberti). 

This belief in a human capacity for a direct 
intuitive relationship with and even vision of 
the Absolute or Infinite Being can be traced 
back at least to the Cartesian doctrine of 
innate ideas, particularly the idea of the 
infinite. Like Rene Descartes in his Third 
Meditation ("my primary perception is rather 
of the infinite than of the finite"), the ontolo­
gists deny that this idea can be obtained 
through abstraction from finite beings. 
Rather they see knowledge of what is finite as 
itself depending upon this intuition of the 
infinite, i.e. of God. 

Thus Orestes Brownson (1803-76) wrote: 

The universal, the necessary. the eternal, the 
immutable, without the intuition of which the 
contingent and the particular are inconceivable, 
and no syllogism is possible. are identically the 
divine being. the ens necessari11m et reale. or God 
himself (Bos/011 Quarterly Review, October 1860). 

The ontologists here oppose the Thomist 
doctrine that knowledge of God can only be 
by analogy with our knowledge of finite 
things, i.e. it comes afterwards and depend­
ently. In coming to know, if we do, that God 
must exist first, we do not, a Thomist would 
say. necessarily first know his existence, or 
only see creatures because we see the divine 
essence. The ontologists indeed, as part of 
their identification of being and knowledge, 
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equate what they call the universality, neces­
sity, and eternity of our concepts and judge­
ments with these same attributes of the divine 
being, as if necessary divine existence were 
the same as an idea's being the subject of 
necessary relations or as if universal divine 
being were no more than an idea's being 
indefinitely applicable to individuals. 

With this conflation of universals with the 
divine ideas, ontologists naturally have their 
own approach to the historical problem of 
universals as in some way constituting the 
natures of singular things. But if what con­
stitutes these natures is the divine nature, as 
identical with the divine ideas but hence, for 
the ontologists, with universals (and here 
they go beyond even Platonic realism), then 
pantheism is once more necessarily implied. 

Ontologism, as the example of Brownson 
suggests, was not limited to Italian philo­
sophy, but arose independently elsewhere 
and can indeed be cogently argued to be first 
cousin to Feuerbachian atheism, where an 
exclusively immanent God ceases to be God. 
In the Catholic world an at least equally 
eloquent and, it seems, independent prop­
agator of ontologist ideas was Casimir 
Ubaghs (1800-75), who made Louvain after 
1830, when he moved there from Rolduc in 
the Netherlands, the ontologico-tradition­
alist centre. From there also after 1846 he 
edited the semi-official organ of ontologism, 
the Revue catl10liq11e. It was seven pro­
positions from his works, in fact, that the 
Roman Holy Office first censored (1861), 
though merely as being 'unsafe for teaching', 
as if they hesitated to condemn an author who 
taught that the intelligence contemplates 
God directly and all else in him. Four of the 
propositions were (H. Denzinger, Enchiri­
dion Symbo/orum, 165~5): 

1. The at least habitual immediate know­
ledge of God is essential to the human 
intellect in that nothing can be known 
without it, for it is the intellectual light 
itself. 

2. Esse commune, i.e. common being, is 
the divine esse. 

3. Universals in themselves are not really 
distinct from God. 

4. The innate knowledge of God as simply 
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being implicitly involves all other 
knowledge eminenti modo. 

Ontologists often appealed to Nicolas 
Malebranche for support, taking his work, as 
he did himself, as a reflection of that of 
Augustine. However the Catholic 19th­
century ontologists generally maintained 
against Malebranche that concrete material 
things are perceived by our senses (Ubaghs, 
Essai d'ideologie ontologique, 1860). But 
following Malebranche they attempted to 
distinguish between perceiving universal 
ideas in the divine essence as such (which 
would amount to the vision of God) and 
seeing them in this essence as the archetype 
of creation. This might seem to be no more 
than a logical distinction, though, which- in 
saying that what we see now is first of all God 
- would seem to amount to denying God's 
reality as ordinarily understood. Ontologism 
covers a basically monist immanentism with a 
veil of religious language generally reserved 
for transcendence. 

If we consider Augustine, to whom 
Malebranche and the ontologists appeal, it is 
certainly true that he identified the Platonic 
forms with the divine ideas (83 Questions, 46) 
and, like Thomas Aquinas, he denied to 
these a separate existence outside of the 
divine simplicity. For Augustine 

the forms - now ideas in the divine mind - yield 
their eternal truth to the mind in the light of a 
divine illumination of the mind. This is an exact 
replica of Plato's image of the sun: for Augustine, 
too, God is to the mind what the sun is to the things 
visible to the eye {A. H. Armstrong and R. A. 
Markus, Christia11 Faith a11d Greek Philosophy, 
London, 1960). 

Such participation of natural reason in the 
divine light, as Aquinas (himself interpreting 
Augustine) expounds it, is not the same as the 
ontologists' conflation of the two. "Just as we 
see sensible things without seeing the essence 
of the sun, so we can see things intellectually 
without seeing the essence of God", even 
though we can say we see and judge all 
sensible things "by the light of the sun" 
(Sum. Theo/. Ia 12, 11 ad 3; cf. Augustine, 
Confessions, XII, 25). We cannot see God in 
this life because our souls have their being in 
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corporeal matter, "hence they cannot by 
nature know anything except what has its 
form in matter or what can be known through 
such things" (ibid.). The soul, Aquinas 
claims, does not intuit itself directly in this 
life. For ontologism, however, "nothing 
remains (to avoid pantheism) but to admit 
that the soul has, by one and the same act, an 
intuition of God and itself' (Brownson), a 
passage close to, but not the same as, John 
Henry Newman's (and Augustine's) doctrine 
of God and the soul as the two certain 
realities. 

The roots of ontologism as a phenomenon 
in modern culture seem then to lie more in 
Cartesianism than in Augustinianism. F. 
Copleston (History of Philosophy, London: 
Newman, 1946) mentions Augustine's 
"adoption of Platonic ... expressions which 
do not, literally taken, fit in with the general 
direction of his thought", pointing out that 
his argument to God's existence from eternal 
truths assumes that one can know the one 
without the other, as it seems ontologists 
would have to deny. For Augustine, as for 
Thomas Aquinas, God is not esse comm,me 
(common being), but is identical with his own 
unique act of being, shared by no creature 
(Leo Elders 1985). The acts of being (actus 
essendi) of created things only imitate this 
divine act, upon which of course they causally 
depend. Even Plato only said creatures 
remind one of the· Absolute. Such a level of 
participation is only analogous to the real 
sharing in the divine life contemplated in 
Catholic belief as a result of grace alone and 
not at all as a philosophical truth. Ontologism 
resulted, apart from the influence from 
modern thought discussed here, from not 
purging the participation doctrine of 
ambiguity. 
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STEPHEN TIIERON 

ONTOLOGY 1: HISTORY OF ONTOLOGY 

Ontology 
I: History of Ontology 

The term 'ontology' can be considered from 
at least two points of view. Ontology is a 
philosophical discipline which can be defined 
either according to its object (for example 
ens, Ding, object, being) or in relation to 
other philosophical or non-philosophical dis­
ciplines, such as speculative metaphysics and 
science, or epistemological disciplines which 
could be termed 'epistemological', such as 
logic, methodology, or theory of knowledge. 

These two systematic aspects can already 
be found in the work of Rudolphus Goclenius, 
also called Gockel, in whose work we find 
one of the first occurrences of the term 'onto­
logy'. In his Lexicon philosophicum (1613), 
the expression 'ontology' appears in connec­
tion with the abstractio materiae. This ab­
straction is either physica (from singular 
matter), mathematica (from singular and uni­
versal matter, not really but only conceptu­
ally), or transnaturalis (from every matter, 
really and conceptually). 

Here mathematical abstraction is more 
precisely defined as follows: 

The separation and abstraction from matter is 
[secondly] from singular [mailer] as well as from 
universal [mailer], but only conceptually (secun­
d11m ratione), such as [abstraction] from simple or 
mixed bodies. This [abstraction] is mathematical, 
and ontological ( ovtol-oyuuj), i.e. related to philo­
sophy of being or of transcendentals. 

The following comment appears in the 
margin of this text: "ontologia or philosophia 
of BEING". 

Thus, ontology is associated with the 
science of being, and according to Goclenius, 
the science of being as being is metaphysics. 
On the other hand, mathematics and physics 
are subordinated to this metaphysics and 
consider only being from a limited point of 
view (sub ratione colllracta) (see Goclenius 
Lexicon, articles "Abstractio materiae" and 
"Ens seu quod est"). Hence, although onto­
logy and mathematics consider being by 
abstracting from both singular and universal 
matter, ontology considers being as being, 
and mathematics considers only a special 
kind of being. 
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In 1620, the Calvinist Johann Heinrich 
Alsted (1588-1638) takes up the term ·onto­
logy' and identifies ontology with meta­
physics or •first philosophy' as ·general disci­
pline of being·. This ontology has a general 
part which deals with transcende111ia and a 
special part which deals with praedicame/1/a 
(categories). Alsted opposes this general 
discipline or ontology to inferior disciplines 
which are concerned with special beings 
(such as physics with natural bodies. math­
ematics with quantity), as well as to the 
science of transnatural beings. which he calls 
pneumatica or pnewnato/ogia, the science of 
God, angels. and separate souls. Metaphysics 
or ontology is the most general discipline, 
which cannot have a double subject (being 
and God) ( C11rs11s phi/osophici Encyclo­
paedia, 1620, Lib. V-VI). 

Johann Micraelius (1579-1658) departs 
from the reduction of metaphysics to the 
science of being as being and sees it as 
embracing also the special sciences of 
pneumatology (theology. angelography, 
psychology). These he opposes to ontology as 
the general part (see the articles "Meta­
physica" and "Philosophia" in his Lexicon 
philosophicum of 1653). Micraelius thereby 
seems to coin the distinction between meta­
physica genera/is and metaphysica speciafis, a 
distinction which has been current ever since. 

The notion of ·ontology· was also affected 
by Cartesianism. Johannes Clauberg distin­
guishes three kmds of entia: being as think­
able (ens cogirabile). being as something 
(a/iquid). and being as thing or substantial 
being (res sil,e ens substantia/e). Ontology or 
·ontosophy' deals with being in the third 
sense and it presupposes the science of think­
able things. in other words metaphysics or 
•first philosophy'. as this is elaborated in 
Rene Descartes's Meditationes (Metaphysica 
de E111e, quae rectius 0111osophia. 1664. I, 
1-5). 

Traces of this same distinction. between 
ontology and a science or method of thought. 
appear also in the !Xth century. for example 
in the work of Christian Wolff and in Kant. 
According to Wolff. ontology deals with 
being in general, but it can also be termed 
'first philosophy' in so far as it concerns first 
principles and notions 'which are used in 
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reasoning·. The method of ontology con­
forms to that of mathematics (Phi/osophia 
prima sive 01110/ogia. 1730. "Prolegomena"). 

Kant identifies ontology (the system of all 
those concepts and principles of reason which 
relate to objects in general) with the first part 
of the system of his metaphysics of nature. 
Ontology in this sense presupposes the 
method or propaedeutic of the critique of 
pure reason. the knowledge of the limits of 
human knowledge. Kant's reformed onto­
logy is concerned only with objects which are 
accessible to human knowledge (appearing 
objects, ontology of 'immanent thought') and 
it is based on the principles of this knowledge 
developed by Kant in his ·analytic of the pure 
understanding' (CPR, Letter to Beck, 20 
January 1792). (On the relations of meth­
odology, metaphysics, and ontology, see also 
Johann Friedrich Herbart. for example 
Kurze Enzyklopiidie der Philosophie, 1831, 
II.§ 190. and Lotze). 

Also in the 18th century, the German 
tradition tends sometimes to locate the object 
of ontology in the essence of things, rather 
than in the things themselves. In Wolff's 
work. this transformation becomes manifest 
in the fact that the first thing conceived in 
being is not existence. but essence (Philo­
sophia prima, § 144). In Christian August 
Crusius. ontology becomes explicitly a 
science of the ·general essence of things', and 
he sees this essence as something to be 
analysed entirely a priori (Entwurf der 
notwendigen Ver111111f11vahrheiten. 1745, I, 
§ 5: see also Georg Bernhard Bilfinger, 
( 1693-1750). Johann Heinrich Lambert, and 
Hegel). 

As for the relation between metaphysics 
and ontology, Wolff (Phi/osophia ratio­
nalis, "Discursus praeliminaris", §§ 79, 99), 
Crusius (E1111v111f, I. § 5). and Kant (CPR, 
Reflectio11 4X5 l) remain faithful to the dis­
tinction between general metaphysics (onto­
logy) and special metaphysics (psychology or 
pncumatology. cosmology, theology). 

In the 19th and 20th centuries. the evolu­
tion of the notion of ·ontology' can again be 
analysed in terms of the distinction between 
the object of ontology and the relation of 
ontology to other disciplines. The relation 
between ontology, ·epistemological' sciences 
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and metaphysics is discussed by authors such 
as Rudolf Hermann Lotze, Nicolai Hart­
mann, and Giinther Jacoby (1881-1969). 

In Lotze 's view, the system of philosophy 
contains logic and metaphysics. Logic is 
concerned with thought (pure logic), with 
investigation (applied logic), and with know­
ledge (methodology). Contrary to this science 
of the thinkable, which has eternal validity, 
metaphysics deals with reality and its re­
lations, in other words with the changeable 
world or with being 'which is beyond 
thought'. This metaphysics includes ontology 
(the doctrine of being and of the relations of 
all that is real), cosmology, and psychology 
(System der Philosophie, 1874-9, I). 

In Nicolai Hartmann's work, ontology is 
defined in relation to metaphysics as well as 
to a theory of consciousness. Ontology, 
which deals with Sein or Seiendes, must be 
distinguished from 'gnoseology', which deals 
with consciousness. Gnoseology is the ratio 
cognoscendi of ontology (all that we know of 
being comes from gnoseology), whereas on­
tology is the ratio essendi of gnoseology 
(knowledge itself is one kind of being, and 
therefore it is an object of ontology). 
Hartmann 's ontology is a critical metaphysics 
which constitutes an intermediate position 
between the usual realistic and idealistic 
standpoints. Realistic ontology admits that 
reality is constituted just as it is represented 
by its image in knowledge, whereas idealistic 
ontology admits exactly the opposite. Critical 
ontology or metaphysics admits that there is 
real being beyond thought, but that its image 
is neither inadequate nor complete ( Grund­
z11ge einer Metaphysik der Erkenntnis, 1922). 

According to Giinther Jacoby, ontology is 
the theory of the most general formal re­
lations of reality. This ontology considers 
only the object of knowledge, not the way in 
which knowledge is obtained, so that onto­
logy and theory of knowledge must 'be 
rigorously distinguished'. On the other hand, 
ontology is distinguished also from meta­
physics, which is a doctrine of the supra­
sensible. Ontology itself deals only with 
sensible (immanent or transcendant) reality 
(Allgemeine Ontologie der Wirklichkeit, 
1925). 

Another tendency appears around 1900 in 
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Edmund Husserl's work and consists in con­
sidering ontology as a doctrine of the object 
in the broadest sense, including 'real' objects 
as well as abstract, mental, or ideal objects. 
Johannes von Kries (1853-1928) distin­
guished ontological judgements (concerning 
Gebilde or formations or structures of reality) 
from nomological judgements ( concerning 
relations between realities) ( Prinzipien der 
Wahrscheinlichkeitsrechnung, 1886). Four­
teen years later, Husserl takes up this termino­
logy and draws a distinction between onto­
logical ( or concrete) and nomological ( or 
abstract) sciences (Logische Unter.mclmngen, 
1900-1, "Prolegomena", § 64). It is only in 
1913 in his /deen I that he introduces the term 
'ontology' for the eidetic science of object in 
general (formal ontology) and of regional 
objects (material ontologies) (see also Log. 
Unt., 1913, 2nd ed., III,§ 11). 

This extension of ontology to objects in the 
broadest sense is partly explained by the 
appearance of Alexius Meinong's Gegen­
standstheorie. According to Meinong, the 
theory of objects is an a priori science which 
concerns the whole of what is given. Meta­
physics on the other hand considers the latter 
only a posteriori, in other words it considers 
reality, which is to say existent or actual 
objects. Existent objects must be distin­
guished from subsistent (bestehend) or ideal 
objects, such as identity, diversity, or 
number. Existence and subsistence are the 
two forms of being, whereas the 'pure object' 
considered in the theory of objects is beyond 
being and non-being ( Uber Gegenstands­
theorie, 1904). 

On the basis of this conception, Meinong's 
disciple Hans Pichler (1882-1958) identified 
ontology with the theory of objects and 
defined it as a science of objects analysed 
independently of their being and non-being 
( Uber Christian Wolffs Ontologie, 1910). (On 
the historical relations between the term 
'ontology', Meinong's theory of objects and 
Husserl's ontology, see also Husserl, /deen, 
I, § 10, note 2.) For a view closely related to 
these approaches to ontology, see also 
Roman Ingarden, who conceived ontology as 
the a priori science of possible orders of 
existence, and metaphysics as the a posteriori 
science which would determine which of 
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these possibilities is in fact realized (Streit um 
die Existenz der Welt, 1964--5, I). 

In the 20th century. Meinong's distinction 
between existence and subsistence, being and 
non-being has been rejected by W. V. 0. 
Quine (see From a Logical Poill/ of View, 
1953; Omological Relativity and other Essays, 
1969). Ontology does not consist in knowing 
what there is, but in knowing what a given 
remark or doctrine says there is. Thus, we 
·commit' ourselves to an ontology when we 
say that there are centaurs, but we do not 
when we say that centaurs are 1101. A doctrine 
which says that there are objects beyond 
being and non-being does not conform to 
Quine's criterion of ontology. A theory is 
committed to those and only those entities to 
which "the bound variables of the theory 
must be capable of referring in order that the 
affirmations made in the theory be true". The 
Platonists commit themselves to an ontology 
containing universals named by words (vari­
ables of existential quantification range over 
universals), whereas the nominalists and 
Quine hold that "such appeal to a realm of 
entities over and above concrete objects in 
space and time is empty verbalism, devoid 
of explanatory value" ("On universals", 
Journal of Symbolic Logic, 1947; "On 
what there is", From a Logical Point of 
View). 

The most original transformation of the 
notion of 'ontology' in the 20th century, 
however, almost certainly occurs in the 
early Martin Heidegger, through the intro­
duction of an ontology of Dasein. According 
to Heidegger, traditional ontology deals 
exclusively with categorical determinations 
of being (Seiendes as Vorhandenheit and 
Zuhandenheit), whereas his ontology is to 
deal with the being (Sein) of all beings on the 
basis of the ontology of human being 
(Dasein) which understands being (Sein) 
('fundamental ontology'). Phenomenology is 
the method of ontology. It is concerned 
with the how, and not with the what of 
philosophical investigation (Sein 1111d Zeit, 
1927, Grw,dprobleme der Phiinomenologie, 
1927). On the relation between ontology and 
metaphysics, see also Jean-Paul Sartre 
(L'etre et le nt!ant, 1943, "Conclusion"). 
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LEO FREULER 

Ontology 
II: Formal Ontology 

Formal ontology is the result of combining 
the intuitive, informal method of classical 
ontology with the formal, mathematical 
method of modern symbolic logic, and ulti­
mately of identifying them as different as­
pects of one and the same science. That is, 
where the method of ontology is the intuitive 
study of the fundamental properties, modes, 
and aspects of being, or of entities in general, 
and the method of modern symbolic logic is 
the rigorous construction of formal, axio­
matic systems, formal ontology, the result of 
combining these two methods, is the system­
atic, formal, axiomatic development of the 
logic of all forms and modes of being. As 
such, formal ontology is a science prior to all 
others in which particular forms, modes, or 
kinds of being are studied. 

Logic can be distinguished from formal 
ontology, but only in the sense of logic as an 
uninterpreted calculus, i.e. as the method of 
constructing abstract formal systems subject 
to varying interpretations over varying 
domains. A formal system in which logical 
( or syncategorematic) constants can be 
distinguished from non-logical ( or categor­
ematic) constants and in which the axioms 
and rules are assumed to be logically valid is 
not an uninterpreted calculus, however, but a 
logistic system in which logic is a language 
with content in its own right. The defining 
characteristic of a logistic system is that it 
propounds a theory of logical form, which 
comprises both a pure logical grammar, i.e. a 
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system of categories and rules for generating 
meaningful expressions, and a system of 
logical axioms a11d rules that determine the 
deductive relations between different sets of 
expressions of that grammar. The purely 
formal or non-descriptive content of such a 
system, while independent of the existence of 
any and all physically real individuals or of 
the natural properties and relations that such 
individuals might have in nature, is not inde­
pendent of the different modes of being of 
such entities, and in fact presupposes such 
modes in its very articulation. 

Edmund Husserl was among the first to 
characterize a logistic system in this way, and 
it was he who also first introduced the notion 
of a formal ontology. For Husserl, logic has 
both an apophantic (assertional) aspect, 
which he called formal apophantics ( and 
which amounts to a theory of logical form as 
characterized above), and an ontological 
aspect, which he called formal ontology. The 
switch from a formal-apophantic attitude to 
an ontological one is achieved primarily 
through a process of nominalization, and the 
underlying unity of the two aspects is given 
through a 'Law of Denominative Equival­
ence', according to which the well-formed 
expressions of any given category may be 
transformed into corresponding nominal 
forms. It is in this way, for example, that 
propositional forms and their predicative 
components ( as generated in the theory of 
logical forms) are transformed into nominal 
forms that stand for states of affairs and 
properties and relations, respectively. The 
'categorial objectivities' or 'correlates' that 
originate from such 'denominative reduc­
tions' (or nominalizations) of the pure forms 
of apophantic logic are then claimed to make 
up the fundamental conceptual material of 
formal ontology (cf. Logical Investigations, 
Volume I, §§67-8, Ideas, §119, and Formal 
a11d Tra11sce11de111al Logic, Chapter 2, §25). 

The important connection of ontology with 
a logistic system is that the logico-gram­
matical distinctions made in the latter are 
based ultimately on a distinction between 
different modes of being, even if that distinc­
tion is initially described in terms of different 
modes of significance. More is required by 
way of comprehensive grasp, however, 
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before a logistic system can be taken as a 
system of logic or a formal ontology in its 
fullest sense. In particular, such a logistic 
system must be rich enough to contain, when 
suitable non-logical constants, axioms, and 
meaning postulates (regarding such con­
stants) are added to it, every scientific theory 
and the logical analysis of every meaningful 
declarative sentence of any natural language. 
In that case such a logistic system can be 
taken as a lingua philosophica, or what Leibniz 
also called a characteristica universalis, and as 
such it is also none other than a comprehens­
ive system of formal ontology. 

Such a comprehensive system of formal 
ontology will in general have different 
branches or sub-systems within which dif­
ferent ontological tasks can be carried out. 
One such branch, for example, would be a 
theory of parts and wholes, which would 
include a relation of foundation regarding 
how some parts are founded or dependent 
upon other parts or wholes. (Cf. Husserl 
Logical /nvestigatio11s, Volume 2, lnves1 
igation III, and Barry Smith 1982.) Then 
would also be a theory of extensive and 
intensive magnitudes, i.e. a measurement 
theory, and a theory of continuants and of the 
existence of the latter in space and time. (Cf. 
Franz Brentano, The Theory of Categories.) 

Corresponding to different philosophical 
backgrounds, there may be different altern­
atives that are possible for such a compre­
hensive system of formal ontology. That is, 
there may be different comprehensive 
systems of formal ontology in the same sense 
in which there can be different comprehens­
ive metaphysical theories, even though each 
formal ontology views itself internally as the 
final arbiter of all logical and ontological 
distinctions. The study of different possible 
formal ontologies, their consistency, ad­
equacy, and relative strength with respect 
to one another, and, similarly, the study of 
the alternative theories that may be realized 
in the different branches of a comprehensive 
formal ontology, may together be called 
comparative formal ontology. 

An important distinction between dif­
ferent comprehensive systems of formal on­
tology is whether being is taken in such a 
system as univocal or multivalent. It is multi-
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valent, for example, when different types or 
categories of expressions are understood as 
representing different modes or categories of 
being, in which case there will also be differ­
ent types of variables bound by quantifiers 
having the entities of those different cat­
egories as their values. Where being is uni­
vocal, on the other hand, i.e. where there is 
just one ontological category or mode of 
being (being simpliciter), only one type of 
quantifiable variable will have semantic signi­
ficance. In a formal ontology for 110,ninalism, 
for example, there will be no ontological 
category corresponding to any grammatical 
category other than that of singular terms, 
and in particular there will be no ontological 
category or mode of being corresponding to 
the grammatical category of predicate ex­
pressions. Only individual variables, i.e. the 
category of variables having singular terms as 
their substituends, will have semantic signi­
ficance in such a formal ontology. Predicate 
variables, and quantifiers binding such, if 
admitted at all, must then be given only a 
substitutional, and not a semantical, inter­
pretation, which means that certain con­
straints must be imposed on the logic of the 
predicate quantifiers in such a formal onto­
logy. Most nominalists in fact eschew even 
such a substitutional interpretation of predic­
ate quantifiers and describe their ontology 
only in terms of first-order logic where there 
is but one type of bindable variable, i.e. 
where, asin W. V. 0. Quine'sphrase, tobeis 
to be the va/11e of a bo1111d i11divid11al variable. 
It should be noted, however, that, unlike 
traditional nominalists, some contemporary 
nominalists (e.g. Quine and Nelson Good­
man), take abstract objects (e.g. sets or 
qualia) as well as concrete individuals to fall 
under their supposedly univocal sense of 
being. (Cf. Goodman 1956, p. 17.) This 
means that although there is but one onto­
logical category or mode of being in such an 
ontology, there may still be different 'kinds' 
of being. That is, in such a system being is a 
genus, which is not at all the same as being 
multivalent. 

Being is also univocal in some forms of 
realism (regarding universals). This would 
appear to be the case, for example, in the 
ultra-realism of certain early scholastic philo-
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sophers for whom the realm of being is the 
realm only of universals ( as in the teachings 
of John Scottus Eriugena and Remigius of 
Auxerre). It is certainly univocal in the case 
of certain contemporary forms of logical 
realism, where properties, relations, con­
crete individuals, and perhaps states of affairs 
as well, are different kinds, as opposed to 
modes or categories, of being. A formal 
ontology for such realists is developed today 
much as it is in nominalism, viz. as an 
axiomatic first-order logic with primitive pre­
dicates standing for certain basic ontological 
notions. Indeed, except perhaps for the dis­
tinction between an intensional and an exten­
sional logic, there is little to distinguish 
realists who take being to be univocal from 
such nominalists as Quine and Goodman who 
include abstract objects as values of their 
individual variables and who describe such 
objects axiomatically (e.g. in terms of a set­
theoretic relation of membership, or of a 
mereological relation of overlap, or of part to 
whole). This is particularly true of those 
realists who, in effect, replace the extensional 
membership relation of an axiomatic set 
theory by an intensional relation of exempli­
fication, and, dropping the axiom of exten­
sionality, call the result a theory of proper­
ties (cf. Bealer 1982). Formal ontology, in 
other words, for both the nominalist and that 
kind of realist who takes being to be univocal 
and who has abstract as well as concrete 
objects as values of his individual variables, 
i.e. for whom being is a genus, is really no 
different from an applied theory offirst-order 
logic in which the primitive 'non-logical' (or 
descriptive) constants and axioms are taken 
as describing certain basic ontological 
notions. In such a framework, it would seem, 
the dividing line between the logical and the 
non-logical, or between pure formal ontology 
and its applications, has become somewhat 
blurred, if not entirely arbitrary. 

Beginning with Aristotle, the standard 
assumption in (pre-formal) ontology has been 
that being is not a genus, i.e. that being is 
multivalent, and that the principal method of 
ontology is categorial analysis. This raises the 
problem of how the different categories or 
modes of being fit together, and of whether 
one of the senses or modes of being is pre-



643 

eminent and the others somehow dependent 
on that sense or mode of being. The differen­
tial categorial analyses that have been pro­
posed as a resolution of this problem have all 
turned in one way or another on a theory of 
predication, i.e. on how the different cat­
egories fit together in the nexus of predica­
tion, and they have differed from one another 
primarily on whether the analysis of the 
fundamental forms of predication is to be 
directed upon the structure of reality or the 
structure of thought. In formal ontology, the 
resolution of this problem involves the con­
struction of a formal theory of predication. 

Aristotle's categorial analysis, for example, 
is directed upon the structure of reality and 
not upon the structure of thought, and the 
pre-eminent mode of being is that of concrete 
individual things ( or primary substances). 
Predication, moreover, is explained in terms 
of two ontological configurations that to­
gether characterize the essence-accident dis­
tinction of Aristotle's ontology, viz. the rela­
tion between an individual and its species or 
genera on the one hand, and the inherence of 
a universal in an individual on the other. 
Aristotle's moderate realism regarding 
species, genera, and universals is a form of 
11atural realism and not oflogical realism, and 
a formal theory of predication constructed as 
an Aristotelian formal ontology must respect 
that distinction as well as give an adequate 
representation of the two ontological con­
figurations underlying the Aristotelian ana­
lysis of predication. In particular, such a 
theory must contain a logic of natural kinds 
and must impose the constraint of moderate 
realism that every natural property or re­
lation is instantiated (i.e. that every natural 
property or relation exists only i11 rebus). This 
constraint leads to Aristotle's problem of the 
fixity of species ( according to which members 
of a species cannot come to be except from 
earlier members of that species, and that 
therefore there can be no evolution of new 
species); but, given the modal category of 
natural necessity and possibility as part of a 
revised Aristotelian formal ontology of 
modal 11a111ral realism, this problem can be 
resolved by requiring of every natural prop­
erty or relation not that it actually be in­
stantiated (at any given time) but only that 
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such an instantiation be within the realm of 
natural possibility. Such a formal ontology, 
needless to say, will contain a modal logic for 
natural necessity and possibility, as well as a 
logic of natural kinds that is to be described in 
terms of that modal logic. (Cf. Cocchiarella 
1976.) 

Plato's ontology is also directed upon the 
structure of reality, but the pre-eminent 
mode of being in this framework is not that of 
concrete or sensible objects but of the Ideas. 
This leads to the problem of µtltE!;1,, or of 
how and in what sense concrete objects 
participate in Ideas, and also to the problem 
of xop1aµ6,, or of how and in what sense 
Ideas are 'things' or abstract individuals 
separate from the concrete individuals that 
participate in them. A Platonist theory of 
predication in contemporary formal ontology 
is the basis of logical realism (where it is 
assumed that a property or relation exists 
corresponding to each well-formed predicate 
expression of logical grammar, regardless of 
whether or not it is even logically possible 
that such a property or relation has an 
instance). When applied as a foundation for 
mathematics (as was Plato's own original 
intent), logical realism is also called onto­
logical logicism. The best-known form of 
logical realism today is Bertrand Russell's 
theory of logical types, which Russell devel­
oped as a way to avoid his famous paradox of 
predication (upon which his paradox of 
membership is based), a paradox not un­
related to Plato's problem of xopiaµ6,. 
Whether and to what extent Russell's theory 
of logical types can satisfactorily resolve 
either of Plato ·s problems and be the basis of 
an adequate realist formal ontology is an 
issue that belongs to what we have called 
comparative formal ontology. 

Kant's categorial analysis, unlike Aris­
totle's, is directed upon the structure of 
thought rather than upon the structure of 
reality. The categories function on this 
account to articulate the local forms of judge­
ments and not as the general causes or 
grounds of concrete being. There is no pre­
eminent mode of being identified in this 
analysis, accordingly, other than that of the 
thinking subject, whose synthetic unity of 
apperception is what unifies the categories 
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that are the bases of the different possible 
judgements that can be made. What cat­
egories there are and how they fit together to 
determine the concept of an object in general 
is determined through a 'transcendental 
deduction' from Kant's table of judgements. 
i.e. from the different possible forms that 
judgements might have according to Kant. It 
is for this reason that the logic determined by 
this kind of categorial analysis is called 1ran­
sce11de111al logic. 

The transcendental logic of the later 
Husserl is perhaps one of the best-known 
versions of this type of approach to formal 
ontology. According to Husserl, logic, as 
formal ontology. is a universal theory of 
science, and as such it is the justifying discip­
line for science. But even logic itself must be 
justified, Husserl insists, and it is that justi­
fication that is the task of transcendental 
logic. This means that the grounds of the 
categorial structures that determine the lo­
gical forms of pure logic are to be found in a 
transcendental subjectivity, and it is to a 
transcendental criticism of such grounds that 
Husserl turns in his later philosophical work. 
On the basis of such a criticism, for example, 
Husserl gives subjective versions of the laws 
and rules of logic, such as the law of contra­
diction, the principle of excluded middle. and 
the rules of modus ponens and modus to/lens, 
claiming that it is only in such subjective 
versions that there can be found the a priori 
structures of the evidence for the objective 
versions of those laws and rules (cf. Formal 
and Transcendental Logic, §§75-8). Husserl 
also claims on the basis of such grounds, 
however, that every judgement can be de­
cided (ibid., §§79--80), and that a 'multiplicity', 
such as the system of natural numbers, is to 
be '"defined, 1101 by just any formal axiom­
system, but by a 'complete' one" (ibid., §31, 
p. 96). That is. 

the axiom-system formally defining such a multi­
plicity is distinguished by the circumstance that any 
proposition ... that can be constructed. in accord­
ance with the grammar of pure logic, out of the 
concepts ... occurring in that system, is either 
'true' - that is to say: an analytic (purely deducible) 
consequence of the axioms - or 'false· - that is to 
say: an analytic contradiction-: tertium non dalllr 
(ibid.; cf. also Ideas, §72. pp. 187f.). 
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Unfortunately, while such claims for tran­
scendental logic are admirable ideals, they 
are nevertheless in conflict with certain well­
known results of mathematical logic. 

The transcendental approach to categorial 
analysis, as this last observation indicates, 
raises the important problem of the com­
pleteness of formal ontology. It does this, 
moreover, not in just one but in at least two 
ways: first, as the problem of the complete­
ness of the categories; and, second, as the 
problem of the completeness of the laws of 
consequence regarding the logical forms 
generated by those categories. For Aristotle, 
for whom the categories are the most general 
'causes' or grounds of concrete being, and for 
whom categorial analysis is directed upon the 
structure of reality, the categories and their 
systematization must be discovered by an 
inductive abstraction and reflection on the 
structure of reality as it is revealed in the 
development of scientific knowledge, and 
therefore the question of the completeness of 
the categories and of their systematization 
can never be settled as a matter of a priori 
knowledge. For Kant and the transcendental 
approach, however, the categories and the 
principles that flow from them have an a 
priori validity that is grounded in the under­
standing and pure reason respectively-or, as 
on Husserl's approach, in a transcendental 
phenomenology - and the question of the 
'unconditioned completeness' of both is said 
to be not only practical but also necessary. 
The difficulty with this position for Kant is 
that neither the system of categories nor the 
laws of logic described in terms of those 
categories can be viewed as providing an 
adequate system of formal ontology as we 
have described it above. Kant's description of 
logic, for example, restricts it to the valid 
forms of the syllogism (which can in no sense 
account for the complexity of many intuit­
ively valid arguments of natural language, 
not to mention the complexity of proofs in 
mathematics). Husserl, unlike Kant, does 
not himself attempt to settle the matter of a 
complete system of categories, nor therefore 
of a complete system of the laws of logic or 
formal ontology; but he does maintain that 
such completeness is not only possible but 
necessary, and that the results achieved re-
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garding the categories and their systematiz­
ation must ultimately be grounded on the a 
priori structures of the evidence of a tran­
scendental subjectivity. The transcendental 
approach in general, in other words, or at 
least the a priori nature of its methodology as 
originally described, leaves no room for 
inductive methods or new developments in 
either logic or categorial analysis, especially 
in the way both are affected by new results in 
scientific theory (e.g. the logic.of quantum 
mechanics and the way that that logic relates 
to the logic of macrophysical objects), or in 
theoretical linguistics (e.g. universal gram­
mar and the way that that grammar is related 
to the pure logical grammar of a formal 
ontology), or even in cognitive science (e.g. 
artificial intelligence and the way that the 
computational theory of mind is related to 
the categorial and deductive structure of 
logic). 

The difficulties of the a priori methodology 
of the transcendental approach with the 
problem of completeness do not mean that 
we must give up the view that an analysis of 
the forms of predication is to be directed 
primarily upon the structure of thought, and 
only secondarily, through our cognitive acts, 
upon the structure of reality. There are other 
alternatives that such a view might adopt 
besides the transcendental idealism of either 
Kant or Husserl. Jean Piaget's genetic 
epistemology with its 'functional' (as opposed 
to absolute) a priori, for example, is such an 
alternative, and so is Konrad Lorenz's biolo­
gical form of Kantianism with its evolu­
tionarily determined (and therefore non­
transcendental) a priori. Any version of a 
naturalized epistemology, in other words, 
where an a posteriori element would be 
allowed a role in the construction of a formal 
ontology, might serve as such an alternative. 
The comparison of these alternatives, and a 
study of their adequacy ( as well as of the 
adequacy of a more complete and perhaps 
modified account of transcendental apriority) 
as epistemological grounds for a categorial 
analysis that is directed upon the structure of 
thought, are issues that properly belong to 
comparative formal ontology. 

It is perhaps important to note in this 
context that different research programmes 
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can always be carried out in restricted 
branches or sub-domains of formal ontology. 
without first deciding whether or not the 
categorial analysis of the global framework 
within which such a branch or sub-domain is 
to be fitted is to be directed upon the 
structure of thought or the structure of 
reality. Similarly, we do not always have to 
decide in advance whether or not there must 
(or even ever can) be a final completeness to 
the categories or of the laws of logic before 
undertaking such a research programme. We 
can always strive, in other words, to establish 
restricted or relative notions of completeness 
for special areas of formal ontology relative 
to certain research programmes, and we can 
then compare and evaluate those results in 
the context of comparative formal ontology. 
The methodology of mathematical logic in 
the sense of the construction of abstract 
formal systems, together with a set-theoret­
ical semantics for those systems, will be 
especially useful in this regard. 

We must be cautious in our use of this 
methodology, however, and especially in 
how we apply such well-known mathematical 
results as Kurt Godel's incompleteness 
theorems. Godel's first incompleteness 
theorem, for example, does not show, as is 
commonly claimed, that any formal theory of 
predication encompassing standard second­
order logic must be incomplete. Rather, it 
only shows that this must be so with respect to 
the standard set-theoretic semantics for 
second-order logic. What must not be con­
fused and wrongly identified in this regard is 
the logical concept of a class ( as the extension 
of a concept) with the mathematical concept 
of a set (in the sense of the iterative concept, 
which is based on Georg Cantor's theorem 
that the set of all subsets of any given set 
always has a greater cardinality than that set). 
This distinction is of fundamental importance 
to ontology; for whereas classes have their 
being in the concepts whose extensions they 
are and not in their members, sets are 
essentially composed of ( and in that sense 
have their being in) their members and need 
not correspond to the extension of any con­
cept (such as, e.g., the sets determined by 
the axiom of choice). Cantor's theorem, for 
example, while essential to the iterative con-
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cept of set, will in fact fail in certain special 
cases of the logical concept of a class (such as, 
e.g., the universal class). For this reason a 
representation of concepts by sets in a set­
theoretical semantics will not always result in 
the same logical structure as a representation 
of those concepts by the classes that are their 
extensions, and an incompleteness theorem 
based on the one kind of structure need not 
imply an incompleteness theorem based on 
the other. 

A set-theoretical semantics for a formal 
theory of predication must not be confused, 
in other words, with a semantics for that 
theory based on its own forms of predication 
taken primitively. For the latter, being based 
on the very forms of predication that it is 
designed to interpret, is in that sense an 
internal semantics for that theory, while the 
set-theoretical semantics, being based on the 
membership relation of a framework not 
internal to the theory itself, is an external 
semantics for that theory. This means that in 
constructing a set-theoretical semantics for a 
formal theory of predication we must be 
cautious not to confuse and literally identify 
the internal content or mode of significance 
of the forms of predication of that theory with 
the external model-theoretic content of the 
membership relation, or ( as in the case of a 
set-theoretic possible worlds semantics) with 
the external content of any function (e.g. on 
models as set-theoretic representatives of 
possible worlds) defined in terms of the 
semantically external membership relation. 
If we do not confuse predication with 
membership in this way, then we will be able 
to see why the incompleteness of second­
order logic with respect to its standard set­
theoretical semantics need not automatically 
apply to any formal ontology designed to 
include standard second-order logic as part of 
its formal theory of predication. The careful 
separation and clarification of these issues is a 
topic that belongs to the methodology of 
comparative formal ontology. 

Godel's first incompleteness theorem does 
show that any formal ontology that includes 
arithmetic (as part of its pure formal content) 
must be deductively incomplete; that is, not 
every well-formed sentence of the pure 
logical grammar of such a formal ontology 
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will be such that either it or its negation is 
provable in that formal ontology. This does 
impose a limitation on what can be deduct­
ively achieved in such a formal ontology, and 
it requires a modification, if not a complete 
revision, of any categorial analysis (such as 
Husserl's) where the ideal of deductive 
completeness ( at least for an infinite 'multi­
plicity', such as the system of natural 
numbers, that is taken as an essential part of 
pure formal ontology) is a necessary feature 
of that analysis. Deductive incompleteness 
does not imply semantic incompleteness, 
however, and the real significance of Godel's 
incompleteness theorem for formal ontology, 
aside from the limitation it implies on what 
can be deductively achieved in such a system, 
is how to characterize this difference intern­
ally. That is, what must be resolved in a 
formal ontology that is to contain arithmetic 
as part of its pure formal content is the 
problem of how the completeness of its 
internal content is to be distinguished from its 
deductive incompleteness, and how within 
that pure formal content we are to charac­
terize the content of arithmetic (and perhaps, 
more generally, all of classical mathematics 
as well). Finally, in regard to Godel's second 
incompleteness theorem, what must also be 
resolved for such a formal ontology is the 
question of how, and with what sort of 
significance or content, we are to prove its 
consistency, since such a proof is not avail­
able within that formal ontology itself. 
Again, these are issues that are to be invest­
igated not so much in a particular formal 
ontology as in comparative formal ontology. 

Comparative formal ontology, as our re­
marks have indicated throughout, is the 
proper domain of many issues and disputes in 
metaphysics, epistemology, and the method­
ology of the deductive sciences. Just as the 
construction of a particular formal ontology 
lends clarity and precision to our informal 
categorial analyses and serves as a guide to 
our intuitions, so too comparative formal 
ontology can be developed so as to provide 
clear and precise criteria by which to judge 
the adequacy of a particular system of formal 
ontology and by which we might be guided in 
our comparison and evaluation of different 
proposals for such systems. It is only by 
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constructing and comparing different formal 
ontologies that we can make a rational 
decision about which such system we should 
ourselves ultimately adopt, and that is a 
decision that can be made only in compar­
ative formal ontology. 
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NINO B. COCCHIARELLA 

Ontology 
III: Regional Ontology 

According to Edmund Husserl, the world of 
objects is ordered in a way that every indi­
vidual thing can be exhaustively determined 
through a finite number of concepts. This 
leads to highest material concepts, the 
'regional' essences under which all objects 
stand. These essences in turn are com­
prehended under the widest and purely 
formal concept of the object or something in 
general. 

The system of truths deriving from the 
formal. empty notion of object as such and 
from its modifications, is formal ontology or 
the pure theory of objects. As a mathesis 
11niversalis it comprises apophantic logic, i.e. 
the formal theory of meanings pertaining to 
propositions as such, and the formal sub­
theories of objects as the correlates of pro­
positions, such as the pure theory of numbers 
and manifolds (sets). To the categories that 
make up the totality of formal ontology 
belong such concepts as relation, connection, 

ONTOLOGY 111: REGIONAL ONTOLOGY 

series, identity, equality. genus. species, 
whole, part, number. magnitude, state of 
affairs, and property. All truths of formal 
ontology are a priori; they are analytically 
derivable from the formal essence of the 
object as such. 

The formal region furnishes the form of all 
material regions. Therefore the laws of logic 
are valid in all regions whatsoever. Con­
sequently all regions of objects are accessible 
to reason and to rational cognition. A first 
material concretization or 'filling' of formal 
ontology is reached in formal axiology, the 
theory of ethical and aesthetic value that is 
the counterpart of feeling, and in formal 
praxeology, the theory of oughts and 
demands which are the correlates of willing. 
Here the formal notion of the object as such is 
restricted, respectively, to the value as such 
and to the ought as such. In this sense, formal 
axiology and praxeology are material sub­
disciplines of formal ontology. As opposed to 
the material theory of the various sorts of 
values and of concrete demands, they are, 
however, purely formal disciplines parallel to 
formal ontology. The latter, then, deals 
above all with the object of cognition as such 
and becomes the general ontology of possible 
worlds as such. 

The basic material ontology within this 
formal framework is the regional ontology of 
reality in the sense of nature. It deals with 
synthetic truths a priori, i.e. the axioms that 
relate to the material things of the natural 
world. It thus contains the pure doctrines of 
space (geometry), time (chronology), and 
movement (phoronomy), as well as the study 
of the concept of matter (including extension, 
substantiality, and causality). 

As founded upon this ontology, Husserl 
mentions the regions of the animate ( the 
living body) and more specifically of the 
human body. More important is, however, 
the region delimited by the concept of the 
'soul', i.e. of psychic life. The body of 
essential truths related to it constitutes a 
psychology which, in contrast to empirical 
psychology, is called by Husserl rational, 
eidetic, or phenomenological. This ontology 
of mind (as it is also called) deals with 
experiences in the sense of describing the 
essences of perception, remembering, ima-
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gination, expectation, thinking, feeling, 
willing. and the like. 

A third major ontology founded upon the 
two previous ones - and therefore dealing 
with an object of higher order - is social 
ontology based on the various complications 
and modalities of intersubjectivity. The a 
priori study of such cultural formations as 
state, law, literature, and so on form a part 
thereof. 

Whereas Husserl worked out large por­
tions of formal ontology as well as of the 
ontologies of nature and mind, his treatment 
of the ontology of society consists for the 
most part of projects and sketches. More­
over, it is not clear whether for him the three 
major regional ontologies do indeed exhaust 
the field of possible material regions. 
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Order Relations 

When reading the literature on mathematical 
order relations one notices, first, that the 
terminological situation is chaotic and, 
second, that there are different ways of 
building up the relevant concepts. The 
following is oriented around the approach 
used by P. Hinst (lectures, Munich, 1986-7). 
The underlying terminology is presented in 
the article "Relation" elsewhere in this 
Handbook. To illustrate the concepts devel­
oped below we shall employ: 

ID: the identity relation 
c and ~: the proper and improper subset 
relation 
< and :s;: the relations strictly-less-than 
and less-than-or-equal-to defined on the 
natural numbers 
- , <, and ::$: the relations of cardinal­
equivalence and of strictly-less-than and 
less-than-or-equal-to in respect of power 
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AH, H, and HAH: the relations equally­
heavy, heavier-than and heavier-than-or­
equally-heavy defined for medium-sized 
bodies. 

'Class' and 'set' are employed synonymously 
in what follows. 

Equivalence Relations. A relation which is 
both transitive and symmetrical is called an 
equivalence relation. Because reflexivity and 
left- (or right-) comparability are necessary 
and sufficient for symmetry and transitivity, it 
follows that equivalence relations can also be 
characterized as reflexive and left- (or right-) 
comparative relations. G is an equivalence 
relation on U if the field of G coincides with 
U. A set Z is G-invariant if xGy and xeZ 
imply yeZ. Finitude and infinitude for 
example are --invariant. The principium 
iiqua/itatis indiscernibilium can be formu­
lated in terms of invariance: items stand in an 
equivalence relation iff they are indistin­
guishable in regard to the properties which 
are invariant relative to this equivalence 
relation. More precisely: if xis taken from the 
field ofG, then there holds: ifG is an equality 
relation, then xGy iff for all G-invariant 
properties Z, xeZ iff yeZ. Since every item 
belongs to the field of ID, and since ID is an 
equivalence relation, it follows that the prin­
cipium identitatis indiscernibilium (i.e. xIDy 
iff for all Z, xeZ iff yeZ) is a special case of the 
above principle. If, on the other hand, x,y 
stand in a relation G iff they are indistin­
guishable in regard to the G-invariant prop­
erties, then G is an equivalence relation. 

Z is an equivalence class determined by G 
(a G-equivalence class) iff Z "'F 0, Z is G­
invariant, and x,yeZ implies xGy. It follows 
that if G is an equivalence relation then there 
obtains: 

1. xGy iff there is some G-equivalence 
class Z for which x,yeZ. 

2. Different G-equivalence classes are dis­
joint. 

3. Every term of G is an element of exactly 
one G-equivalence class. 

4. The field of G is the union of the class of 
all G-equivalence classes. 

5. The G-image of the unit set ofx, which 
is to say {uluGx}, is a G-equivalence 
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class. Hence for example {ulu-x} is a 
--equivalence class. If one now defines 
the functor 'the cardinal number or by 
means of: 

thecardinalnumberofx = {ulu-x}, 
then this is an example of what is 
traditionally called a '(classical) def­
inition by abstraction'. 

U is a partition of Z iff 0 is not an element 
of U, the intersection of distinct U-elements 
is empty (disjointness) and the union of U 
coincides with Z (exhaustiveness). The set 
generated by G is the class of all G-equi­
valence classes. The relation documented in 
U is the class of all ordered pairs x y for which 
there exists an element A of U with x,yeA. If 
G is an equivalence relation on Z, then the set 
generated by G is the partition of Z. If, on the 
other hand, U is a partition of Z, then the 
relation documented in U is an equivalence 
relation on Z. Every equivalence relation on 
a set thus generates exactly one partition and 
in every partition of a set there is documented 
exactly one relation. If U is a partition of Z 
and G an equivalence relation on Z, then the 
relation documented in U is identical with G 
iff the set generated by G coincides with U. 
The set generated by AH is a disjoint and 
exhaustive division of the class of bodies in 
sets of bodies having equal mass, and AH is 
the relation which is documented in this 
partition. If U is a partition of Z, then P is a 
system of representatives of U iff for each U­
element W there is exactly one x in P which is 
an element of W. 

Partial and Total Orderings. A relation R 
is a partial order relation iff R is antisym­
metric and transitive. A total order relation is 
in addition connected. A partial order which 
is field restricted is itself a partial order; total 
order which is field restricted is itself a total 
order. Reflexivity and irreflexivity contribute 
nothing to the order character of a relation, 
yet it is reflexive and irreflexive orderings 
which are the principal objects of investi­
gation. <; and :s; are partial reflexive order­
ings, :s; is in addition total. C, <, <, and H 
are partial irreflexive orderings, < is in 
addition total. The irreflexive counterpart of 
R is the class of all ordered pairs [x,y] for 
which xRy and X"Fy. Thus the irreflexive 
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counterparts of <; and :s; are c and <. The 
reflexive counterpart of R is the class of all 
ordered pairs [x,y] for which xRy or (x = y 
andx andy are in the field of R). In the case of 
a partial reflexive ordering R, the field of the 
irreflexive counterpart is a subset of the field 
of R. In the case of a total reflexive ordering 
the two fields are identical in case the relation 
R has at least two terms. 

xis an R-predecessor of y iff xRy and X"Fy. 
If there is no z distinct from both x and y and 
such thatxRz and zRy then xis the immediate 
R-predecessor of y. Definitions of successor 
and of immediate successor can be con­
structed accordingly. The predecessor class of 
y relative to R is the class of all R-predeces­
sors of y. U isa (proper)segmentofRifthe R­
image ofU is a subsetofU and U isa (proper) 
subset of the field of R. 2 and 3 are <­
predecessors of 4; 3 is in addition the imme­
diate predecessor. The predecessor class of 4 
relative to < is {0,1,2,3}, which is itself a 
proper segment of <. It holds quite gener­
ally for termsx of a partial ordering R that the 
predecessor class of x relative to Risa proper 
segment of R. For partial orderings we hav1 
in addition that if y Rx, then the predecesso1 
class of y relative to R is a subset of the 
predecessor class of x relative to R. If xRy 
and y is an element of the predecessor class of 
z relative to R, then x, too, is an element of 
this class. If x and y are terms of a connected 
relation whose R-predecessor classes are 
identical, then we have x = y. 

Quasi-series. R forms a quasi-series with G 
iff G is an equivalence relation and R is a 
transitive, G-antisymmetric, G-connected 
and G-extensional relation whose field is 
identical with that of G. Both H and HAH 
form a quasi-series with AH. Thus His AH­
connected (for all bodies x,y, either xHy or 
xAHy or yHx); and it is AH-extensional (for 
all bodiesx,y,u, w, if xAHu,yAHw andxHw, 
then uHw). R is a total order iff R forms a 
quasi-series with ID restricted to the field of 
R. The concept of quasi-series is in this sense 
a generalization of the concept of total order. 
If R forms a quasi-~eries with G, then the 
result of subtracting G from R is an irreflexive 
partial ordering. 

If one turns from the terms of R or of G to 
the equivalence classes determined by G, 
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then one notices that these form a total 
ordering. We define the ordering induced by 
Rand Gas the class of all ordered pairs [X, Y] 
of equivalence classes of G for which there 
exist u, w with ueX, we Y and uRw. If R forms 
a quasi-series with G, then the ordering 
induced by R and G is a total ordering whose 
field is the set generated by G. 

Distinguished Elements. x is a lower bound 
of U relative to R iff R is a relation, x an 
element, and U a subset of the field of R, and 
x stands in R to all other U-elements. (The 
definition of upper bound follows accord­
ingly.) Lower bounds of {4,8,20} relative to 
.;; are for example 0, 1, 2, 3, 4; upper bounds 
are for example 20, 21, 100, 1012. 4 is not 
however a lower bound of { 4 ,8 ,20} relative to 
<. A lower bound for U relative to R to 
which all other lower bounds stand in R is 
called an infimum or greatest lower bound of 
R. (The definition of supremum or least 
upper bound follows accordingly.) 20 is then 
a least upper bound of {4,8,20} relative to-.. 
Since all antisymmetric relations R possess at 
most one infimum and supremum for any 
given U relative to R, we can define: if R is 
antisymmetric and if there exists an infimum 
of A relative to R, then the infimum of A 
relative to R = u itt u is an infimum of A 
relative to R. Clearly an exactly similar 
definition can be supplied for the sup re mum. 

If a lower bound x of U relative to R is also 
an element of U, then xis a first element of U 
relative to R ( and similarly for last element of 
U). 4 and 20 are the first and last elements of 
{4,8,20} relative to-.. The given set contains 
no first and last elements relative to <. 
A first element is in every case an infimum, a 
last element in every case a supremum. As 
the last example shows, however, the converse 
does not obtain. If R is antisymmetric and if 
U possesses a first element relative to R, then 
one can speak of the first ( and similarly of the 
last) element of U relative to R. If R is 
antisymmetric and if there is a lower bound of 
the field of R relative to R, then the R-first 
element of the field of R possesses no R­
predecessor ( and similarly for the last ele­
ment). If R is total ordering we have: 

1. IfU is a segment of R andx is the R-first 
element of the field of R\U (which 
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is to say of the field of what is left 
of R after U has been subtracted), 
the U is identical with the class of 
R-predecessors of x. 

2. If z is a term of the relation R, then z is 
identical to the R-first element of the 
field of R reduced by the class of R­
predecessors of z. 

x is a minimal element in U relative to Riff R 
is a relation, U is a subset of the field ofR,xis 
an element of U, and no U-element y distinct 
from x stands in R to x. (The definition of 
maximal element follows accordingly.) 
Minimal elements of U relative to R possess 
no R-predecessors in U, maximal elements 
no R-successors in U. If R is antisymmetric 
then first elements of U relative to R are 
always minimal elements, last elements 
always maximal. If R is connected then 
minimal elements of U relative to R are 
always first elements, maximal elements 
always last. Thus if R is connected and 
antisymmetric, then xis a first element ofU 
relative to Riff it is a minimal element ofU, 
and x is a last element iff it is maximal. 

Well-ordering. A set R is called founded if 
every non-empty subset U of the field of R 
possesses an R-minimal element z. If R is 
antisymmetric and connected then z will be 
the R-first element in U. Founded sets are 
antisymmetric, sets which are both founded 
and connected are transitive. The theorem of 
general value-range induction, which yields 
the basis for a whole family of methods of 
proof and definition, reads: 

For all R and U, if R is founded, then we 
have: if, given x in the field of Rand given 
that the class of predecessors of x relative 
to R is a subset of U, it follows that x is in 
U, then the field of Risa subset of U. 

In order to prove that some given u• includes 
as subset the field of some founded relation 
R, it is sufficient to prove the induction step: 
if xis an element of the field of Rand the class 
of predecessors of x relative to Risa subset of 
u•, then x is a member of u•. The given 
theorem allows one to prove a principle of 
definition, the general recursion-theorem. 
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This will allow us to characterize functions/ 
by identifying their domain with the field of a 
well-ordering R and by fixing the value of/ 
for a given term x of R by reference to all 
values of/ for the predecessors of x. 

Total orderings which are in addition 
founded are called well-orderings. Since 
foundedness guarantees antisymmetry, and 
foundedness with connectedness guarantees 
transitivity, well-orderings can also be 
characterized as connected and founded re­
lations. < is an irreflexive, .;; a reflexive 
well-ordering. For non-maximal terms x of a 
well-ordering R one can speak of the R­
successor of x in the sense of the immediate R­
successor. The field-restriction of a well­
ordering R to a given U is once again a well­
ordering. If U is a subset of the field of R with 
at least two elements, then U is identical with 
the field of R field-restricted to U. 

In order to compare well-orderings we 
define: R is isomorphic to S iff there is a 
bijection/from the field of R to the field of S, 
for which for R-terms x,y xRy iff the ordered 
pair of f(x) and f(y) is an element of S. The 
class IS of all ordered pairs (R,S] for which R 
is isomorphic to S is an equivalence relation. 
No well-ordering is isomorphic with a proper 
segment. Moreover there obtains the follow­
ing law: two well-orderings R and S, either 
both reflexive or both irreflexive, are iso­
morphic or they are such that one is iso­
morphic to a proper segment of the other. 

Significance. Orderings are important from 
the philosophical point of view for at least the 
following reasons. First, they constitute, 
along with algebraic and topological struc­
tures, a type of structure from whose devel­
opment and combination the edifice of 
mathematics results. Second, the theory of 
(well-)orderings yields the foundation for the 
processes of induction and recursion which 
are important from the point of view both of 
concept-formation and of proof. Third, the 
antinomy of Burali-Forti, to the effect that 
the class of all ordinal classes both is and is 
not an element of itself, falls into the scope of 
order theory. Finally, there is an equivalence 
between the axiom of choice (to the effect 
that every partition has a system of repres­
entatives) - perhaps the most controversial 
principle of set theory - and some important 
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order-theoretical principles like Cantor's 
well-ordering theorem and Zorn's Lemma. 
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Origen 

Origen is a Platonist philosopher, the 
greatest and most controversial figure in the 
so-called Alexandrian School of Christian 
thinkers founded by Pantaenus (c. 180-200), 
and continued by Clement (c. 150-c. 215) -
and after Origen, by Didymus the Blind. He 
was born in c. 185 AD, of good family, his 
father being a convert to Christianity of some 
prominence in the local administration. In 
201-2, when Origen was about 17, his father 
was arrested by the prefect, Laetus, refused 
to recant his faith (exhorted to firmness by 
the young Origen himself), and was executed. 
Origen was obliged to support the family as a 
school teacher. Demetrius, the bishop of 
Alexandria, actually entrusted him with the 
headship of the catechetical school, where 
he taught initially ypcxµµcmxi), that is, pro­
fane letters. At the same time, he seems 
to have attended the lectures of the charis­
matic Platonist teacher, Ammonius Saccas 
(c. 160-242) (discovered some decades later 
by Plotinus). If he did this, it was not as an 
uncritical disciple, but rather with the aim of 
acquiring a Platonist background for the 
Christian philosophical synthesis which he 
was in the process of developing. Whether, 
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on the other hand, he was ever a pupil of 
Clement is uncertain, despite Eusebius's 
assumption that he was. It is notable that he 
never mentions Clement in any surviving 
work. 

Origen was a natural teacher, and became 
very popular, but after some time (probably 
about 211, following a period of persecution 
under the prefect Aquila) he experienced a 
conversion, sold his books, renounced 
profane learning, and imposed upon himself 
a strictly ascetic regime. It was at this stage of 
his life, still perhaps in his late teens, that he 
seems to have decided to castrate himself, 
taking the injunction of Matthew 19: 12 too 
literally. There seems no reason to disbelieve 
this story. The action seems entirely in keep­
ing with the sort of highly intelligent, but 
intense, youth he then was. It is in these years 
that he will have composed his first exegetical 
work, characteristically a commentary on 
that torrid poem of divine love, the Song of 
Songs, of which he later gave a more extens­
ive exegesis. 

In about 215 he made a journey to Rome, 
where he found the church in the throes of a 
controversy about Sabellius's "Monarchian­
ism", which may have negatively influenced 
his own theology in the direction of making a 
strong distinction between God the Father 
and Christ. He was back in Alexandria by 
217, and continued his teaching of religious 
philosophy. At this time, he acquired a 
Hebrew teacher, and began to take a lively 
interest in the text of the Old Testament, an 
interest which was to issue in the mighty 
enterprise of the Hexapla, an edition of the 
Old Testament arranged in six columns, 
beginning with a Hebrew text. 

At this stage in his career, he attracted 
an important disciple in the person of 
Ambrosius, a rich man who had been a 
Valentinian Gnostic, but whom Origen con­
verted to orthodoxy. Ambrosius urged him to 
write, and even engaged short-hand writers 
to take down dictation from him. It is to 
Ambrosius, in fact, that we owe the existence 
of much of Origen's oeuvre, particularly the 
thirty-two books of the Commelllary 011 John 
and the Co111ra Ce/sum, which Ambrosius 
commissioned. 

By 229, tensions appear to have arisen 
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between Origen and Bishop Demetrius, both 
personal and doctrinal. By this time Origen 
would have produced his most important 
theoretical work, the De Principiis, which 
presents a remarkable philosophical system 
in which Christ, as the Logos, becomes the 
focal point of a great cycle of creation, which 
leads ultimately to the restoration of all 
elements of the cosmos in Christ in a way that 
offended simple-minded notions of eternal 
punishment and of the uniqueness of the 
human soul. Even the devil, it seemed, would 
ultimately be saved, and we must pass 
through many cycles of incarnation before 
being thoroughly purged. The bulk of the 
work only survives in a much-modified Latin 
version by Rufinus, but some key extracts of 
the original give us a notion of the true 
picture. 

Origen set off on a visit to Palestine, where 
he was warmly received in Caesarea by 
Theoctistus, and in Jerusalem by Alexander, 
and invited to preach in their churches. 
Relations with Demetrius deteriorated on 
Origen's return to Alexandria, and he left 
once again. In 232, Theoctistus ordained him 
priest. Demetrius was enraged, and com­
plained against him to Rome. After a visit to 
Athens, where he had to defend himself, 
Origen settled in 234 in Caesarea, which 
continued to be his home for the rest of his 
life. Here he opened a school which became 
widely famous, and wrote the bulk of his vast 
works. He commented, during the next 
fifteen years or so, in the form either of full­
scale commentaries or of homilies, on most of 
the Old and New Testaments, culminating in 
the Contra Ce/sum, a learned defence of 
Christianity against a comprehensive attack 
on it by a 2nd-century Platonist, and the 
commentaries on Matthew and Luke, around 
248-9. At some time not long after 251 he was 
arrested, in the persecution of Decius, and 
died as a result of tortures inflicted in prison. 

Origen was the greatest intellect among the 
early Church Fathers. He never wished to be 
other than orthodox, but his bold attempt to 
create a Christian philosophy on the basis of 
the Scriptures involved him in continuous 
controversies throughout his life. He was not, 
however, comprehensively condemned until 
long after his death, mainly due to the excess 
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of certain followers of his in the 4th century. 
Even when his doctrines were condemned, 
however, his allegorical method of exegesis 
remained enormously influential in both East 
and West, through Jerome and Ambrose on 
the one hand, and the Cappadocian Fathers 
on the other. 
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Panaitios 

Panaitios was born between 185 and 180 ec in 
Lindos (Rhodes). After devoting himself to 
grammatical and philosophical studies, he 
followed the Stoic Diogenes of Seleucia and 
was also part of the Stoa under the 
scholar Anti pater of Tarsos. After the death 
of the latter (129) he became head of the 
Stoic School until he died around 110. No 
writings of Panaitios have been preserved. 
We know of his work on duty through the 
revision made by Cicero (106-43 ec) in De 
officiis and of his other books through 
quotations. 

In his philological studies and in his studies 
in the history of philosophy, Panaitios 
defined the historical position of the Stoa as a 
Socratic school. This allowed him to call upon 
the great classical philosophers to revise 
critically and to interpret newly the Stoic 
philosophy. In epistemology he adheres to 
Stoic sensualism but lays special emphasis on 
the verification which reason must perform if 
it is to ascend to a perception. 

PANAITIOS 

In physics he follows the ideas of Zeno of 
Citium. He regards the world as a self­
regulating physical system, neglecting, 
however, the vitalistic and pantheistic aspect 
of Stoic philosophy. This leads to critical 
reservations towards the usual Stoic notion of 
a periodical recurrence of creation and de­
struction of the world and towards the radical 
determinism which results therefrom. 

In ethics Panaitios widened the anthropo­
logical basis by newly interpreting the theory 
that men have a sense of 'affection' or 
'endearment' for themselves (oiKECwm,). 
Four different sorts of striving are distin­
guished in the soul (which is understood also 
as reason): the striving for self-preservation 
and preservation of the species; the striving 
for knowledge; the striving to take priority 
over men and things; and the striving after 
order and measure (with which the sense of 
beauty is associated). In his metaphorical 
way he states that man has four 'masks' or 
personae. Two of these are given by nature: 
these are the universal nature of man as man 
and his particular individual disposition. The 
third mask is given by chance: it is made up of 
the internal and external circumstances into 
which man is born and the changes with 
which he is confronted. The fourth mask is 
what results when man himself reacts on the 
ground of his general and individual nature to 
these outward circumstances. Consequently, 
it is the goal of man to develop and to 
improve his own individual nature within the 
scope of rules deduced from his general 
nature in dealing with the outward circum­
stances. Panaitios hereby introduced an indi­
vidualistic element into his ethics. 
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Panpsychism 

Panpsychism of one sort or another has been 
favoured by such various thinkers as Spinoza, 
Leibniz, G. T. Fechner (1801-1887), Charles 
Renouvier (1815-1903), Rudolf Hermann 
Lotze, Charles S. Peirce, Ernst Haeckel 
(1834-1919), William James, W. K. Clifford 
(1845-79), Friedrich Paulsen (1846-1908), 
Josiah Royce, A. N. Whitehead, C. 
Hartshorne, and C. H. Waddington (1907-
75). In its clearest forms it claims that physical 
nature is a multiplicity of entities which are 
individually sentient, even if most of them 
only enjoy some dim form of feeling which 
some think it might be misleading to call 
'consciousness'. Non-sentient things are not 
denied but must be either 

a. aggregates of sentient things, or 
b. parts of sentient things, or 
c. aggregates of units covered by a. and b. 

Thus nature is articulated into individu­
ally sentient units. 

Panpsychism has been developed and de­
fended in two forms. 

1. The first sees no special problem in what 
it is for an item to be physical, but does think 
it a problem to see how sentience, such as 
human consciousness, can have arisen from a 
physical world containing nothing of the sort. 
Thence it is inferred that the ultimate units of 
matter have always had a kind of charge of 
sentience of a lowly kind, and that when 
they came together in certain ways their 
sentiences combined to make a fuller 
sentience. These units of fuller sentience may 
themselves combine to form a fuller 
sentience yet and so forth at higher and 
higher levels. Such a view has appealed 
especially since the establishment of evolu­
tionary theory. For it explains how the devel­
opment of higher forms of consciousness has 
occurred pari passu with the development of 
more complex forms of life and raises no 
special problem. 

The first form of panpsychism has two 
versions. (la) On the first it is supposed that 
simpler sentient states can combine to form 
more complex ones which are literally made 
up of them. This is doubtfully coherent, and 
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was effectively criticized by William James as 
the 'mind dust' theory. The objection is that 
the parts of a sentient state cannot be sentient 
states in the same sense. Three separate 
sentient states each of which experiences one 
of A, B, and C cannot be a sentient state 
experiencing the complex or series A, B, C; 
at most such a state might somehow emerge 
from them as a fourth state not literally 
including them. And even if one sentient 
state could include another (as perhaps a 
divine sentience includes ours), our sentient 
states certainly do not seem to include sen­
tient states with their own individual feeling 
of their own being. ( 1 b) The second more 
plausible version of this sort of panpsychism 
would acknowledge this, and only claim that 
the emergence of a higher sentient state out 
of lower ones, even though it does not 
literally include them, is more intelligible 
than their emergence out of sheer matter. 
But this sort of panpsychism, thus argued for, 
remains only a suggestive hypothesis. 

2. Much more forceful, if their argument 
is accepted, is the panpsychism of those who 
maintain that the essence of the physical is 
intrinsically mysterious to us. All we really 
know about physical things are the experi­
ences they give us and some abstract struc­
tural facts about them; no satisfactory purely 
physical conception of the inherent character 
of what gives this experience and has this 
structure is coherent. (This may be argued on 
traditional idealist lines.) Panpsychism then 
comes as the proposal that the only possible 
alternative to regarding this inherent char­
acter as an unknowable thing in itself is the 
hypothesis (preferable to agnosticism for a 
variety of reasons) that it is psychical, i.e. has 
a nature analogous to our own flow of 
consciousness. Such a panpsychism could 
take the unsatisfactory mind dust form, but a 
better version of it will see non-living matter 
as made up of units the inner essence of each 
of which is a state of sentience, and will hold 
that in certain combinations these produce 
higher psychic states. However, it will not see 
that higher psychic state as in the same sense 
the inner essence of that complex, but as a 
further unit which functions as the conscious­
ness of it as a whole. The same thing may 
occur at higher and higher levels, of which the 
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most obvious example is the issuing of a 
complete animal's consciousness from the 
sentience of its brain cells. 

Panpsychism may be theistic or atheistic, 
and may or may not affirm that there is a 
sentience somehow of nature as a whole. 
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Pantheism 

Pantheism is the doctrine that the universe is 
God. Whilst for orthodox theism of the 
Judaeo-Christian and also Muslim type, God 
is a spirit distinct from the universe which he 
has created, and for the more usual sorts of 
atheism there is nothing but the natural 
universe and God is a mere myth, for panthe­
ism the universe itself is divine and is what 
answers to at least much of what theists think 
pertains to God. The type of pantheism 
depends on just what it is about the universe 
which entitles it to be called God. 

The minimum requirement which it would 
seem that the universe must satisfy to be God 
is that it must be an appropriate object for 
emotions of the kind traditionally directed at 
God. Thus the pantheist must feel, or believe 
that he ought to feel, love for the universe as a 
whole, and a joy in being a willing part of its 
processes, or at least he must feel awe and 
reverence for it as something the unitary and 
ultimately harmonious wholeness of which he 
thinks he somehow senses. Thus pantheism 
has often been associated with mystical ex­
periences of unity, with nature at large. 

There are three main types of pantheism. 
1. In its most straightforward form pan-
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theism identifies God with the physical uni­
verse conceived in common-sense spatial and 
temporal terms. This is thought to merit the 
title of 'God' because it is believed to be a 
living and conscious organism, our conscious 
lives being in some manner a part of its life 
and consciousness. For more metaphysical 
such pantheists the physical universe may 
also be thought to earn the title 'God' by 
being the one eternally and necessarily exist­
ing substance, finite things being its con­
tingent and temporary modes or accidents. 

2. But some theories are described as 
pantheistic for which the physical universe is 
not ultimately real and is only something 
which minds such as ours must posit for 
practical purposes. For most such pantheisms 
the universe is really a single cosmic spirit or 
mind of which ours are fragments and it is this 
cosmic spirit which is equated with God. 

3. Falling somewhere between these two 
forms of pantheism are theories for which 
there is one single divine reality which is 
either the unified whole of all that there is, or 
a substance of which all finite things are 
temporary properties or states, and which 
can properly be conceived either as an infinite 
physical entity or as an infinite mind. 

In Western philosophy the Stoics have 
been the main proponents of pantheism of 
the first type. This system of thought which 
was founded by Zeno of Cilium finds its most 
vibrant (though not its most orthodox) ex­
pression in the Meditations of the Emperor 
Marcus Aurelius (121-80). The second form 
of pantheism is that of absolute idealists; one 
of its best exponents was the American 
metaphysician Josiah Royce. Spinoza's meta­
physics is the main statement of the third sort 
of pantheism. 

Not all doctrines describable as pantheism 
can be safely classified under just one of these 
heads. Hegel's form of absolute idealism is 
essentially pantheistic. Ultimately the whole 
system of things consists in the single reality 
known as the Absolute Idea actualizing itself 
in nature and there generating a conscious­
ness in which it can come to grasp its own 
nature. F. W. J. Schelling (1775-1854) worked 
through several different forms of partly 
similar pantheism. 

Orthodox Christianity has always been 
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strongly opposed to pantheism, and when 
under mystical and metaphysical impulses it 
has broken out within its bosom has perse­
cuted it as a vile heresy. Thus Giordano 
Bruno (1548-1600) was burnt at the stake for 
his pantheistic philosophy. Many poets have 
tended to pantheism. Thus the nature mysti­
cism of Wordsworth points in this direction, 
though Wordsworth finally rejected any such 
position. Shelley was consciously pantheistic 
in his outlook. The 20th-century American 
philosophical poet Robinson Jeffers ex­
pressed a passionate pantheism in his works. 

Hinduism has always had a strong panthe• 
istic tendency, especially in the Vedanta 
school. Sankara (c. 78s-820), the most im• 
portant exponent of Advaita (non-dualist) 
Vedanta held that truly there was just the 
one (Brahman), and all else was illusion; 
Ramanuja (traditional dates: c. 1017-1137), 
the most important exponent ofVisistadvaita 
(qualified non-dualism) Vedanta, argued 
that all finite things are modes of the One but 
with a certain distinctness of being of their 
own. Ramanuja's position is usually thought 
of as nearer to orthodox Christian theism 
than Sankara's, in that finite things are given 
more of an independent reality. However, 
inasmuch as they are modes of the one divine 
reality the doctrine is essentially pantheistic, 
and is structurally very similar to Spinoza's 
position. 

There are some doctrines which come 
quite close to pantheism, but differ from it in 
that they do not think of the universe as an 
appropriate object of worship or love. Arthur 
Schopenhauer's (1788-1860) view that the 
world as we know it is the way a single cosmic 
Will appears to us when it reaches a certain 
degree of self-consciousness is very panthe­
istic in spirit. but Schopenhauer expressly 
held that the Will is too deplorable a thing to 
be worshipable. Benedetto Croce's (1866-
1952) form of idealism sees all that is as the 
development of the life of a single spirit 
whose life consists in man's achievements in 
the sphere of art and thought (forms of 
contemplation) and of useful and ethical 
action (forms of practice) but holds that we 
cannot worship or love this spirit which is 
ourselves, our task being rather to carry its 
destinies forward. F. H. Bradley's absolute 
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idealism is virtually a pantheism of the second 
sort, but he believed that the Absolute (the 
single spiritual reality which the universe 
truly is) is too impersonal to be honestly 
called God, and that the concept of God is 
practically useful for the religious life but 
without literal application. Unlike Croce's 
system, Bradley's gives cognitive content to 
nature mysticism. 

Pantheism has been distinguished ( espe· 
cially by Charles Hartshorne) from panen• 
theism, the doctrine that the universe exists 
within God (rather than being as for ortho· 
dox theism an eject which he has created) 
but does not exhaust his being, as it does 
for the pantheist. Yet the distinction between 
theism, pantheism, and panentheism is not 
clear cut, since the pantheist may allow that 
the universe with which he identifies God is 
more than the commonly recognized natural 
universe, while the theist may well see the 
created universe as still somehow within 
God. However, pantheism typically stresses 
the worth of life in the natural world in 
contrast to Christian theism which has typi• 
cally seen its values as a snare deflecting us 
from concern with the life to come and it may 
be between these that panentheism tries to 
stake out a middle path. 

TIMOTHY L. S. SPRIGGE 

Paraconsistency 
The history of paraconsistent logic can be 
traced as far back as 1910-11 to the work of 
Jan Lukasiewicz (1878-1956) and Nikolai 
A. Vasil'ev (1890-1940). Although Stanislaw 
Jaskowski (1906-65) constructed the first 
paraconsistent propositional calculus in 1948, 
the development of this logic in its present 
form really began with Newton C. A. da 
Costa who, from 1954 onwards, independ· 
ently constructed several such systems at 
both the propositional and predicate levels, 
as well as the corresponding calculi of 
descriptions and various applications in set 
theory. (For an outline of the history of 
paraconsistent logic see Arruda 1980 or da 
Costa and Marconi 1989.) 

Paraconsistent Logic. Let Tbe a deductive 
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theory whose language has a symbol for 
negation. Tis said to be inconsistent if the set 
of its theorems contains at least two formulas 
(or sentences) one of which is the negation of 
the other; otherwise T is consistent. T is 
called trivial (or over-complete) if the set of 
its formulas ( or sentences) coincides with the 
set of its theorems; otherwise Tis called non­
trivial. Most common logical systems. for 
example classical and intuitionistic logics, do 
not separate the concepts of inconsistency 
and triviality; that is, a theory based on such a 
logic is trivial if and only if it is inconsistent. 
Paraconsistent logics can serve as the under­
lying logic of theories that are inconsistent 
but non-trivial. Using as a basis the usual 
paraconsistent first-order logics, we can build 
systems of set theory which are stronger than 
classical set theory. In these systems there 
exist 'inconsistent' sets, for instance Bertrand 
Russell's class R = [x: xu]. for which we 
have: ReR and RER. Yet such theories en­
compass in a certain sense all extant classical 
set-theoretical developments. Alternatively. 
we can also construct very strong, para­
consistent higher-order logics (da Costa 
1974). 

Paraconsistent Logic and Ontology. A 
(deductive) logic constitutes a system of very 
general concepts ( or categories, such as those 
of object, class, relation, existence, etc.) on 
which we have an organ on of inference. Since 
ontology can be described as a set of prin­
ciples relating to the most general character­
istics of what there is, it is clear that logic and 
ontology are intimately linked. Thus, certain 
principles, such as the laws of identity, con­
tradiction and the excluded middle, have 
both logical and ontological formulations 
and, as a consequence, a change in our 
system of logic will normally bring with it a 
change in our ontology and vice versa. Para­
phrasing W. V. 0. Quine, we might say that 
to be is to be the value of a variable in a 
particular language with a given underlying 
logic. Thus, just as there are different geo­
metries based on different sets of axioms, so 
we can delineate various different ontologies 
based on different kinds of logic. In par­
ticular. paraconsistent logics allow us to 
accommodate strictly inconsistent yet non­
trivial ontological theories - which can be 
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called 'dialetheic' ontologies (cf. Priest 
1987). The two most obvious examples are 
Hegelian dialectics and Alexius Meinong's 
theory of objects, both of which have been 
criticized for involving a liberal treatment of 
contradiction which classical logic cannot 
allow. Clearly the use of a paraconsistent 
system removes the sting from such objec­
tions (da Costa 1982). All theories of the 
given sort affirm that Being includes inelimin­
able contradictions and this requires the 
replacement of classical logic by some kind 
of paraconsistent alternative. It is worth 
recalling, however, that certain paracon­
sistent logics locally coincide with classical 
systems in the sense that they can be em­
ployed in all situations in which the latter are 
used (again the analogy with non-Euclidean 
geometries is obvious). 

Paraconsistent Logic and Metaphysics. If 
one's categorial metaphysical framework is 
taken to be embedded in a certain kind of 
logic, then the substitution of classical logic 
by a paraconsistent system will result in a 
fundamental change in this framework. thus 
adding a further dimension to its corrigibility 
(in the sense that considerations external to 
the framework might impel us to alter or 
abandon one or more of its central compon­
ents). We leave open the question as to the 
source of such changes, involving as it does 
the thorny problem of what determines the 
choice of a particular logic. If scientific 
theories are taken to have a metaphysical 
core and if this in turn is related to some 
metaphysical framework, then the question 
arises as to whether such theories could be 
inherently inconsistent. Of course. this would 
violate a strong methodological constraint, 
but if the grounds for this constraint rest 
solely upon the argument that logical incon­
sistency leads to triviality. then the existence 
of paraconsistent logics at least makes it 
questionable. The embedding of scientific 
theories in such a logic might lead to some 
interesting developments. Certainly it could 
accommodate the fact that inconsistent 
theories, such as Niels Bohr's (1885-1962) 
theory of the atom, are not discarded im­
mediately if they have pragmatic or heuristic 
worth. Interesting questions then arise re­
garding the logic(s) of justification and truth; 
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at the very least, the frequency of incon­
sistent theories in the history of science 
should give one pause for thought. Further 
examples of apparent inconsistencies in our 
systems of belief arise in the study of mental 
phenomena, the problem of self-deception 
being a particularly striking case in point. The 
obvious candidate for a doxastic logic fit 
to capture such phenomena would be a 
paraconsistent one ( da Costa and French 
1989). 

Conclusion. There exist numerous kinds of 
logic and thus various possible ontologies, in 
particular paraconsistent ones. This implies, 
we believe, a revolution in metaphysics 
similar to that caused by the discovery of non­
Euclidean geometries in mathematics. The 
problem now, of course, is that of delineating 
the basis on which to choose a particular logic 
or ontology as the most adequate one for a 
given situation. Whatever its final form, the 
answer is bound to be somewhat complex, 
involving a consideration of the relationships 
between logic, our systems of belief, and the 
metaphysical frameworks in which the latter 
are embedded. 
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Paradoxes 

Variety of Paradoxes. Paradox is en­
countered in situations in which there seem to 
be strong arguments or intuitions in favour of 
the truth of propositions that are on the other 
hand- because there seem to be equally good 
reasons for their falsity- against belief (:rtcxgtl: 
M!;crv). Within this common frame of speech 
there have been coined in philosophy numer­
ous technical terms including 'paradox' (or 
'antinomy') as a part: singular names (such as 
'The liar paradox') as well as predicates 
grouping together similar paradoxes. This 
article is confined to examples from the two 
most important groups. 

Set-Theoretical Paradoxes; the Theory of 
Types. The broad philosophical discussion of 
this group of paradoxes began with Bertrand 
Russell's informing Gottlob Frege (in a letter 
of 1902) that there was derivable a contradic­
tion in the system of Frege's Grundgesetze 
der Arithmetik (two volumes, 1893-1903). 
The contradiction results from suitably 
applying Frege's basic law No. V (volume I, 
p. 240) to the Wertverlauf or, as we would 
now express it, to the extension of the 
concept 

3 CEi (e = (extension of Qi;) & , Ii (e)). 

If this extension in fact existed ( about which 
Frege had no doubts) it would be the 'set of 
all sets not members of themselves' - an 
entity since then connected with Russell's 
name. This class does not exist as a set. There 
are, then, membership conditions without 
sets corresponding to them - a fact which is so 
much contrary to any initial intuition that it 
may qualify as a paradox in its own right. 

Already in the construction of the Russell 
paradox, there is involved a membership 
condition ( or 'term of comprehension'), 
namely ,(x ex), which seems to manifestly 
have the touch of paradox. This is not so with 
Burali-Forti's paradox of 1897, which there­
fore exhibits in an even more striking way the 
limitations of set comprehension: there is no 
such thing as the set of all (finite and trans­
finite) ordinal numbers. For it can be shown 
that for every set qf ordinal numbers there 
exists an ordinal which is larger than any of 
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the ordinals in the set. Assuming the exist­
ence of a set of all ordinals, we would there­
fore get an ordinal which is larger than itself. 

Such paradoxes reveal the need to revise 
assumptions not seen as problematic as long 
as no contradictions appeared. In the afore­
mentioned cases, such assumptions pertain to 
the possibilities of collecting together given 
objects into new objects. Modern axiomatic 
systems of set theory accordingly include 
axioms of comprehension which restrict set 
generation in different ways. 

Mathematical Platonism has been deeply 
affected by the set-theoretical paradoxes. For 
their occurrence made it clear that, even with 
regard to such a seemingly simple concept as 
that of set, our intellectual intuition of ab­
stract objects, if there is such a thing, must be 
regulated through axioms which are not 
altogether natural. 

Russell's way of achieving, among other 
things, a restriction of set comprehension is, 
informally, the famous vicious circle prin­
ciple (see Principia Mathematica, 1910-13, 
Introduction, Chapter II, and "Mathematical 
logic as based on the theory of types", 
American Journal of Mathematics, 1908): no 
collection of objects can contain members 
only definable in terms of the collection as a 
whole. As a special case of this, no function 
can allow as argument the function itself or 
another individual only definable in terms of 
the function itself. For according to Russell, 
any function presupposes the collection of its 
values and arguments and is, in a sense, 
identical with this collection. As a linguistic 
consequence of that ontological principle, 
Russell wants to treat as ill-formed and 
non-significant any expression consisting of 
a functional expression with that very ex­
pression ( or with something containing that 
expression as a part) occupying one of the 
argument places. " <S ( {x I <Iii (x)} )", for ex­
ample, and composites of this expression are 
to count as meaningless and therefore are not 
admissible for set comprehension. 

The vicious circle principle as it stands is, 
however, more restrictive than most working 
mathematicians are ready to accept. It would 
block the standard proof of the power set of a 
set M having larger cardinality than M. It 
even casts some doubt on such familiar pro-
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cedures as defining the subspace generated 
by a given subset of a vector space as the 
intersection of all subspaces containing the 
set- thereby making use of a totality to which 
the object to be defined belongs. To be sure, 
there are other ways of introducing such 
subspaces. But even if this were not so, the 
Platonistically minded mathematician would 
argue against the vicious-circle-ontologist 
that those mathematical objects exist in their 
own right irrespective of our perhaps defect­
ive means of singling them out linguistically. 

In Russell's Theory of Types the order 
attached to an object gives, in a sense, the 
degree to which one has drawn upon pre­
viously delimited totalities in introducing the 
object or a name of it. It was already F. P. 
Ramsey who denied the ontological import of 
the hierarchy of orders in maintaining that 
order was only a characteristic of particular 
symbols (The Foundations of Mathematics, 
1925). Where our concern is with symbols, as 
in the case of the semantic paradoxes, th1 
distinction of orders is still relevant. When 
our concern is, as in mathematics, with the 
extralinguistic objects our symbols refer to, it 
seems reasonable (in order to avoid the set­
theoretical paradoxes) to adhere at most to 
that part of the content of the vicious circle 
principle which is captured by what now 
figures as the Theory of Simple Types. 

What qualifies in A. N. Whitehead's and 
Russell's Principia Mathematica as "The 
Theory of Logical Types" is, in effect, a 
Ramified Theory of Types. Russell seems to 
have understood it as a way of modelling the 
syntax and logic of formal systems in the spirit 
of the vicious circle principle. According to 
more recent streamlined versions, the pro­
cedure is as follows. In any context of speech, 
there is presupposed a realm of basic indi­
viduals we can talk about. These are assigned 
the type 0. We can further talk about 
properties of such individuals, properties of 
such properties, and so on. Properties count 
as propositional functions. Starting with the 
type-0 case, each propositional function is 
assigned a type by the stipulation: 

If a function of n arguments allows argu­
ments of type 't; in the i-th place, the type of 
the function is ('t1, ... ,'t.). 
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If, for example, ,: is the 'highest' type of 
objects which a property can take as argu­
ments, then the property itself is of the 
'higher' type (i:). The property is hereby 
excluded from the collection of its argu­
ments. The type-distinction of objects carries 
over to the linguistic level via the relation of 
semantical reference. Thus far we have ob­
tained what are called simple types. In the 
Ramified Theory, the collections of objects 
of the same simple type are further dissolved 
into smaller collections- the so-called orders. 
It is not quite clear whether. Russell himself, 
in contrast to Ramsey, took orders as real 
characteristics of extralinguistic objects. In any 
case the order of either an expression or its 
designatum depends on the definitional pro­
cedure by which it is introduced into our talk. 

Linguistically speaking, if ,: -4' 0 is a lin­
guistic simple type, then the first-order ex­
pressions of type ,: are those among the 
propositional function expressions of type ,: 
which do not contain a bound variable of type 
,:; the second order of type ,: comprises those 
among the expressions of type ,: which con­
tain a bound variable of type ,: ranging over 
the designata of the first-order expressions of 
that type, and so on for every natural number 
n (in type-theoretically formalized lan­
guages, variables are given an order-index in 
addition to their type-index). Given such a 
setting, axioms of universal instantiation are 
subjected to the following restriction: in 
V JI; ;A there may be inserted for JI; only 
those propositional function expressions 
whose type and order are not 'higher' than 
the type and order of JI; (see e.g. A. Church, 
Introduction to Mathematical Logic, 1956, 
par. 58). 

Semantical Paradoxes. Notions such as 
truth, falsity, and designation are semantical 
notions. Hence paradoxes which essentially 
involve such notions are classified as semant­
ical paradoxes. Prominent among them is 
the Paradox of the Liar ( also discussed by 
Russell in 1908). As applied to this paradox, 
the type-theoretical apparatus works as 
follows. Let ,,.r,, be Vp ( <6 (p) ::> , 1!: (p)). 
Read C6 ( ... )as: ... is a proposition uttered 
by a Cretan; read 1r: ( ... )as: ... is a true pro­
position. p is a propositional variable. If we 
regard propositions as a limit case of pro-
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positional functions ( or of propositional func­
tion expressions), the type-theoretical notions 
are available: p is to have a certain order n, 
and the order of }\ is then at least n + 1. ,._ 
is now not admissible as substituend for p. If 
it were, the contradiction that }\ is true if 
and only if }\ is not true would arise under 
two additional assumptions (namely,!< is 
the only proposition ever uttered by a certain 
Cretan X; and all propositions ever uttered 
by Cretans different from X are in fact false). 

The price one pays in solving paradoxes of 
this kind via the Theory of Ramified Types is 
the complete suppression of semantical self­
reference. Other methods have been pro­
posed avoiding this consequence. Barwise 
and Etchemendy ( 1987) take a course which 
parallels the now customary moderated type· 
theoretical ways of controlling the set­
theoretical paradoxes. The strategy is to 
introduce additional parameters. In set 
theory, we have axioms of comprehension 
which no longer entail e.g. the existence of a 
set M = {xix t x}, but entail instead the 
existence of sets Mc= {x e cl x Ex} for classes 
c. We get Mc E Mc, and this does not in tu~ 
entail the disastrous Mc e Mc, but entails 
Mc E c (this might be interpreted as telling US 

that M is of another type than are the 
elemen;s of Mc)- Inspired by J. L. Austin's 
work, Barwise and Etchemendy supply sen­
tences with a situational parameter s and 
treat the enriched objects (for which the label 
'propositions' is reserved) as the real bearers 
of truth values. If then f, is a proposition to 
the effect that f, itself is false, the authors get 
the result that f, is false (as in the set­
theoretical example: Mc E Mc). But this does 
not imply that/, is true. For the fact thatf,is 
false is to count as part of a situation s richer 
than the situation s which f, refers to; as a 
consequence, the falsity of f, renders true a 
proposition which, being still a proposition to 
the effect that f, is false, carries the situational 
parameters -4' s; and therefore that proposition 
is different from f,. 

In 1935, by using Godelian techniques of 
arithmetization, Alfred Tarski obtained the 
following result for languages L of a cenain 
minimum richness (A. Tarski, "Der Wahr­
heitsbegriff in den formalisierten Sprachen", 
1935): Let L' be a language containing Land 
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in addition expressions suitable for talk about 
L; then L' cannot contain a predicate apply­
ing exactly to the true propositions of L. This 
result, together with the observation that the 
use of semantical concepts in everyday lan­
guage can entail contradictions as in the liar 
case, led to a rather sceptical attitude towards 
the possibilities of theoretical semantics. 

According to Tarski the semantical ·pre­
dicates for a given (object-) language do not 
belong to that language itself, but to a new 
language: a meta-language. As for the liar 
case, this amounts to arguing that the liar 
sentence ,P,. is a sentence of a meta-language 
for the object-language the sentences of 
which form the range of the universal quanti­
fier occurring in !'- ; and that therefore ,P,. 
itself is no member of that range. 

Church has argued that Russell's and 
Tarski's approaches are closely connected 
with each other (A. Church, "Comparison of 
Russell's resolution of the semantical anti­
nomies with that of Tarski", Journal of 
Symbolic Logic, 1976; repr. in Martin, 
1984). For presumably it makes no great 
difference whether one has a hierarchy of 
expressions within a single language or a 
hierarchy of different languages. 

As a matter of fact, we are quite able within 
the framework of our natural languages to 
develop to some purpose a semantics of these 
languages. In view ofTarski's sceptical argu­
ments, this fact needs explaining. Saul 
Kripke (1975) showed a way of ascertaining 
the existence of partially interpreted lan­
guages which do include their own truth­
predicates. The formal settings for Kripke's 
constructions are inductive processes in the 
course of which the domain of a prospective 
truth-predicate Tis gradually enlarged, up to 
a limit (a 'fixed point'). In addition, Kripke's 
constructions deserve attention because they 
yield a proposal for a general concept of 
paradoxical sentence (paradigm cases being 
sentences that assert falsity 'of themselves', 
as under appropriate assumptions the liar 
sentence J,. does). Call a sentence para­
doxical if and only if it does not get a truth­
value in any of the fixed points which can be 
reached by starting from an admissible initial 
interpretation of T. 

History. Naturally, the discussion of set-
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theoretical paradoxes started as late as the 
development of set theory itself towards the 
end of the 19th century. In contrast, the 
discussion of semantical paradoxes of self­
reference has a tradition reaching very far 
back. We know that there was much debate 
among the Stoics on the liar paradox ( details 
in B. Mates, Stoic Logic, 1953). In scholastic 
works on sophisms, paradoxes of this kind 
are often treated under the title of insolubilia 
(an example is Peter of Ailly, Conceptus et 
insolubilia, written c. 1372). The insolubilia 
chapter in John Buridan's treatise on sophisms 
has received special attention by modem 
authors. In his commentary, G. E. Hughes 
exhibits the way Buridan's method of hand­
ling the paradoxes of self-reference depends 
upon a semantical theory of an inscriptional 
type, thus matching Buridan's overall nom­
inalistic approach (G. E. Hughes, John 
Buridan on Self-Reference, 1982). Basically, 
there is a remarkable similarity between 
John Buridan's approach and Barwise's more 
recent 'situational semantics'. 
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ULRICH NORTMANN 

Parmenides 

Parmenides of Elea was born about 515 BC 

and died after 450 BC. His surviving writings 
are fragments of a narrative philosophical 
poem in which the narrator is represented as 
being driven in a chariot beyond the gates of 
night and day, where a goddess reveals to him 
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both the truth about what is and the beliefs of 
mortals. Her closely reasoned revelation con­
cerning what is rests on the following two­
stage argument: 

1. it is possible for what-can-be-thought­
or-spoken-about to be, but it is not 
possible for what-is-not to be, so, what­
can-be-thought-or-spoken-about is; 

2. consequently, what-is-not cannot be 
thought or spoken about, and so the 
goddess forbids Parmenides's narrator 
to say 'It is not'. allowing him only to say 
'It is'. 

If we gloss 'thought or spoken about' as 
'truly thought or spoken about', then the 
conclusion of 1. is that everything that can 
be truly thought or spoken about - every 
subject of true predications - is. This con­
clusion is derived from the premisses that 

la. only possible beings are subjects of 
true predications, and 

lb. only actual beings are possible. 

The conclusion of 2. and of the whole 
argument is best interpreted as asserting that 
everything is: being is pervasive. This is 
derived from the contrapositive of the con­
clusion of 1.: what-is-not is not a subject of 
any true predication. This derivation requires 
the assumption that 

le. if something is not, then something 
that is-not is a subject of a true 
predication. 

Premiss la. excludes true predications 
about impossibilia. In conjunction with 
premiss lb. it rules out true predications 
about what-is-not in general. Perhaps the 
underlying thought here is that such a pre­
dication would amount to saying or thinking 
what-is-not, which in turn would not be 
saying or thinking anything at all. 

According to premiss lb., what can be, is; 
and what is, must be. There are, then, no 
unactualized possibilities. The motivation 
here comes perhaps from Parmenides 's view 
of being as homogeneous: it is all alike, and 
there are no ways of being. (The Greek 
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atomists, by contrast. supposed being to be 
heterogeneous, comprising atoms, which 
are, and the void. which is not.) 

Behind premiss le., perhaps, lies the 
thought that if there is a non-being, then 
about it there will be the true predications 
that it is not, and that it is not a being. 

Parmenides draws several corollaries from 
his central theses, most importantly that 
there is no change, no coming into being or 
passing away of what-is. 

He likens the perfection of what-is to that 
of a sphere. This comparison has led some 
to interpret him as postulating a material 
plenum. Others have read him as affirming 
the identity of thought and being. Others 
have supposed him to be advocating a two­
level ontology of the kind later adopted by 
Plato: reason prescribes a kind of being that is 
changeless, homogeneous, and logically co­
herent, but the senses seem to grasp a kind of 
being that changes, is heterogeneous, and is 
full of contradictions. 

On any reading, Parmenides is clearly the 
father of philosophical rationalism, and the 
first philosopher to articulate formal or quasi­
formal ontological principles such as that of 
non-contradiction ('It will never be proved 
that things that are-not are') as well as the 
principles la., 1 b., and le. above. 

The formal aspect of Parmenideanism can 
awaken in modern hearts the desire to sub­
ject the system to formalization. To succumb 
to this desire is. of course, to risk falsifying 
the text. For example, to render the 
Parmenidean 'It is' thus: 

('r/ x) (x = x) 

would be to assume that Parmenides's 'is' is 
purely existential, that existence can be ana­
lysed as self-identity, and that the substitu­
ends for 'it' in 'It is' are restricted to singular 
terms. None of these assumptions is clearly 
warranted by the text. 

Precarious though the undertaking may 
be, the formalization of Parmenidean 
ontology will be of value if it can demonstrate 
the consistency of that ontology. For, the 
goddess's speech seems to be self-refuting, in 
that she seems to be contravening her own 
injunction against speaking about what-is-



663 

not. A good formalization would distinguish 
object-language and meta-language. The 
goddess, in a meta-language, advocates the 
adoption of an object-language freed from 
the incoherencies of the language used by 
those of us who live this side of the gates of 
night and day. 
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Part/Whole 
I: History 

PAUL THOM 

Together with the inherence of accidents in a 
substance and the four different kinds of 
cause, the relation of part and whole is the 
fundamental ontological relation from the 
point of view of Greek and scholastic philo­
sophy. Important theories of part and whole 
in the history of philosophy before Franz 
Brentano and his pupils were those of the 
early atomists, of Plato, Aristotle, and 
Boethius, and of scholastic philosophers such 
as Garlandus Compotista (c. 1055-1102), 
Peter Abelard, Thomas Aquinas, Raymond 
Lull, Radulphus Brito (died 1320), and 
Albert of Saxony (c. 1316-90), as well as 
Joachim Jungius, Leibniz, and Kant. 

The Atomists. Atomism is foreshadowed in 
the thinking of Empedocles (c. 490-430 BC) 

and Anaxagoras (c. 500-428/7 BC) and in their 
moves towards a corpuscular conception of 
matter. The doctrine was brought to fruition 
by the School of Abdera, mainly by 
Leucippus ( 430 BC) and by his pupil Demo­
critus (c. 460-370 BC). These first atomists 
tried to solve the Eleatic problem of the 
passage of being into not being and vice 
versa, or in other words the problem of 
generation and destruction. The generation 
and destruction of body, soul, and the whole 
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world they see as the result of the com­
bination and separation of an infinite number 
of indivisible, indestructible, immutable, and 
imperceptible entities, called 'atoms'. In ad­
dition the atomists accepted a principle of the 
void as the medium in which the unexplained 
movement of the atoms takes place. 

Since all the atoms are alike in substance, 
they differ in only two respects: shape and 
size. They have no quality save that of solidity 
and impenetrability. All secondary qualities 
originate either in the shape of the particles 
or in their position and arrangement in 
aggregates whose formation is a consequence 
of the collision of atoms in the void. Taste, for 
example, is caused by the shape of the atoms, 
colour by their arrangement. 

The atomists offer herewith the first model 
of reductionism. New properties of the 
wholes depend on the shape or the position of 
their parts. In the strict sense, however, there 
are no wholes, but only atoms, their primary 
qualities and their arrangement in aggregates 
or heaps. 

Plato. Plato discusses the relation of part 
to whole especially in the Parmenides, but 
also in the Theaete/lts and the Sophist. In 
Parmenides Plato has the Eleatic philosopher 
defend both the theory that being or the one 
has no parts and also the theory that it has 
parts. If the one has no parts, it would have 
neither a beginning nor a middle nor an end. 
Beginning and end are the boundaries of 
everything and the one would thus be bound­
less or infinite. It would be shapeless, because 
every shape is defined by a boundary. It also 
would be nowhere and at no time. It also 
would have no measure and thus be incom­
mensurable, because it contains no unity 
which would enable it to be compared with 
other entities. 

If, on the other hand, it has parts, then the 
relation of the whole to these parts would be 
problematic. Is the whole in one part, in some 
parts, or in all its parts? Is the whole ex­
hausted by its parts, or is it more than the sum 
of its parts? In this context Plato also presup­
poses two properties of the relation µ of 
proper parthood, namely that it is irreflexive 
and transitive. Herex µy means: xis a part of 
y and x ae y. 

In the Theaetellls Plato analyses the 
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properties of artefactual wholes like letters 
and syllables. ls a syllable nothing but a com­
bination of letters. or is it something more? 
Plato seems to think that a syllable is a whole 
and a unity. more than a mere sum of letters, 
even though we learn to write syllables and 
words in an analytical way by combining 
letters. But syllables and words have a 
Gestalt which is not completely dependent on 
the combination of letters. 

Another fundamental mereological prob­
lem discussed in the Theaetetus is the ques­
tion of the existence of simple or partless 
entities whose combination would yield all 
complex entities. Such atoms would have no 
properties; nothing could be said about them, 
because everything would be or presuppose 
an addition of parts. Thus 'to have parts' for 
Plato seems to be a necessary condition for 
the possibility for having individual accidents. 

Aristotle. In almost all his writings 
Aristotle analyses and uses the relation of 
part to whole, especially in his Topics, Meta­
physics, Physics, Rhetoric, Poetics, and Parts 
of A11imals. The fundamental statement con­
cerning this relation is found at Metaphysics 
1034b32, where Aristotle says that 'part'. like 
'being', can be analysed or 'predicated in 
different ways'. 

In Book tJ. (1023b12-1024a10) of the Meta­
physics, Aristotle tries to give a definition of 
both part and whole. He first stresses that 
parts are related always to quail/a, and he 
then makes a difference between elements or 
simple parts and parts which themselves have 
parts. In the first sense, for example, two is 
not a part of three, but in the second sense it 
is. Aristotle adds that the first kind of part can 
be a measure of the corresponding quantity. 

Aristotle then distinguishes different kinds 
of parthood. The first example he uses is the 
relation of species and genus and he speaks, 
without giving examples, of the parthood of 
both the species in the genus and of the genus 
in the species. Later, at Physics 210a17-20, 
he says that man can be part of animal and 
animal part of man. 

A very interesting example concerns his 
treatment of hylomorphic structure in terms 
of the part-whole relation. In the case of a 
bronze sphere we can distinguish matter 
(bronze) and form (the geometric form of 
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sphericality) as two parts which penetrate 
each other in the whole. 

A whole, in Aristotle's view, is charac­
terized by two properties. The first is that no 
integral or essential part be absent, the 
second that it be a kind of unity. Wholes are 
under one aspect living substances like man, 
horse, and God, and under another aspect 
co111i1111a, i.e. entities such that there is a 
connection between the parts. The parts, on 
the other hand. can be actual or potential. 
Artefacts, too, are to be counted among the 
wholes, but Aristotle stresses that 'to be a 
whole' is usually attributed to what he calls 
'natural wholes'. 

The next difference introduced by 
Aristotle is that between quanta possessing a 
beginning, a middle, and an end, or for which 
the order of the parts is important, and 
quanta for which this is not the case. The first 
are rightly called 01'.ov 'whole' or 'ga11z· -the 
second have to be called :rc&vtcx 'all' or 
'gesamt'. This distinction stems from Plato, 
who already in his Theaetetus had discussed 
the difference between 01'.ov (whole) and 
:rc&vm (all). Examples of the first kind of 
'heterogeneous' whole are animals, and parts 
of animals like head, arm, or leg. Examples 
of the second 'homogeneous' whole are flesh, 
water, and all other kinds of liquids, but also 
number. There is a third kind of thing which 
admits of analysis in terms of both 'whole' 
and 'all'. These are the things like wax and 
cloak whose nature, though not their shape, 
survives transposition. 

Aristotle"s last analysis (Met. 1024all-28) 
concerns the problem of mutilation. 'To be 
mutilated' presupposes both to be a whole 
and to be divisible. If an object is mutilated it 
has to be the same object before and after 
mutilation; so. for example, a cup has to be a 
cup before and after being scratched. Thus a 
handle is not a mutilated cup. A number 
cannot be mutilated at all, because after 
mutilation it would be another number. 

A third presupposition for mutilation is 
that the order of parts be relevant for the 
whole. Thus only heterogeneous wholes can 
be mutilated, not homogeneous ones like 
water and fire. A fourth presupposition is 
that it has to be co111i1111011s. Mutilation is 
restricted always to certain parts. The cutting 



665 

off of essential parts, or of parts whose order is 
not important, does not cause mutilation. So, 
for example, we do not cause mutilation by 
cutting off flesh, sinew, or bone. Mutilation is 
only related to external or visible parts (thus, 
for example, not to the spleen), and to parts 
which are definitively cut off (so, for example, 
not to hair; a bald man is not mutilated). 

In Book Z of the Metaphysics, Aristotle 
discusses two kinds of whole. The first is what 
he calls a true whole, whose parts cannot exist 
independently of the whole. Ontologically 
the whole here is prior to its parts, and 
Aristotle takes as examples such natural 
objects as first substances: Peter and Susan; 
or second substances: human being or ox. 
But he mentions also artefacts like com­
pounds of words, syllables, and so on. 

The other kind of whole is not a true whole 
but a heap, for example, a heap of sand. In 
this case the parts can very well exist without 
the whole, so that there is no ontological 
priority of the whole in relation to the parts. 

There are two kinds of true whole: integral 
whole or totum integrate, and essential whole 
or totum essentia/e. The difference is that, in 
the case of an integral whole, some parts can 
be separated and some not. Thus the finger of 
a human being can be cut off without des­
troying the whole, but not the heart or the 
head. In the case of an essential whole, no 
part can be separated or cut off without 
destroying the whole. As example Aristotle 
and the tradition consider especially God, all 
of whose attributes or parts are essential, 
each reflecting his entire essence. 

Aristotle can also be credited with having 
isolated a special kind of essential whole via 
his doctrine of hylomorphism, which sees 
form and matter as parts penetrating each 
other and therefore not able to be separated. 
For higher or living substances form and 
matter are represented by soul and body. 

We can observe a homomorphism or 
similarity of structure between logic and 
mereology in Aristotle's writings. Let A 
signify: all parts are separable; E: no part is 
separable; /: some parts are separable; and 
0: some parts are not separable. Then in 
exact analogy to the classical logical triangle 
we have what we might call a 'mereological 
triangle', as follows: 

A: all parts are separable 
E: no part is separable 
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I 
0 

/: some parts are separable and 
0: some parts are not separable 

Aristotle also discusses in Book Z of the 
Metaphysics the relation between the parts of 
a definition and the parts of the things defined. 
A definition is a formula, and every formula 
has parts: as the formula is to the thing, so the 
part of the formula is to the part of the thing. 
Thus we are faced with the question whether 
the formula of the parts must be present in 
the whole definition or not. For in some case, 
the formulae of the parts are seen to b 
present, and in some cases not. The formula 
of the circle does not include that of the 
segments, but that of the syllable includes 
that of the letters. And further if the parts are 
prior to the whole, and the acute angle is a 
part of the right angle and the finger a part of 
the animal, the acute angle will be prior to the 
right angle and the finger to the man. But the 
second is in each case prior to the first. This is 
because the parts in the relevant formulae are 
explained by reference to the given wholes, 
which are prior also in virtue of their power of 
existing apart from the mentioned parts. 

By this argument Aristotle wants to show 
that in a true whole, the whole is not a sum of 
its parts. He argues that there is in general no 
one-to-one relation between the parts of a 
definition and the parts of the thing defined. 
He holds that if a thing were nothing but a 
sum of its parts then there would be such a 
correspondence. 

We can interpret his argument as demon­
strating that the properties of a true whole are 
not simply the sums of the properties of its 
parts. A true whole has new properties which 
the parts do not have. In this sense some 
properties of the whole are not - to use 
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Nelson Goodman's terminology - dissective 
to the parts, and some properties of the parts 
are not expansive from the parts to the whole, 
they do not carry over from the parts to the 
whole. 

A well-known example for the dissectivity 
and expansitivity of properties is Aristotle's 
theory of the continuum. Here the property 
'being extended' is hereditary both from the 
whole to its parts and from the parts to the 
whole. 

In the fourth book of the Physics (210a14-
24), Aristotle distinguishes eight kinds of the 
relation 'being in' or of part and whole. In this 
text he poses the fundamental question as to 
the meaning of: "A is in or on a B." The first 
meaning he distinguishes is: the part is in or 
on a whole; for example, the finger is on the 
hand. The second meaning represents the 
converse relation: the whole is in or is 
exhausted by its parts; for example, the house 
is in its walls, its foundation, and its roof. The 
basic part-whole relation for Aristotle is: 
something is in a container (receptacle), or, 
more generally, is in a place. 

A further application of Aristotle's ana­
lysis of the part-whole relation is to be found 
in the Parts of Animals (646bll-647a13). 
Here Aristotle points out that animals are 
composed of homogeneous and hetero­
geneous parts. The former exist for the sake 
of the latter in that the active functions and 
operations of the body are carried out by the 
heterogeneous parts such as the eye, the 
nostril, the fingers. and so on. These func­
tions and operations are very different; they 
presuppose, for example, both softness and 
hardness, some parts must be capable of 
extension, others of Hexion, and so on. For 
this reason instrumental parts of the body are 
compounded out of bones, sinews. flesh, and 
the like, but not these latter out of the 
former. The relations between the two orders 
of parts are determined by a final cause (an 
end or purpose). 

Heterogeneous parts can be made up out 
of homogeneous parts, either from a plurality 
of them, or from a single one, as is the case 
with some of the viscera which, varying in 
configuration, are yet formed of a single 
homogeneous substance. But that a homo­
geneous substance should be formed out of a 
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combination of heterogeneous parts is clearly 
an impossibility - for then a homogeneous 
thing would consist of many heterogeneous 
things. For these reasons, then, some parts of 
animals are simple and homogeneous, while 
others are composite and heterogeneous. 

Another application of the theory of part­
whole relations we find in the Poetics 
(1450b22-31), where Aristotle describes a 
tragedy as an artefactual whole possessing a 
beginning, a middle, and an end. A beginning 
is that which is not itself necessarily after 
anything else, and which has naturally some­
thing else after it; an end is that which is 
naturally after something else, either as its 
necessary or usual consequent, and with 
nothing else after it; and a middle is that 
which is by nature after one thing and has also 
another thing after it. 

In the Rhetoric 1392a29ff, Aristotle gives 
examples for the topics: if the parts are 
possible, the whole is possible; and where the 
whole is possible, the parts are usually pos­
sible. For if the parts of a shoe - the slit in 
front, the toepiece, and the upper leather -
can be made, then shoes can be made. And if 
shoes can be made, then so also can the front 
slit and the toepiece. Another example: if a 
whole genus is a thing that can occur, then so 
can the species; and if the species can occur, 
so can the genus. 

We have in these examples two kinds of 
possibility: on the one hand attainability 
through action and on the other hand onto­
logical possibility; the first kind is capable of 
admitting degrees and the second not. 

Boethius. Anicius Manlius Severinus 
Boethius, the 'last of the Romans' and the 
tutor of the Middle Ages, is the link between 
Greek and scholastic philosophy in the case 
of the part-whole relation also. Boethius 
treats this relation in the context of his theory 
of the topics in In Ciceronis Topica, De 
Differellliis Topicis, and On Aristotle's 
Topics. These books are devoted to a method 
for the discovery of arguments. 

A topic for Boethius is both a maximal 
proposition and the differelllia of a maximal 
proposition. A maximal proposition is a self­
evidently true, universal generalization, such 
as "Things whose definitions are different are 
themselves also different." Differe11tiae 
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divide the genus maximal proposition into its 
subalternate genera and species, and in that 
capacity they serve to classify maximal pro­
positions into groups. 

In his commentary on Cicero's Topics, 
Boethius quotes and takes over Cicero's 
division of topics into the four classes of: from 
the whole, from the enumeration of the parts, 
from a sign, and from related things. 

The topic that is called 'from the whole' 
occurs whenever an argument is drawn from 
the definition of a whole term in a question 
(either the subject or the predicate). The 
topic 'from the enumeration of the parts' 
occurs whenever an argument is derived from 
the parts of a term in a question. From this it 
is clear that a whole, for Boethius. can be 
both a concept and a real object denoted by 
a term. Boethius discusses in this context 
fundamental ontological questions such as 
the question of the identity of a thing with the 
whole that is made up of all its parts taken 
together (a question which Boethius answers 
in the affirmative). A man, for example, is 
identical with his head, chest, abdomen, feet, 
and other parts conjoined and united into a 
single thing. 

Boethius discusses the topic 'from the 
whole' in the following way. We draw the 
topic of an argument from the whole when we 
encompass the whole that is in the question 
with a definition and use the definition to 
produce belief in the thing that is in doubt. If 
someone knows all the species (parts) of a 
definition. he will be able to procure argu­
ments for himself from them all. and he will 
find arguments more easily than a man who 
does not know how many species of definition 
there are. Evidently. following Cicero, 
Boethius conceives definition as a compound 
concept whose part-concepts can be known 
by a finite analysis. 

Concerning the parts, Boethius points out 
that we speak of parts in two ways: as species 
and as members. A species is what takes the 
entire name of the whole: as, for example, a 
man and a horse. Each of these is called by 
the entire name of 'animal'. for a man is an 
animal, and horse is also an animal. Members 
(or constituents) are what produce a whole 
and conjointly (but not individually) take the 
name of the whole. For example. because a 
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foundation, wall. and roof are the members 
of a house, all of them taken together are 
called a house; but neither foundation. nor 
walls, nor roof are called a house. 

Boethius in this text evidently takes the 
species as part of the genus and not vice 
versa. What he calls 'members' are real parts, 
and Boethius and the ensuing tradition dis­
cuss the inferences from the whole to the 
parts and from the parts to the whole using 
sophisticated examples (see Radulphus Brito). 
The first kind of example starts with the 
existence and non-existence of whole and 
parts, and was used to infer either construct­
ively, i.e. from the existence of a whole or a 
part, or destructively, i.e. from the non­
existence of a whole or a part. Boethius 
generally infers from an integral whole, but 
the tradition later also infers from other kinds 
of whole. 

Scholastic philosophers. The first scholastic 
philosopher who uses the part-whole relation 
for logical and ontological analysis is Gar­
landus Compotista (Garland the Computist) 
in the 11th century. In his Dialectica, Gar­
landus treats the topics because he thinks that 
they are useful in the study of the hypo­
thetical syllogism which appears to be his 
main interest. 

Influenced by certain tendencies in the 
Topics of Aristotle, Garland us thinks that 
categorical syllogisms logically depend only 
on the topics from a wltole, from a part. and 
from an equal. He uses two of the maximal 
propositions from the topic from a whole, 
namely: 

What is universally attributed to the 
whole is also attributed to the part. 

What is universally removed from the 
whole is also removed from the part. 

By virtue of these propositions, Garlandus 
formulates a mereological dictum de omni et 
de n11//o for categorical syllogistic, i.e. as a 
rule governing the first figure syllogistic 
moods Barbara and Celarent, on which the 
other moods of the syllogism depend. 

Suppose that the integral whole is a house 
and that we attribute whiteness to this integral 
whole. In this case we get a conditional in 
which whiteness is universally attributed to 



PART/WHOLE I: HISTORY 

the integral whole in the antecedent and 
indefinitely attributed to the integral part in 
the consequent: if the house is white, the wall 
is also white. This evidently is an example of 
the dissective transitivity of an attribute. 

The example also makes clear that 'to be a 
part' must here be restricted always to a 
certain analysis. Thus a molecule is not a part 
of a house, for the purposes of Garlandus. 

A century later Peter Abelard, in the 
Logica lngredie11tibus and the Dialectica, 
writes extensively on parts and whole and is 
fascinated by what D. P. Henry calls the 
'Paradox of Increase'. In order to solve this 
paradox an important distinction is necessary, 
namely that between a distributive and a 
collective whole: 

1. Distributive whole: 
xedb (x is one of the b's, e.g. x is a 
human being) 

2. Collective whole: 
xe,b (xis a part of the whole constituted 
by the b's, e.g. is part of the totality 
made of human beings) 

In the first case the left forefinger of a human 
being is not one of the b's. In the second case 
the left forefinger of a human being is part of 
the whole constituted by the b's. 

Abelard was well aware of the distinction 
between distributive and collective wholes, 
both continuous and discrete, and he also 
uses the terms 'continuous' and 'discrete' in 
this connection. Collective wholes are called 
by him 'integral' or 'constitutive' or 'con­
junctive'; distributive wholes he also calls 
'universal' and 'general', as well as 'distri­
butive'. 

The Scholastics of the 13th century intro­
duced the doctrine of whole and part into 
their textbooks of logic. Thus in his Sum­
mulae Logicales, Peter of Spain (c. 1210/20-
77) discriminated eight kinds of part-whole 
relation, making more precise the Aristotelian 
scheme from the Physics. 

In scholastic logic and metaphysics it is the 
substance-accident relation that predom­
inates. The part-whole relation does, how­
ever, continue to play a certain role. Thus in 
the third chapter of his De ente et esse11tia, 
Thomas Aquinas sees the intensional variant 
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of the genus-species relation as a part-whole 
relation. He stresses that if animal would not 
be the whole of what man is, but only apart of 
it, it could not be predicated of man, because 
the integral part cannot be predicated of the 
whole. Thus we cannot say that crow is 
feather, but we can say that crow is a 
feathered animal. 

In his Summa Theologiae (I, q 3), Aquinas 
distinguishes different kinds of composition: 
purely quantitative, form and matter, sub­
stance and accident, act and potency. These 
different kinds of composition can yield also 
different kinds of relation of part to whole. 
Aquinas tries in this context to classify these 
different kinds of composition and to analyse 
their relation. Finally he distinguishes a 
triplex totalitas, or three sorts of totality, 
namely a totality of quantity, of form and 
matter, and of power or efficiency. 

At I, q 76, a 8 Aquinas discusses a funda­
mental ontological problem: if the individual 
accident a inheres in y (for example, the 
accident white in a body), and if y is quanti­
tatively decomposed into x1 and x2, then a, 
too, will be decomposed per accidens. But 
since x 1 "F x2, it follows that a cannot be in 
each of them because of the necessary feature 
of individual accidents that they do not mi­
grate from one substance to another. We 
cannot accept that a is divided into a1 and a2, 

because a is only decomposed per accidens, 
and furthermore a quality in itself has no 
quantity. There seems to be a conflict, here, 
between mereological composition and the 
theory of individual accidents. A solution to 
this problem could be that some qualities, 
such as colours, do really have an analogue of 
quantity in themselves, since a colour is 
always extended. Francisco Suarez later con­
tinues this discussion. 

It was also in the 13th century that 
Raymond Lull invented the discipline of 
combinatorics, the basic idea of which is that 
every whole or compound object can be 
produced by combining smallest and simplest 
parts and can be analysed into such smallest 
parts by an opposite procedure. This art, 
called the 'art of Lull'. is conceived by him as 
'Sciell/ia ge11eralil·', the true fundamental 
science, more basic than both metaphysics 
and logic. 
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From the 13th century on. Lullism re­
mained an important clement in scholastic 
philosophy. especially in Spain and France. 
and later also in Germany, Lull himself 
already applied the combinatoric art to sen­
tences and parts of sentences. It was then 
transposed by the later Lullists to logic. that 
is. to syllogistic. and it subsequently became a 
part of mathematics. above all in the works 
of Girolamo Cardano (1501-76). Christoph 
Clavius (1537-1612). Sebastian Izquierdo 
(1601-12). and indeed of Leibniz himself. 
The basis of combinatorics as a general science 
is a kind of reductionism. namely the reduc­
tion of other ontological and metaphysical 
relations to the relation of part and whole. 

Radulphus Brito treats of the part-whole 
relation in his commentary on the De 
Differentiis Topicis of Boethius. In Q11aestio 
9 he makes a difference between two kinds of 
integral whole. First is the homogeneous 
whole. the essence or nature of which is 
inherited by every part. for example water 
and Hesh. An example of the second kind is a 
part of a house. which is not itself a house. 

Brito now uses Boethius·s terms ·10 hold 
constructively' and ·10 hold destructively' to 
signify confirmation or negation of the 
existence of the antecedent. In combination 
with the inferences from whole to part and 
from part to whole we get four possibilities: 

I. The whole is ( exists) 
ergo: the part is (exists). 

2, The whole is not 
ergo: the part is not. 

3. The part is 
ergo: the whole is. 

4. The part is not 
ergo: the whole is not. 

Brito then seeks to establish what are the 
valid kinds of inference for the two kinds of 
whole. For a heterogeneous whole the topic 
from the whole to the part is only construct­
ively valid. because this whole is nothing else 
than an aggregation of its parts. Destructively 
it is not valid. because the parts can exist 
independently of the whole. 

The inference from the part to the whole 
on the other hand is only destructively valid. 
because the destruction of any part destroys 
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the whole. Thus we have the following valid 
inferences for heterogeneous integral wholes: 

I. The hclcrogeneous whole is 
ergo: any part is (exists). 

The whole exists 
ergo: any part exists. 

2. Any part is not 
ergo: the heterogeneous whole 

is not. 
(Thus for examph:: the wall is not; ergo: 
the house is not.) 

Ifwe look at the homogeneous whole. we 
have to distinguish between a quantilativc 
and qualitative aspect. Quantitatively. there 
is no difference between a heterogeneous and 
a homogeneous whole. As examples. Brito 
has the sentences: 

I. The whole of water is 
ergo: any parl of water is. 

2. This part of water is not 
ergo: the whole of water is nol 

But if we take into account the essence or 
nature of a homogeneous integral whole. the 
topic from part to whole is only destructively 
valid and not constructively. So the following 
is nol valid: ·water is. ergo: this part of water 
is.' The inference from part to whole. on the 
contrary. is only constructively valid. Thus 
we have the following examples: 

1, The whole of water is not 
ergo: any part of water is not. 

2. This part of water is 
ergo: water is. 

In order to distinguish between homo­
geneous and heterogeneous wholes. then. we 
have to look at the inferences between part 
and whole constructively and destructively. 
Inferences valid for heterogeneous integral 
wholes are in general not valid for homo­
geneous integral wholes and vice versa. 

It is worth analysing Brito's first counter­
example. namely 'having the value of 100 
marks'. because in this case it is not merely 
the existence of whole and part that is the 
subject of the topic or inference. but the 
predication of a property. It is intuitively 
clear that exact quantitative expressions like 
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·10 have the value of l00 marks" or ·to have 
the weight of l00 pounds· are not dissective 
or hereditary from the whole to its parts. 

Albert of Saxony. the first rector of the 
University of Vienna. discusses in his 
Sophismata different kinds of mereological 
problems. The part-whole relation is tre~ted 
in the sophisms 45---49. 

In the first sophism on the part-whole 
relation. called by Albert Totus Sarles est 
minor So rte·. he distinguishes between a 
categorematic whole and a syncategorematic 
whole. As example Albert uses the Latin 
proposition: ··/11 oc11/o 111eo est 10111111 q11od 
est in m1111do:· This proposition is true if 
·whole" (to/11111) is translated to mean a cate­
gorematic whole. such as: ··There is a whole 
in my eye which exists in this world." Albert·s 
example for such a whole is the pupil. The 
proposition is false if we replace ·,0111111· by a 
syncategorematic whole as in: .. All parts of 
the world are in my eye.'" 

Analogous to this analysis are the problems 
discussed in sophism 46: ··Tot11s Sortes est 
pars Sortis··. Albert distinguishes in this con­
text between a: Socrates minus one linger. b: 
the finger. and c: a + b. In this case we get the 
following sophism: a est Sortes, c est Sortes 
and a is a proper part of c, ergo: Sor/es est pars 
Sortis. Socrates in this case is really a proper 
part of Socrates. 

One of the solutions to this problem leads 
to the discussion of mereological essentialism, 
pursued in our own day by Roderick M. 
Chisholm and others. The problem can be 
formulated in the following way: if there are 
several accidental parts. then there have to be 
also several substantial wholes; for example. 
Socrates minus one finger. Socrates minus 
two fingers. Socrates minus one toe. and so 
on. In this case there would be a whole class 
of Socrateses. and ·Socrates" would be not an 
individual name but a species name of a 
mereological ho1110 Socmticum. 

In the sophism 49: ··O11111e 10111111 est mai11S 
s11am pa rte··. Albert introduces the important 
distinction between a 10111111 q1umtita1iv11111 
and a to/llm q11alita1ivum. Hi: defines the two 
different notions of whole as follows: 

A quantitative whole has parts of which 
one is outside another and of which one is 
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neither potential in relation to another nor 
could be made more perfect by another 
part. 
A qualitative whole is a whole composed of 
parts in which one is not outside the other 
and in which one part can be made more 
perfect by another. and this both in an 
accidental and in an essential way. 

Albert discriminates in this sophism on the 
one hand between a 10111111 qualllitativ11m 
fi11i111111 and i11fi11i111m and on the other hand 
between a 10111111 qualitativum essellliale and 
accidentale. In discussing a quantitative in­
finite whole Albert shows, by appealing to 
the case of infinite time, that one infinite 
whole is neither more nor less nor equal in 
relation to another infinite whole, because he 
holds that a part of an infinite whole is itself 
always an infinite whole. 

Joachim Jungius. In his Logica Ha111b11r­
ge11sis of 1638, a compendium of Renaissance 
logic and ontology. Jungius discriminates 
between different kinds of whole. The first 
distinction he draws is that between a 10111111 

essentiale. an essential whole. and a tolllm 
qua11titativ11111, a quantitative whole. The 
latter is further subdivided into 10111111 q11a111i­
tativ11m similare and 10111111 q11a111i1ativ11m 
dissimilare. 

The 10111111 essentiale is characterized by the 
mutual penetration of its parts. which are 
therefore not spatially separated. An ex­
ample of this kind of whole is the living body 
which consists of body and soul. and even 
every physical substance compounded of 
matter and form. Because of their mutual 
penetration (or mutual D11rc/11vo/111e11, as 
Brentano later calls it). the parts of the 10111111 

essemiale are not separable from each other. 
The ,0111111 q,umtillltivum is characterized 

by spatially distinct parts and is, regarding its 
parts. either homogeneous (si111ilare) or 
heterogeneous (dissimilare). The parts of the 
10111111 q11a111i1mivum similare are of the same 
kind as the whole; as. for example. in the 
case of water. The same holds. as Jungius 
conceives matters. for wood. air. fire. bark. 
milk. and blood. 

For the parts of the totum q11a111itatil-11m 
dissimilare this relation does not hold. The 
parts of this whole differ regarding their 
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definition and their essence both between 
themselves and from the whole; as, for 
example, in the case of a tree, where we have: 
trunk, root, branch, blossom, medulla. 
Every animated being is a whole of this kind; 
thus a man has parts such as head, neck, 
chest, and legs. The head also is a 101111n 

quantitativum dissimi/are, consisting of eyes, 
ears, mouth, nose, etc. 

In Chapter XI of Jungius's Dialectics the 
division from the first chapter is further 
developed and refined. Thus the totum quan­
titativ11m is either permanent or successive, 
and in the latter case it is either homogeneous 
or heterogeneous. 

For the rota q11antitativa permanentia, 
whether similaria or dissimilaria, the ex­
amples from the first chapter are valid. 
Examples of the tota quantitativa s11ccessiva 
chosen by Jungius are: speech, discussion, 
conversation, comedy, tragedy, war, year 
(spring, summer, autumn, winter), and day 
(morning, afternoon). 

It is important to stress that in the case of 
quantitative wholes we have to distinguish 
between partes imegrames principales and 
minus principales, i.e. between important 
parts and less important parts. An important 
part is one without which the whole cannot 
exist except as mutilated, as for example a 
man without an arm or a leg. 

There are wholes which are purely in­
tegral, without any gradation of the parts into 
essential or non-essential. There are, on the 
other hand, wholes which are integral and 
essential, and which have essential and non­
essential parts. Purely integral wholes are the 
materia prima or a simple being, e.g. an entia 
ratio11is. Examples of integral and essential 
wholes are all living bodies, but also artefacts 
like a sentence, syllogism, building, ship, and 
so on. 

If we look at these examples, we find that 
among the wholes which are at the same time 
integral and essential are not only living 
entities or bodies but also non-living entities. 
The common feature of the latter is that they 
are all artefacts rather than natural entities. 
They are made or constructed by human 
beings and thus they have as their foundation 
something like a design or an idea of con­
struction. The latter penetrates the stuff in 
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the same manner as form penetrates the 
matter in natural objects and soul penetrates 
the body in living bodies. Therefore they are 
essential wholes and not pure aggregates. 
With regard to separability they also have 
essential and non-essential parts. 

This aspect of separability of parts leads us 
to three different kinds of wholes: 

1. rota essentia/ia tantum 
2. Iota quantitativa integralia tantum and 
3. rota quantitativa integra/ia et essentialia. 

It is worth noting that some wholes can be 
listed under 1. as well as under 3., depending 
on the aspect of analysis. Man, qua substance, 
for example, is an essential whole, the mutual 
penetrating parts of which, namely body and 
soul, cannot be separated. Qua quantitative 
whole, on the other hand, he is an essential 
and integral whole and can, for example, be 
an object of surgery. In this case parts are 
amputated and the essential ones like heart, 
brain, kidneys, and liver, the definitive re­
moval of which would cause the death of the 
individual, have to be substituted by others. 

This distinction shows that the application 
of reduplicative sentences - i.e. of sentences 
which contain particles like 'qua', 'in so far 
as', 'under the concept of- is very important 
for the classification of different kinds of 
wholes. Leibniz saw this very clearly, and he 
used such sentences in order to discuss and to 
comment on Jungius's treatment of the part­
whole relation. 

Leibniz. Leibniz is a Lullist and in his 
Dissertatio de Arte Combinatoria of 1666 he 
describes the ars combinatoria as the meta­
physical doctrine of the whole and its parts, 
the parts being either smaller wholes or 
elements. Following Aristotle, he separates 
the relation between the whole and its parts 
from the relation between the parts them­
selves, and he gives these different sorts of 
relations different names, namely 'com­
bination' (part-whole) and 'permutation' 
(part-part). 

The part-whole relation is important also 
for Leibniz's concept of possible worlds. In 
his Theodicy, Leibniz anticipates the answer 
to the argument of Voltaire in Candide to the 
effect that our world is not the best possible 
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because it contains evil and suffering. This 
argument, Leibniz holds, fails to discriminate 
between part-whole relations in the realms of 
quantity and of quality. Leibniz stresses that 
each part of a shortest distance is itself the 
shortest distance between its respective end­
points, but each part of a beautiful face is not 
itself beautiful. Thus a part of the best of all 
possible worlds can perhaps be worse than a 
part of a similar and thus comparable world 
that is not the best, whether in physical, 
metaphysical, or moral respects. 

Leibniz clearly conceives the world as a 
qualitative whole. In his theory of the best 
of all possible worlds he compares similar 
wholes, namely the worlds themselves, first 
in regard of their combinatorial complexity 
and later also in respect to other criteria 
such as the relation of perceptions to apper­
ceptions. That the best of all possible worlds 
may be such that its parts are themselves also 
the best, points to a further important aspect 
of the relation between whole and part, 
already discussed by Aristotle and Albert of 
Saxony. This is the aspect of heredity or 
transitivity of properties between wholes and 
parts. In the case of the best world not all 
parts are the best, so the property of being the 
best is not dissectively hereditary (not hered­
itary in a descending sense). By analogy 
with the property of being beautiful, it is 
evident that the property of being the best is 
also not hereditary in an ascending sense, or 
expansively. because the world which con­
sists only of the best parts is not necessarily 
the best of all possible worlds. It would be too 
uniform and would therefore not fulfil the 
minimax principle. 

It is worthwhile to investigate this aspect of 
heredity in relation to other properties also. 
Thus the properties of having colour or being 
extended are transitive in both a descending 
and an ascending sense, and if we follow 
Leibniz's argument in §64 of his Monadology, 
this is valid also for the property of being 
organic. Being divisible is hereditary only 
upwards, being inorganic only downwards. 
Being beautiful is neither. One could call prop­
erties that are hereditary in both directions 
mereologically stable or constant, and proper­
ties which are hereditary in neither direction 
mereologically unstable or inconstant. 
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The mereological structure of Leibniz's 
Mo11adology can be described with the help 
of three definitions ( of 'monad', 'disjoint' and 
'compound', respectively) and seven axioms: 

Def. 1 
Def. 2 

Def. 3 

Mon (a) :<-> ,3x (x µ a) 
Disj (a,b) :<-> a -4, b 
& ,3x (x µ a & x µ b) 
Comp (c) :<-> 
3x,y (x µ c & y µ c & Disj (x,y)) 

Axiom 1: 3x Comp (x) 
Axiom 2: (Strong foundedness): every a is 

such that from a there is no infin­
ite descending µ-chain, or altern­
atively: 
(Weak foundedness): there is ana 
such that from a there is no infinite 
descending µ-chain 

Axiom 3: (Transitivity of µ): x µ y & y µ z 
-+ X µ. Z 

Axiom 4: (Irreflexivity of µ): -, x µ x 
Axiom 5: (Infinity of monads): There are 

infinitely many monads 
Axiom 6: (Monadic constitution): Every ob­

ject is either a monad or a com­
pound of monads 

Axiom 7: (Universal mereological sum): 
Every non-empty set of entities 
has a mereological sum 

Of the two possibilities offered under 
Axiom 2, only weak foundedness is con­
sistent with the other axioms. If we choose 
strong foundedness, we have to change other 
axioms, above all monadic constitution. 
Strong foundedness suggests the strong claim 
that every a has a foundation. These two 
kinds of foundedness give rise to quite dif­
ferent systems of monadology. 

Immanuel Kant. Because of his anti­
ontological attitude, the part-whole relation 
does not play an important role in Kant's 
mature philosophy and it is not included by 
Kant among the categories. 

The young Kant, however, influenced by 
the monadology of Leibniz, did discuss some 
aspects of the relation of part to whole. Thus 
in his first essay in 1747, Gedanken vo11 der 
wahren Schiitz1111g der lebendige11 Kriifte, and 
in his "Monadologia physica" from 1756 he 
discusses the relation between physical parts 
and their wholes. He thinks, for example, 
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that the fact that a physical continuum is 
infinitely divisible does not automatically im• 
ply the existence of infinitely many parts. Such 
a continuum might be infinitely divisible yet 
not consist of any primitive or simple parts. 

For Kant in 1747 parts are real parts of a 
whole only if these parts have real relations to 
the other parts of the whole. Thus, if we 
conceive of individual substances as parts of 
our world, those substances which do not 
have real relations to other substances in our 
world must belong to another world. In this 
case Kant evidently accepts the existence of 
other possible worlds, and he concedes that 
God could even have created millions of 
other possible worlds. 

The later Kant in his critical writings sees 
the whole as constructed or constituted by 
Anschauung, Vorstellimg or by thought, the 
parts of which are either perceptions or 
apperceptions. Even matter is a pure phenom• 
enon, constructed by imagination (Vor­
stellimg), and therefore infinitely divisible, 
containing infinitely many parts. By now, 
however, the part-whole relation has be­
come transposed from metaphysics to epi• 
stemology, and it is not until some hundred 
years later that a truly ontological treatment 
of these matters becomes once more possible. 
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HANS BURKHARDT AND CARLOS A. DUFOUR 

PART/WHOLE II: MEREOLOGY SINCE 1900 

Part/Whole 
II: Mereology Since 1900 

Despite the central ontological importance of 
part and cognate concepts, mereology, their 
formal analysis, is recent. A formal theory of 
part and whole was first mooted by Edmund 
Husserl in the third of his Logical /nvestiga• 
tions (1901), where it was linked to other 
ontological concepts such as existential de· 
pendence. Modern formal theories were first 
worked out independently around I 915 by 
Stanislaw Lesniewski (Foundations of a 
General Theory of Manifolds, 1916, in Polish) 
and A. N. Whitehead (An Enquiry Concem­
ing the Principles of Natural Knowledge, 
1919) and further developed by them in the 
1920s. Lesniewski's more exact theory was 
inaccessible to non-speakers of Polish, and 
most readers discovered formal part/whole 
theory through the calculus of individuals of 
H. S. Leonard and Nelson Goodman (Journal 
of Symbolic Logic, 1940), later modified in 
Goodman's The Structure of Appearance 
(1951). Since 1945 Lesniewski has become 
better known, interest in the transtemporal 
identity of continuants has led Roderick M. 
Chisholm (Person and Object, 1976) and D. 
Wiggins (Sameness and Substance, 1980) to 
reintroduce mereological themes into gen­
eral ontology, and general philosophical 
interest in mereology is increasing. Though 
the history of part/whole theory in this 
century has been largely that of formal axio­
matic systems, mereology belongs squarely 
to ontology rather than to logic. 

A prerequisite for mereology to emerge is 
the distinction between a whole, i.e. an 
individual with several parts, and a class. 
Classes, whether seen as distributive plural· 
ities or abstract sets, are not wholes: plural­
ities are many and not one, sets are inevitably 
abstract, while a whole of concrete parts is 
itself concrete. Part and whole, unlike ele· 
ment and class, are of the same type. 

Mereology usually concentrates on con­
creta, application to abstracta being largely 
unexplored. Because often yoked to onto­
logically parsimonious theories as a partial 
substitute for set theory, mereology has 
suffered to the extent that stronger instru­
ments have proved necessary and popular. 
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But mereology is tied by no internal necessity 
to nominalism or extensionalism. The ex­
ploration of both formal properties of part/ 
whole relations and their widespread onto­
logical applications is far from complete. 

Principles of Tcnseless Mereology. The part 
relation may be taken as tensed or tense less. 
We consider first the simpler tenseless 
version. Most mereologies. because of their 
intended use as substitutes for set theory. go 
beyond the minimum strength of theory 
required for a conceptual analysis of the part 
relation. We develop first this minimal mereo­
logy and show how it can be extended. As 
implicit background suppose a free predicate 
logic with identity. in which singular terms 
need not denote. Assuming as undefined the 
relation a is a part of b (taking ·part' to mean 
·proper part"). we may define the relations: 

a is ingrediem of b = DI. a is part of b or 
a and b exist and are identical 

a overlaps b = Dr. a and b have a common 
ingredient 

a is disjoim from b = DI. a and b exist but 
do not overlap. 

The essential properties of the part relation 
are then 

EXIST: If a is part of b. both a and b exist 
ASYMM: If a is part of b. b is not part of a 
TRANS: If a is part of b. and b of c, then a is 

part of c 
SUPPL: If a is part of b. b has a part disjoint 

from a. 

We shall take these to determine the minimal 
theory of the part relation. EXIST leaves a 
way open for temporal and modal mereo­
logies which take non-existence (at a time. 
in a world) seriously. SUPPL has occasion­
ally been denied. e.g. in the theory of sub­
stance and accident of Franz Brentano's 
Theory of Caregories. where an accident has a 
substance as part without a supplement. In 
general, however. it is accepted that SUPPL 

is partly constitutive of the concept part. It is 
nevertheless of interest to consider dropping 
or weakening this axiom. adding further to 
the wealth of formal systems already avail­
able when considering the formal properties 

674 

of pan and its cognates. Most mereologies 
take as axiomatic in addition: 

EXT: If a and b exist and have the same 
ingredients they are identical. 

Although often unobjectionable, this mereo­
logical extensionality is nevertheless inde­
pendent of the minimum theory, as we shall 
see when we come to tensed mereology. 

Mereologies often add conditional exist­
ence postulates (cf. R. A. Eberle, Nominal­
istic Systems. 1970): that any two over­
lapping individuals have a unique greatest 
common part; that any two existing indi­
viduals make up a mereological sum; more 
strongly 

SUM: Any non-empty class of existing 
individuals has a 1111iq11e mereological sum, 
i.e. an individual which something over­
laps iff it overlaps some individual in the 
class. 

The system consisting of the minimal prin• 
ciples plus EXT and SUM yields the most 
familiar classical ex1e11sio11al mereo/ogy 
(CEM). which is Lesniewski's Mereology 
and the Leonard/Goodman Calculus of Indi­
viduals, modulo the differences of underlying 
logic. CEM is algebraically indistinguishable 
from a complete Boolean algebra without 
zero (Alfred Tarski). Some reintroduce zero 
as a convenient fiction by analogy with the 
null class. but this offends against most mereo­
logists' robust sense of reality. In CEM we 
have, if anything exists, a mereological max­
imum, the sum of all individuals, which is 
sometimes taken as denotatum for the term 
·universe'. Given that individuals may be 
widely separated in space and time. SUM 

enjoins the existence of scattered individuals. 
Both the universe and. more often. scattered 
individuals have been denied. Thus White­
head's mereology has no universe and recog­
nizes only spatio-temporally connected indi­
viduals. Those who deny SUM need to explain 
what distinguishes ·good" (integral) wholes 
from "bad' (summative) ones. Here again we 
need detailed investigations of different sys­
tems to see which best fit particular cases. 
Work of this sort is found in the tradition of 
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Gestalt theory, e.g. in the writings of Edwin 
Rausch. 

Even CEM leaves open the question of 
atomism, whether all individuals are com­
posed of atoms (individuals without parts) or 
whether everything has a part. Both are 
consistent with CEM. Atomistic mereology is 
conceptually simpler and has finite models, 
but the present state of physical theory gives 
no strong reason for preferring either thesis. 

Tenseless extensional mereology applies 
especially to tracts of space and time and to 
masses of matter. It also well suits occurrents 
such as events, processes, and states, which 
may have temporal parts and for which the 
part relation is not significantly tensed. The 
battle of Borodino was part of Napoleon's 
Russian campaign, but since the battle is an 
occurrent whose time is intrinsic to it, the 
question when it was part of the campaign is 
ill-posed. For such entities it also makes no 
sense to speak of their changing their parts. 
Some philosophers 'construe' continuants 
(organisms, natural bodies, artefacts) as pro­
cesses with temporal parts, and therewith as 
amenable to treatment by tenseless mereo­
logy. Reasons of convenience and scientific 
authority are given, but a hidden motivation 
may be to keep EXT. Opinion about the 
acceptability of this move is divided. 

Tensed Mereology. If one accepts continu­
ants - individuals which exist throughout an 
interval but have no temporal parts - then a 
tensed existence predicate and tensed part 
relation must be considered. The principles a 
tensed mereology fulfils can be obtained by 
tensing existence and part predicates and 
slipping in an 'always' with maximum scope 
in the axioms EXIST to SUPPL above. Im­
portant questions concern temporary parts 
like childrens' milk teeth. Intuitively it is 
evident that some parts of continuants are 
permanent, belong to them as long as they 
exist, others are only temporary. Both possib­
ilities are consistent with the tensed mereo­
logical axioms. The atoms in a water mo­
lecule, the nucleus of an amoeba, are perman­
ent parts. Multicelled organisms probably 
have no permanent parts. The question of 
permanence seems largely empirical, though 
some philosophers, such as Leibniz and 
Chisholm, suggest that no object in a strict 
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sense ever gains or loses parts. Whether one 
agrees or not, the challenge remains to give a 
correct account of the identity through time 
of continuants which undergo flux of parts. It 
is here that we seem to find counterexamples 
to a tensed version of EXT: a person and her 
body, a fist and its hand may be distinct 
continuants having the same parts at any time· 
at which both exist. If this is correct, then 
more than one individual can be in the same 
place at the same time, though if this occurs 
they must be different in kind. 

Modal Mereology. Modal mereology is 
much less developed. The main issue to date 
has been Chisholm's mereologica/ essential­
ism: no object (in the strict sense) could have 
parts other than those it actually has. It seems 
that most things have some parts essentially 
and others accidentally, depending on kind. 
Mereological essentialism is plausible for 
tracts of space and time, masses of matter, 
perhaps events, but not for artefacts or 
organisms. The interplay between temporal 
and modal concepts leads to subtler distinc­
tions, and modality allows one to distinguish 
like Husserl between parts which can and 
those which cannot survive outside their 
wholes. 
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PETER M. SIMONS 

Passion 
Aristotle and Aquinas. Aristotle's list of the 

ten categories by means of which affirmations 
are made includes substance first as it is 
substance of which the other nine categories 
are predicated. The next to last and last 
categories are: doing and being-done-unto 
(action and passion). Action and passion, as 
absolutely general categories of substance, 
pertain to stones, plants, and animals, as 
much as to human beings. 

Much of the metaphysical analysis of pas-
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sion from Aristotle to Aquinas focused on 
two questions: 

1. Does the category of passion apply to 
incorporeal beings? 

2. How do the passions of the human soul 
relate to the intellect and the body? 

To answer these questions Aquinas distin­
guished two senses of 'passion' (De veritate, 
q.26). In the broad and general sense passion 
is the reception of anything in any way. In its 
narrow and proper sense (which is a species 
of the broad and general sense), passion is the 
reception of a contrary into a material entity, 
e.g. the reddening of a green leaf in autumn. 

Not all actualization of potentiality con­
stitutes a passion, however. Potentiality can 
be active or passive. A being has active 
potentiality when it has potentiality which is 
actualized primarily by a principle internal to 
itself, as when a caterpillar becomes a moth 
or a human chooses to become a protester 
against an injustice. A being has passive 
potentiality when it has potentiality which is 
actualized primarily by a principle external to 
it, as when a piece of wood is carved into the 
shape of a platypus or a human is rendered 
prone by a blow to the head. Actualization of 
active potentiality is, then, something that a 
being does, and therefore it is not a passion, 
whereas actualization of passive potentiality 
is something that is done to a substance. 
Hence, it is actualization of passive poten­
tiality only that constitutes passion in either 
the general or the proper sense. 

In answer to 1. above, Aquinas argued that 
angels can have passions in the general sense, 
since angels are spiritual substances and 
therefore can receive, e.g., new knowledge; 
but they are not corporeal substances, and 
therefore they cannot have passions in the 
proper sense. God. by contrast, is pure act; 
hence he has absolutely no passive poten­
tiality, and therefore he is not subject to 
passion in either the proper or the general 
sense. 

In order to answer 2., Aquinas distin­
guished the intellect as active from the intel­
lect as passive. The intellect is an agent that 
seeks knowledge; yet in order to acquire 
knowledge it must also be a patient, as 
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learning takes place by the intellect's receipt 
of forms from the object of knowledge. 
Because the intellect, active and passive, is 
immaterial, it cannot have passions in the 
proper, narrow sense. Moreover, passions in 
the proper sense require appetite, of which 
there are two kinds. The higher appetite 
desires only the good taken absolutely; there­
fore it need not be aroused or expressed by a 
bodily change. The so-called 'passions of the 
soul', however, are generated by excitement 
aroused in the lower, i.e., bodily, appetite. 
Hence, in the narrow, proper sense, passions 
pertain directly only to the body. 

However, passions pertain indirectly to the 
soul in two ways. (1) The soul is the form of 
the body, so what happens to the body, e.g., 
an injury, can and often does find expression 
in the soul, e.g., a feeling of pain caused by 
the injury. (2) A passion can be aroused in 
the body by the soul either (a) unintention­
ally, as when the importance of a new insight 
or the intensity of an act of will arouses by 
natural overflow a relevant bodily state, or 
(b) intentionally, as when the will purposely 
excites bodily energy to enhance the likeli­
hood of defeating a formidable foe. Passions 
of type (1) are called 'bodily passions'; those 
of type (2), 'psychical passions'. 

Passion as the Qualitative Ingredient of 
Life. According to Aquinas emotional pas­
sion, properly speaking, is located in and 
limited to the body. The soul may feel a 
passion, and that feeling of the passion is in 
the soul, but the passion itself is in the body. 
The soul feels passion somewhat as fingers 
feel the texture and temperature of a physical 
object. To be sure, the soul may consent to 
and follow passion, but the very possibility of 
such following presupposes that the follower 
is different from the followed. Further, the 
higher appetite may lead the will to arouse 
passion in the body so that the supranormal 
energy of passion can be used to accomplish 
an arduous objective; but strictly speaking 
the passion is in the body and is used by the 
soul. Aquinas, then, maintains a firm distinc­
tion between body and passion on the one 
hand and intellect. will, and spirit on the 
other. 

In contrast to this tendency to see passion 
as external to the soul, many modern and 
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contemporary philosophers find emotional 
passion to be the qualitative ingredient of 
human life and a key to understanding our­
selves, ultimate reality. and our relation to it. 
This shift of perspective seems to be one 
expression of the modern tendency to begin 
with subjectivity and then reason outward 
rather than vice versa. Rene Descartes, an 
example of this shift, said that, "It is on the 
passions alone that all the good and evil of 
this life depends" (The Passions of the Soul). 
David Hume said that life without passion 
"must be altogether insipid and tiresome" 
(An Inquiry Co11cemi11g the Principles of 
Morals). The contemporary American philo­
sopher Robert Solomon argues that, "It is 
our passions, and our passions alone, that 
provide our lives with meaning" (The 
Passions, 1976). 

Thus there is a deep contrast between 
Aquinas's conception of passion as a state of 
bodily arousal and the modern conception of 
passion as a mental state that is enthused, 
unified, and directed by strong feeling. In the 
latter sense, a passion has evaluation, cog­
nitive, and appetitive features; it involves a 
state of affairs that is desired, an evaluation 
of that state of affairs as good, belief or 
enquiry about how one is causally connected 
to that state of affairs, and a dominant 
intention to sustain or actualize it. 

From this new perspective numerous 
relations between passion and reality become 
visible. We begin life experiencing non­
cognitive discomforts and pleasures. By 
natural activity and good fortune we discover 
the good of relief from unpleasant states, the 
good of pleasure unmixed with pain, and our 
causal connections to these goods. From 
these discoveries na"ive hedonic passion 
emerges, i.e., intentional pursuit of objects 
from which we have been conditioned to 
expect pleasure and avoidance of objects 
from which we have been conditioned to 
expect pain. Gradually we grow beyond this 
stimulus-response relation to the world and 
acquire the concept of happiness, i.e., the 
idea of "the satisfaction of all our desires, 
extensively, in respect of their manifoldness, 
intensively, in respect of their degree, and 
prote11sively, in respect of their duration" 
(Kant, Critique of Pure Reason, B834). 
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Henceforth we are not merely pushed and 
pulled by specific pains and pleasures, as are 
animals. brutes, and children. Rather, as 
optimistic naturalists we are lured and guide 
ourselves by the hedonic ideal of happiness. 

Arthur Schopenhauer (1788-1860), apes­
simistic idealist, warned that our natural 
passion for happiness cannot be satisfied 
because it is always and only a finite expres­
sion of the eternally blind and restless Will 
that is at the heart of reality. Our only escape 
from Will's insatiable craving is to ignore and 
resist as much as possible its lying promises 
and seductive urges (The World as Will and 
Idea). 

Hegel, an optimistic idealist, taught that 
the passion for personal greatness is the 
means through which Absolute Spirit uses 
unwitting humans to achieve ever higher 
progress in history (Lecmres 011 the Philo­
sophy of History). Beyond the pursuit of 
personal greatness lies the possibility of un­
selfish devotion to greatness itself. This last 
mode of passion rejects the idea that it is 
oneself that is the proper object of devotion. 
It consists of wholehearted allegiance to 
something that one believes to be worthy of 
such devotion because of its great goodness, 
e.g .• beauty, knowledge. or world peace. 
Note that here we begin to see the use of 
reason as more than "a slave of the passions" 
(Hume, Treatise); now it is a tool for deter­
mining what is truly worthwhile (Kant, 
Critique of Judgmem). 

Theists believe that God is the only appro­
priate object of wholehearted devotion and 
that devotion to God is the only way to 
overcome our spiritual dissatisfaction. 
Augustine put this point in prayer: "Our 
hearts are restless 'till they find their rest in 
Thee" (Confessions, 1.1). Blaise Pascal (1623-
62) said there is an "infinite abyss" in each of us 
that "can be filled only with an infinite and 
immutable object; in other words by God 
himself', who alone is "man's true good" 
(Pensees. 148). S0ren Kierkegaard (1813-
55) argued that it is by passion, not belief. 
that we enter an appropriate relationship 
with God. The religiously important ques­
tions are not • Have you examined all the 
evidence pertaining to the existence of God?' 
and 'Does that evidence justify belief that 
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God exists?', but rather, 'Do you love the 
idea of God?', 'Do you hope that God 
exists?', 'Do you passionately want to know 
and be devoted to God?' ( Concluding Un­
scientific Postscript). 

Jean-Paul Sartre agreed that passion is 
religious: "To be man means to reach toward 
being God. Or if you prefer, man fundament­
ally is the desire to be God". But, he added, 
there is no God, and we cannot become God, 
so "man is a useless passion" (Being and 
Nothingness). None the less, Sartre urged, 
we can devote ourselves to being rigorously 
circumspect in our choices of projects for the 
expression of our passion and utterly guile­
less in accepting responsibility for them. 

Yet is not devotion, whether theistic or 
atheistic, an action rather than a passion? 
Passion typically involves a surge of physio­
logical agitation that is triggered by circum­
stances and has an inertia that is partly 
independent of our wills, forcing feelings, 
thoughts, desires, and perhaps behaviour 
upon us. By contrast, devotion endeavours to 
be rightly related to its object even when the 
individual must force herself by sheer exer­
tion against temptation, weakness, or aver­
sion to do what is called for; so how can 
devotion be a mode of passion? 

A partial answer is that sometimes passion 
is triggered because of our genetic endow­
ment or history of conditioning - and there­
fore is impulsive and involuntary, but other 
times passion obtains and endures because of 
rational considerations - and therefore is 
reflective and voluntary. The latter kind of 
passion is similar to Aquinas's 'psychical 
passion', but without the necessity of some 
kind of abnormal body energy being aroused. 
As examples of reflective passion consider 
Socrates's "deep passion" for philosophical 
debate (Theatet11s, 169b), Plato's emphasis 
on the importance of "the passion for a 
beauty which is spiritual, not physical" (Laws 
8.841c), and Jean-Jacques Rousseau's (1712-
78) urging that we cultivate "the passion for 
virtue", subordinating all other passions to it 
(Emile). 

We each begin life in the mode of impulsive 
passion. In so far as we live life according to 
reason we live it less and less as impulsive 
passion and more and more as reflective 
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passion. In our capacity to make this tran­
sition lies our personal autonomy and the 
openness of life. In making this transition lies 
our dignity and fulfilment. Clearly, then, 
passion is an integral part of human being and 
an important vantage point from which to 
consider the nature of ourselves and the 
reality of which we are a part. 
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RICHARD E, CREEL 

Passive Affection 
Three uses of 'pathos' (affection) recognized 
by Aristotle were: 

1. an accidental, i.e. non-essential, prop­
erty; 

2. an emotion; 
3. an undergoing, i.e., a passion as dis­

tinguished from an action (Cat. 8b25-
10a 16, Met. 1022b15-21). 

The dominant tradition from ancient 
Greece to Spinoza was roughly as follows. 
Affections in sense 2., i.e., emotions, are a 
species of 3., i.e., passion. Emotions being 
involuntary, we are not responsible for their 
occurrence. However, we have freedom of 
will, so we are responsible for how we 
respond to them. Moreover, eventually we 
do begin to acquire responsibility for our 
emotions because some of our responses to 
them influence their recurrence, frequency, 
intensity, aim, etc. Hence, though we cannot 
be responsible for the early occurrences and 
characteristics of our emotions, we can 
become greatly responsible for them later. 

Spinoza on Passive Affection. Spinoza 
rejected the mainstream belief that we are 
morally responsible for our actions and there­
fore to some extent for our affections, i.e., 
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that we could have performed different 
actions and therefore to some extent could 
have had different affections. Yet he also 
rejected the notion that affections are essen­
tially passive phenomena. Using 'affectio' for 
'accidental property' and 'affectus' for 
'emotion', Spinoza distinguished the latter 
into passive and active affections. 

A passive affection is one that is caused at 
least partially by factors external to the 
understanding of the experiencer. The ignor­
ance from which a passive affection arises 
means that the individual lacked the power to 
check or control his affections in that instance 
and therefore was to some extent at the 
mercy of fortune. An active affection is one 
that the individual willed with adequate 
understanding of its connections, costs, and 
consequences. An affection, then, can be the 
result of an action. a passion, or some 
combination thereof. The smaller the role 
one's understanding plays in producing one's 
emotional life, the more victimized one is by 
external factors. The greater the role that 
understanding plays in the producing of one's 
emotional life, the freer one is from luck and 
emotional bondage. 

Identifying self-contentment as the highest 
good for which humans can aspire (Ethics 
IV.52.s), Spinoza argued that the more com­
pletely we are in control of our experiences, 
the more content we will be with our lives and 
ourselves. It is by the exercise of reason and 
reason alone ( our power of understanding) 
that we can gain more control of the emo­
tional aspect of our lives, as well as of 
the physical aspect. Moreover, reason has 
several strategies for pursuing this end, but 
whether reason or external factors will pre­
vail in determining one's emotion and be­
haviour on any particular occasion will de­
pend entirely on their strengths relative to 
one another at that time. External factors -
which include physiological as well as environ­
mental factors (IV.6) - are often stronger 
than reason, especially earlier in life. 

Sartre on Affection as Chosen. Jean-Paul 
Sartre, as extreme a believer in free will as 
Spinoza was in determinism, argued that the 
most challenging human problem is not how 
to gain more control of our emotions; it is 
how to get ourselves to admit that we already 
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are completely in control of our emotions 
(Sketch for a Theory of the Emotions). Sartre 
saw determinism as a cowardly way of abjur­
ing personal responsibility. Spinoza, for ex­
ample, spoke of the possibility of gaining 
increasing control of our lives by means of 
reason, yet he denied that we are ever free to 
choose whether or not we will do so. More­
over, he held that the ultimate achievements 
of the active mind are to see the general 
necessity of all events, the specific necessity 
of each event, and to will each emotion or 
action because one understands its necessity 
and that it is part of the perfection of nature. 

Sartre claimed that no human emotion or 
action is necessary. The only reason our 
affections might be said to be passive is that 
we impose them on ourselves - but even that 
is misleading. What we really do is constitute 
ourselves of them. We are nothing more than 
our actions, and our actions include our 
choices of emotion as well as of behaviour. 

God and Passive Affection. The topic of 
passive affection has also motivated much 
20th-century theology. The dominant 
Western conception of God until the 20th 
century conceived God as absolutely and im­
mutably perfect. It follows from this and the 
assumption that bliss is a perfection that God 
is absolutely and immutably blissful. Critics 
such as Charles Hartshorne (Man's Vision of 
God) object that if God is immutably blissful, 
then he cannot be touched emotionally by 
our miseries and joys, or repentance and 
prayers. But reason and Scripture both indic­
ate that God can be moved in these ways. 
Therefore the classical conception of God is 
flawed. God, as a perfect personal being, 
should be conceived not as impassive but as 
perfectly passive, i.e., perfectly sensitive and 
empathetic, in relation to his creatures. 
Moreover, God conceived as perfect love 
must be conceived as sorrowing with us in our 
sorrows and rejoicing with us in our joys. 
Richard Creel, by contrast, argues that emo­
tional suffering with others is not a necessary 
condition of knowing, loving, and caring for 
them; hence, God can be perfectly loving 
without his emotional life being a function of 
the emotional lives of his creatures. 

See also: Passion 
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RICHARD E. CREEL 

Paul of Venice 
Paul of Venice (c. 1369-1429) left his native 
Udine in his early teens and joined the 
Hennits of St. Augustine at the Venetian 
convent of Santo Stefano. Later assigned to 
the Studium Generale at Padua, he was sent 
with his older cousin in 1390 to study theology 
at the Studiwn Generale in Oxford. Due to 
his youth, however, he was prohibited from 
ordination while abroad. Returning to the 
Paduan convent, he advanced through the 
academic ranks until 1401, when he com­
pleted his Abbreviatio of John of Ripa's (fl. c. 
1355) Commentary on the Sentences of Peter 
Lombard (c. 1100--64). By 1405 Paul had 
delivered his Lectura super librum post­
eriorium analyticorum, the fourth of five 
major works in logic which have been attrib­
uted to him. The others are Logica Magna 
(1397), Quadratllra (1399), Logica Parva 
(1401), and finally the Sophismata Aurea, 
which did not appear in manuscript form until 
1416. Between 1405 and 1409 Paul taught at 
the_University of Padua and completed two 
major works: Summa Naturalimn, a com­
mentary on Aristotle's major works in natu­
ral philosophy, and a lengthy Expositio super 
octo libros physicorum (1409). 

In 1409 Paul was named prior general of 
the Augustinian Order by the Roman pontiff 
Gregory XII; four months later Alexander V 
was elected pope and rescinded the appoint­
ment. For the next ten years Paul's academic 
life was interrupted several times. As ambas­
sador of the Venetian Republic in 1409 he 
travelled to Germany, Poland, and Austria. 
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Between 1415 and 1420 he was censured by 
the Council of Ten, forbidden to travel to the 
Council of Constance, and exiled to 
Ravenna. After a stay in Siena and a brief 
visit to Bologna, he was assigned to the 
convent in Perugia from 1424 to 1428, where 
he completed a number of lengthy works 
including Expositio super Praedicabilia et 
Praedicamentorum, Lectura super de Anima, 
and Lectura super librum Metaphysicorum. 
Paul returned to Padua where he died in 
1429. 

More than twenty works attributed to Paul 
of Venice survive in 225 manuscripts. Several 
were reprinted in numerous editions. The 
two most influential works were Logica 
Parva and Summa Natura/ium. The former 
manual introduced students to the basic 
concepts of Oxford logic, e.g. terms, supposi­
tions, consequences, proofs, obligations, and 
insolubles. These topics were essential to 
Paul's approach in the latter work, which 
combined the Oxford calculatory tradition 
with Aristotelian natural philosophy. In 
other works Paul reveals that he is conversant 
with Parisian nominalism and Averroism as 
well as with traditional sources such as 
Thomas Aquinas, Albert the Great and 
Robert Grosseteste (c. 1175-1253). Familiar­
ity with the Oxford and Parisian materials is 
surprising, for there is no documentary evid­
ence that Paul studied logic and science at 
Oxford, and there is strong evidence against 
his ever having studied at Paris. In fact, his 
order forbade such study during the Schism. 
Paul's grasp of these doctrines seems to have 
been based on texts available at Padua and an 
active commentary tradition practised in the 
Paduan convent. Paul founded the Paduan 
School of natural philosophy which emphas­
ized scientific methodology. It combined 
nominalistic techniques in logic with a real­
istic Averroism in science and metaphysics. 
Gaetano di Thiene (1387-1465) and Paul of 
Pergula ( died c. 1451/5) continued this 
tradition at Padua, a tradition which exerted 
a strong influence on scholastic logic, science, 
philosophy, and theology in Italy during the 
quattrocento. Its arid Latin style was then a 
major factor which provoked a rising tide of 
attacks by humanists on scholasticism during 
the 15th and 16th centuries. 
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ALAN R. PERREIAII 

Peirce, Charles Sanders 

C. S. Peirce, American philosopher and 
logician, was born in 1839 in Cambridge, 
Massachusetts, and died in 1914 in Milford, 
Pennsylvania. Having taught briefly at 
Harvard and Johns Hopkins (influencing 
William James among others). from 1887 he 
worked on logic and philosophy in isolation. 
Best known for his pragmatism and contribu­
tions to the theory of signs and the logic of 
relations and quantification ( discovered in­
dependently of Gottlob Frege), he was also a 
systematic philosopher. following Kant in 
using logic to ground metaphysics. He pub­
lished many articles and tried to write several 
Logics. His influence has grown since his 
death, due to Collected Papers and the more 
recent Chro110/ogical Editio11. 

Peirce's 'pragmatist principle' (1870s) 
holds that the whole meaning of a conception 
is determined by experiences expected as 
consequences of acting in different ways. 
Much metaphysics thus has no meaning. 
Applied to trmh or reality, a true proposition 
is one fated to be agreed upon by the whole 
community of enquirers. Realism about 
universals was thereby vindicated, since the 
issue was seen to concern the objectivity of 
propositions containing predicates rather 
than the existence of abstract objects. 

A theory of categories underpins all of 
Peirce's work. An adequate language re­
quires monadic, dyadic, and triadic predic­
ates, expressions with different ·valencies· 
or different numbers of 'unsaturated bonds'. 
Emulating Kant's metaphysical deduction 
Peirce thereby classifies the elements of 
reality. Monadic predicates express forms of 
firstness; dyadic predicates express second­
ness; triadic predicates express thirdness. 
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Thus. for example. the sign relation exempli­
fies thirdness: a sign denotes an object be­
cause other thoughts or signs interpret it as 
doing so. Using his categories, Peirce classi­
fies signs into different sorts and constructs 
a sophisticated philosophy of mind and 
language. 

Peirce uses three arguments for his 
categories: 

I. From 1860s: properties of objects are 
understood as potential points of simil­
arity, and similarity is a dyadic relation. 
Discerning similarities involves inter­
preting one object as a sign of another. 
Property ascription thus presupposes 
grasp of dyadic and triadic concepts. 

2. From 1870s: he exploits a metatheorem 
of his (non-standard) logic: relations 
with a valency of 3 are indefinable by 
relations of lower valency, relations of 
higher valency can be defined using 
triads. 

3. After 1890: phenomenology invest­
igates the general features of the 
phaneron (the totality of what appears), 
confirming the adequacy of the three 
categories. 

Thirdness is mediation: examples are 
signs, actions like giving ( a favourite ex­
ample), and most mental phenomena. In 
later work. Peirce analyses continuity as 
'ultimate mediation· and attempts to derive 
an extreme realism concerning universals and 
natural necessity from the presence of con­
tinuity (thirdness) in nature. Where thirdness 
is the mode of being of signs, law, and 
necessity, secondness encompasses actual 
existence: it is manifest in experience of brute 
reaction, effort, and will. Firstness was linked 
to quality. to the sensuous character of 
experience, to spontaneity and possibility. In 
spite of their allusive character, Peirce's 
phenomenological claims are suggestively 
applied throughout his work. 

Peirce uses the categories to describe the 
objects of aesthetic appreciation, the ends of 
life. and the aims of enquiry. They also 
ground his explanations of how scientific 
method leads to truth. They also provide 
the materials for his scientific metaphysics 
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(developed after 1890) which tries to describe 
the conception of reality required by logic 
and the success of science without clashing 
with pragmatism. A form of objective ideal­
ism, which explains natural law as analogous 
to inference or sign interpretation, offers an 
evolutionary explanation of law from an ideal 
starting-point of pure firstness; Peirce's 
tychistic doctrine that the universe displays 
pure chance or spontaneity has a role in this 
explanation. 

See also: Peirce and Scholastic Metaphysics 
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Peirce and Scholastic Metaphysics 

Medieval philosophy exerted a deep in­
fluence on Peirce, who called himself a 
"Scotistic realist of a somewhat extreme 
stripe". In spite of some Ockhamistic tenden­
cies in his earlier writings (e.g. in his works on 
relations and in his deduction of a new list of 
categories based on the theory of suppositio ), 
Peirce very soon turned to John Duns Scotus, 
not only because of the subtlety of the latter's 
logic, but mainly because of his metaphysics 
and his realistic - though not Platonistic -
solution to the problem of universals. 

Following Avicenna, Duns Scotus distin­
guishes logical, physical, and metaphysical 
universals. The metaphysical universal is the 
Common Nature, which is the subject of 
primary intention and exists in many indi­
viduals of the same species. It does so, how­
ever, not under the form of an actual exist­
ence, but in a state of positive indeterminacy 
or indifference. It is neither a singular en­
dowed with numerical unity, nor a universal 
with no other unity than the unity of logical 
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predicability, but rather something 'in be­
tween'. The physical universal is the result of 
a 'contraction' of the Common Nature in its 
original state of indeterminacy to the mode of 
individuality, by addition to the Common 
Nature of the principle of individuation (the 
'haecceitas'). The logical (or second inten­
tional) universal conveys logical or intel­
lectual unity to the metaphysical universal, 
but no real or metaphysical unity. 

For Peirce, to follow John Duns Scotus 
means to admit metaphysical or real form­
alities not as Platonic entities, but as entities 
which cannot be reduced to physical parts or 
to conventional names, since their real unity, 
though discovered by the intellect, is not 
produced by it. Logical generality must be 
distinguished from real community. Such an 
irreducible indeterminacy or indifference of 
the 'ens reale' is the first important lesson to 
be learned from Scotus's commitment to real 
universals (5.312). The second is that the 
• quod quid est', which is the proper subject 
matter of metaphysics, falls midway between 
the domain of the physicist who considers it 
through its concrete determinations, and the 
domain of the logician who views it as being 
determined to logical universality. 

Such are the essential features of real 
universality: Peirce detects and analyses it in 
everyday life (with the help of his 'phenomen­
ology'), in knowledge, where Peirce defends 
an alliance of realism with fallibilism, in 
thought-signs, in logic (especially through his 
logic of vagueness), and also in his theory of 
science and throughout his evolutionary 
metaphysics. 

Suppose a cook has to prepare an apple 
pie; she will start by following a set of rules 
according to her recipe-book. She does not 
think of any particular apple pie that she 
would like to serve, although it is an apple pie 
that she wishes to serve, and to someone in 
particular (1.341). Similarly, even if she must 
use particular apples, she will be indifferent 
as to which particular apples, because what 
she wants is perhaps some species or some 
quality of apple, but no particular apple. The 
scientist's attitude is very close to the cook's. 
He does not look for the particular sample 
but for the molecular structure (4.530), 
namely, some nature which is not in itself 
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particular (for the singular case is but a 
contraction of that nature) nor universal (for 
universality is not actual but potential, under 
the form of some habit, disposition or tend­
ency - or, as Peirce calls it, a ·would-be') 
(5.425). 

This also explains why Peirce finally 
departs from Scotus, whom he finds too 
moderate and only separated from nominal­
ism by a hair's breadth: real universality must 
not only be indeterminate relative to the 
mind: it must be so in re (8.208). Now, in spite 
of various modifications in his logic, espe­
cially after 1885 with the introduction of 
indices and the first attempts towards a logic 
of quantifiers; and in spite also of the increas­
ing role played by the category of existence or 
reaction (at times identified with Scotus's 
'lraecceitas'), Peirce holds on to th~ view that 
an absolutely determinate individual is 
impossible (3.93). While denying the 
Scotistic contraction, Peirce claims the reality 
of law, mediation, or generality: the univer­
sal ill re is not a singular having something in 
common with all the singulars of its species. It 
is law. The real question is no longer: are 
universals real? It is: are laws or general types 
real, or are they pure inventions of the mind? 
(1.16). 

To demonstrate that the laws or general 
principles are really operative in nature 
(5.101). one has to keep away from a second 
error made by Scotus: not to conclude too 
quickly from logic to physics (6.361), or from 
the existence of the appropriate general term 
to a corresponding real nature. Scientific 
enquiries can show only that things which 
have the same name are really similar and 
that there exist in reality real laws and not 
mere accidental uniformities. Here lies the 
natural link to be made between pragmatism 
and realism which affords the right adapta­
tion of the Scotistic inheritance to modern 
science. Indeed, the scholastic form is too 
static to reveal the essentially relational struc­
ture of things. Peirce's new logic of relatives 
puts into relief the fundamental role played 
by what now becomes the ·real universal': 
co111in11iry. 

The pragmatic maxim now affords the 
basis of the method to be followed in science: 
the meaning of a concept or proposition is 
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given by another proposition which is but a 
general description of all the experimental 
phenomena virtually predicted by the state­
ment of the initial proposition. For example, 
the meaning of the term 'hard' or of the 
proposition 'this is hard' can be expressed 
in the following manner: 'not able to be 
scratched by many other substances'. It is in 
this way possible to identify any categorical 
proposition with a hypothetical proposition 
or with a set of conditionals. The antecedents 
prescribe the operations to be performed, 
while the consequents specify what observ­
able results will ensue if the operations are 
performed and if the proposition is true. 
Peirce soon interprets the conditional in a 
subjunctive way, and depicts his position as 
one of extreme scholastic realism (8.208): a 
statement of conditionals becomes synonym­
ous with the expression of a law or habit 
governing experience and constituting the 
ultimate meaning of every proposition 
(5.450). 

Peirce's scholastic realism amounts to the 
admission of real laws of nature which have a 
sort of 'esse in f11111ro'. They are the kinds of 
universals which modern science mostly pays 
attention to (4.1). They express the reality of 
what Peirce calls his third category (third­
ness), whose main characters lie in its not 
being reducible to the other two categories 
( secondness or individual and actual reacting 
existence, firstness or idiosyncratic possib­
ility), and in its active regulative and legis­
lative power: would-bes are not mere 
creations of the mind, but real active prin­
ciples in nature. 

Hence, Peirce's extreme scholastic realism 
claims the reality and irreducibility of all 
three categories, thus departing from various 
forms of idealism - like Hegelianism, which 
finally reduces secondness and firstness to 
mere figures of thirdness. But it puts a special 
emphasis on thirdness and firstness, which 
embody both categories of irreducible in­
determinacy, namely generality and vague­
ness. The original element of Peirce's 
scholastic realism is in keeping with the 
Scotistic (and Avicennian) metaphysical 
intuition. It finds its expression in the two 
main trends of Peirce's evolutionary meta­
physics. namely synechism on the one hand, 
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the continuity-element or the generalizing 
tendency to adopt habits; and tychism on the 
other hand, or the reality of vagueness as may 
be found in possibility, habit-change, or 
chance. 
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CLAUDINE ENGEL-TIERCELIN 

Perception 

The nature of sensory perception and its 
fundamental epistemological role in acquir­
ing knowledge about the existence and 
properties of the physical world have fascin­
ated philosophers for many centuries. The 
principal philosophical question about per­
ception has been: 'What is the direct or 
immediate object of consciousness, when we 
perceive'. Let us first of all define the concept 
of direct perception: 

P directly perceives x = DI. 

( 1) P perceives x 
(2) It is not the case that P's perception of 

x is mediated by P's perception of an 
individual y which is different from x. 

We can now distinguish the main theories 
that have been advocated in the philosophy 
of perception. Direct realism holds that the 
direct object of perception is always a phys-
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ical object, an object whose existence is 
logically independent of our perception ofit. 
Thus direct realism represents the common­
sense conception of perception and the ex­
ternal world. For most of us - at least when 
not theorizing about perception - seem to 
assume that the world consists in large part of 
physical objects in space and time that exist 
continuously and independently of whether 
or not we perceive them; that are not affected 
by changes in the normal conditions in which 
they are perceived; and that have the familiar 
perceivable properties of colour, form, 
weight, size, etc. And we also seem to assume 
that we perceive these objects directly, and 
that by means of that direct perception we 
acquire non-inferential knowledge about 
them and some of their properties. 

In contrast to this, representative or indirect 
realism and phenomena/ism claim that the 
immediate object of perception is always a 
non-physical or phenomenal object, an 
object whose existence is logically dependent 
upon our consciousness of it. These phe­
nomenal entities have variously been called 
•sense-data 1 , ·sensa', ·sense-impressions', 
'percepts', 'ideas·, etc. 

Representative realism and phenomenal­
ism disagree, however, with respect to the 
nature of the physical world. Representative 
realism asserts that, though we directly per­
ceive only sense-data, there nevertheless 
exist physical objects which are ontologically 
quite distinct from sense-data and causally 
responsible for their existence. Phenomenal­
ism, on the other hand. claims that physical 
objects are nothing but groups or complexes 
of sense-data, and so implies that physical 
objects are not capable of existing inde­
pendently of our perception. 

The Argument from Perceptual Relativity. 
The question arises, why so many philo­
sophers came to think that the direct object of 
perception must always be a sense-datum. 
There are various facts about perception -
illusions, hallucinations, the complex causal 
process from the impinging object to the 
perceiver's brain. scientific assertions about 
the nature of the material world, etc. - that 
philosophers thought could only be explained 
by introducing sense-data. But above all it 
was the familiar fact that things sometimes 
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look different from the way they really are -
that the way things appear varies with 
changes in the position of the perceiver, 
in lighting conditions, and in the kind of 
medium between perceiver and things:-- that 
became the starting-point for drastic re­
visions of our ordinary conception of percep­
tion and the world. This line of thought 
crystallized into a classical argument that can 
be found in the writings of philosophers from 
antiquity to the present, e.g. in Plato, John 
Locke, George Berkeley, David Hume, 
Bertrand Russell, A. J. Ayer (191~9), G. 
E. Moore, and C. D. Broad (1887-1971). 
The argument from perceptual relativity runs 
as follows: 

l. Under certain non-standard conditions 
things look different from the way they 
really are. For example, a straight oar 
with one end in water looks bent. 

2. The properties directly perceived under 
these conditions are properties of some­
thing. In our example something must 
be bent because the perceiver has 
an instance of bentness immediately 
present to his consciousness, and bent­
ness is inconceivable without some­
thing's being bent. 

3. But, ex hypothesi, the things which have 
the properties directly perceived in all 
these cases - in our example the prop­
erty of being bent - cannot be identical 
with the respective physical objects, 
because we presupposed that the oar is 
really straight. 

4. Therefore the properties directly per­
ceived under non-standard conditions 
must be properties of non-physical or 
phenomenal objects. Such objects are 
called 'sense-data'. 

5. If it is the case that we directly perceive 
sense-data only under non-standard 
conditions, while under standard con­
ditions we directly perceive physical 
objects, then there must be a discern­
ible qualitative difference between 
these two kinds of perception indicating 
the different ontological status of their 
respective objects. 

6. There is no discernible qualitative 
difference between perception under 
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standard and under non-standard con­
ditions; on the contrary, non-standard 
conditions shade imperceptibly into 
standard conditions. 

7. Therefore we always directly perceive 
only sense-data; under non-standard as 
well as under standard conditions. 

The argument thus has the structure of a 
reductio ad abs11rd11m: starting with the com­
mon-sense assumption that we at least some­
times directly perceive physical objects, it 
tries to derive with the help of certain addi­
tional premisses the contradictory of that 
assumption. 

What sorts of things are these sense-data 
supposed to be? A sense-datum can be 
defined as a phenomenal or mental individual; 
that is, an individual that exists when and 
only when it is being perceived. A free­
floating sense-datum, a sense-datum that is 
not being perceived, is a conceptual imposs­
ibility; its esse is percipi. Hence sense-data 
are ontologically distinct from physical 
objects realistically conceived, for it is an 
essential part of our concept of a physical 
object, that its existence and nature are 
logically independent of the fact that it is 
being perceived; its esse is not percipi. And 
this dependence of the existence of sense­
data on a perceiver who actually perceives 
them has the further important consequence 
that they are private objects. Because sense­
data, as it is often put, exist only 'in' the mind 
of a person, it is impossible that two distinct 
persons could perceive numerically the same 
sense-datum. So far there is usually agree­
ment. The more precise metaphysical nature 
of these entities - a subject of intense debate 
among supporters of the various fonns of the 
sense-data theory- need not concern us here. 
We are interested, rather, in the drastic 
epistemological and metaphysical con­
sequences of the argument. Once it is granted 
that the only direct objects of perception are 
sense-data, essentially only two theories of 
perception and the external world are poss­
ible: representative or indirect realism, and 
phenomenalism. 

Representative Realism. This position has 
been held by many philosophers, for example 
by Locke, Rene Descartes, Leibniz, Nicolas 
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Malebranche, and Russell. In my presenta­
tion of the theory I will orient myself around 
the version given by Locke. Locke was a 
realist. But he was persuaded by the argu­
ment from perceptual relativity, and addi­
tionally by certain scientific findings about 
the nature of the material world, to reject 
direct realism and to distinguish sharply 
between sense-data or, as he called them, 
'ideas', as direct objects of perception and 
external physical objects that somehow give 
rise to and are represented by these sense­
data. This distinction seemed to him to open 
up the possibility of holding that perception 
of physical objects is indirect perception 
based on the direct perception of sense-data. 
He tried, in other words, to characterize the 
perception of physical objects as the percep­
tion of sense-data caused by them. 

Let us define what an advocate of rep­
resentative realism can mean by 'indirect 
perception': 

P indirectly perceives a physical object 
X = DI. 
(1) P directly perceives a sense-datum S 
(2) S is caused by x 
(3) S represents x. 

But Locke himself saw that his epistemo­
logical dualism raises a serious problem, the 
problem namely of how we can know that our 
sense-data correspond to physical objects if 
we are always directly presented with sense­
data and never with physical objects them­
selves. He himself anticipated the standard 
sceptical objection against representative 
realism - that if we can directly perceive only 
sense-data, then these sense-data form a 
barrier or a veil preventing us from acquiring 
any knowledge about external objects. If we 
can never break out of the circle of sense­
data, how can we know what properties the 
external objects possess, indeed, how can we 
even know that there are such objects? 

However, Locke was also firmly convinced 
that he could rebut the objection that his 
theory leads to epistemological scepticism. 
He thought he could solve the problem by a 
causal inference, i.e. an inference from the 
effects - the sense-data - to their causes - the 
external physical objects. His thesis was that 
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a person P could justify his belief that he 
perceives a physical object x by an inference 
showing that x is causally responsible for 
certain sense-data which Pis directly perceiv­
ing. But can a causal inference bridge the 
logical gap between sense-data and external 
objects? Causal laws are not logical or ana­
lytical truths. It is impossible by means of a 
careful examination of one event alone to 
know a priori what the cause of this event is. 
On the basis of our immediate perception of 
sense-data alone, we have no deductive evi­
dence for the existence of external objects; 
the existence of sense-data does not logically 
entail the existence of physical objects. Causal 
laws are rather synthetic laws a posteriori. 
And thus it must be asked whether our sense­
data alone can provide us with non-deductive 
or inductive reasons sufficient to justify the 
belief that they are produced by physical 
objects. 

How do we usually establish causal re­
lations between two types of events E, and 
E2? The answer is that we must discover that 
each event of the type E 1 is followed by an 
event of the type £ 2• Such a constant correla­
tion between two types of events E1 and E2 
commonly warrants the claim that E1 is the 
cause of £ 2• The inductive principle we use in 
such cases presupposes that we are capable of 
directly perceiving each member of such a 
pair of correlated events independently of the 
other member of the pair. Let us formulate 
this inductive principle (IP) explicitly: In 
order to infer inductively from the existence 
and nature of E1 to the existence and nature 
of £ 2, or vice versa, it is necessary that we are 
at least sometimes capable of directly per­
ceiving both E 1 and £ 2• 

If we now try to apply IP to the pair of 
events whose members are, on the one hand, 
a sequence of certain sense-data and, on the 
other hand, the action of physical objects on 
our sense organs, it becomes obvious that the 
one member of the pair of events cannot be 
ascertained independently of the other mem­
ber. For according to representative realism 
it is impossible to know that a certain physical 
object is acting on our sense organs inde­
pendently of our direct perception of certain 
sense-data. Consequently, representative 
realism cannot rely on IP; for according to it a 
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constant correlation between the occurrence 
of certain sense-data and the existence of 
physical objects must be established for a 
causal inference from the former to the latter 
to be justified. This criticism is essentially the 
standard objection to representative realism: 
one which Berkeley and David Hume already 
formulated in their reactions to Locke's 
philosophical system. 

The Hypothetico-Deductive Variant of 
Representative Realism. The given criticism 
refutes representative realism only if the 
advocate of this theory must accept IP. Is our 
inductive practice really so restricted that any 
legitimate non-deductive inference must be 
based on an induction by enumeration. i.e. 
on a generalization from observed instances? 
Or is it perhaps a dogma that we can only 
know that £ 1 is the cause of £ 2 if we are 
capable of directly perceiving £ 1 as well as 
£2? Many examples of our inductive practice 
are guided by quite another method, the so­
called hypothetico-deductive method or in­
ference to the best explanation. According to 
this method. a hypothesis about unobserv­
able objects can be confirmed in virtue of its 
explanatory power with respect to certain 
observable states of affairs: and so. unlike 
ordinary causal inferences, does not require 
that the existence of the cause be discover­
able independently of the existence of its 
effect. The way now seems open to the 
upholder of representative realism to make 
use of the hypothetico-deductive method, 
and claim that the hypothesis of a world of 
external physical objects is the best explana­
tion of certain characteristics and regularities 
of our sense-data. 

The underlying thought. here. is that the 
relation between sentences about sense-data 
and sentences about ordinary physical ob­
jects can be assimilated to the relation be­
tween observation sentences and theoretical 
sentences on a certain traditional account of 
theories. according to which the relationship 
between a theory and its observation basis 
can be expressed by four kinds of sentences: 
theoretical sentences. correspondence rules, 
observation generalizations. and singular ob­
servation sentences. On this account. one is 
to explain why an observable object a, which 
has the property F. also has the property G. 
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by invoking the observation generalization 
(\/x)(Fx-Gx) which can be derived via 
correspondence rules from the theory. In 
order to test the explanatory power of the 
theory. however, at least some of the gen­
eralized observation sentences that are ex­
plained by the theory must be inductively 
confirmed independently of the theory. This 
is the crucial point. For if we transfer this 
explanatory model to the relation of the 
framework of sense-data to the framework of 
physical objects we must assume that there 
are sense-data generalizations which are in­
ductively confirmable independently of the 
"theory' of physical objects. The problem is 
that we have good reasons for believing that 
there are no such sense-data generalizations. 
The generalizations usually offered have the 
following form: if a person is in such and such 
objective conditions of perception, then. 
given the direct perception of a sense-datum 
S1• he can predict the direct perception of a 
sense-datum S2• However, this is not the kind 
of order within experience that the believer 
in independent sense-data generalizations 
needs, for he must show that the whole fabric 
of empirical knowledge. and hence also the 
physical and physiological conditions of a 
given perceptual situation. can be inferred 
from a set of premisses exclusively about 
sense-data. Sense-data generalizations tend 
to be impure; they do not seem to be 
formulable without help from the framework 
of physical objects and perceivers. True and 
open generalizations about the course of 
experience are dependent generalizations; 
that is, they depend upon our common-sense 
assumptions about ourselves. about our 
status as observers, about our sense organs, 
and about the specific physical conditions of a 
given perceptual situation that are embodied 
in the conceptual framework of physical 
objects in space and time. There simply 
seems to be no way to formulate the evidence 
for the 'theory· of physical objects. its data. in 
a manner that does not already somehow 
make use of this 'theory". And so there seem 
to be conclusive reasons against the hypo­
thetico-deductive variant of representative 
realism too. 

Phenomenalism. Ontological Phenomenal­
ism. Let us now turn our attention to 
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the traditional alternative to representative 
realism: ontological phenomenalism. In the 
history of philosophy Berkeley was doubtless 
its most illustrious champion. Berkeley was 
convinced that Locke's representative real­
ism leads to epistemological scepticism. His 
own answer to the problem of scepticism was 
strikingly simple. He believed he could solve 
it by an ontological reduction. If the root of 
scepticism is the distinction between physical 
objects and sense-data, then to undermine 
scepticism we need only identify physical 
objects with sense-data. 

The fundamental thesis of Berkeley's onto­
logical phenomenalism can be put as follows: 

OP: A physical object is identical with a 
complex of sense-data. 

Berkeley agrees with Locke that the only 
direct objects of perception are sense-data. 
But he does not accept the thesis that these 
sense-data represent and are caused by ex­
ternal objects. If a physical object is identical 
with a group of sense-data, then the relation 
between the perception of a certain set of 
sense-data and the perception of a physical 
object is not contingent, as in representative 
realism, but necessary. Our claims to per­
ceive physical objects can be justified deduct­
ively from premisses about sense-data. Thus 
the theory seems to have clear epistemolo­
gical advantages over representative realism. 
But the question arises whether these advant­
ages have not been purchased at too high a 
price, namely implausible ontological con­
sequences. 

One well-known objection is that onto­
logical phenomenalism implies that physical 
objects are not publicly or intersubjectively 
observable: if the only objects we can per­
ceive are our own private sense-data, then 
phenomenalism's commitment to physical 
objects being nothing but groups of sense­
data leads to the consequence that different 
persons can never perceive the same physical 
object. The only way that holds any promise 
for phenomenalism is to concede that the 
complex of sense-data which is identical with 
an object includes the sense-data of different 
perceivers. It could then be said that two 
persons Pi and P2 perceive the same physical 
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object x when and only when the sense-data 
which Pi perceives and the sense-data which 
P2 perceives belong to the group of sense­
data that is identical with x. But even this 
strategy is unsatisfactory, since it still implies 
that the elements out of which a physical 
object is composed, the sense-data, are not 
perceivable by different persons, and it is 
hardly believable that physical objects consist 
of such private elements. 

Another familiar objection to ontological 
phenomenalism is that it has the absurd 
consequence that physical objects exist dis­
continuously, that they constantly jump into 
and out of existence. Sense-data are short­
lived entities; they exist only when and as 
long as they are being perceived. Hence, 
since a physical object is nothing but a 
complex of sense-data, it follows that it 
ceases to exist when nobody perceives it, and 
begins to exist anew when somebody per­
ceives it again at a later time. But surely this is 
an extremely implausible result, for physical 
objects exist continuously while they are not 
being perceived by anybody. Berkeley anti­
cipated this objection and replied that the 
groups of sense-data that are identical with 
physical objects exist continuously even 
when not being perceived by a finite being 
because they are continuously being per­
ceived by an infinite being, namely God. 

It remained to John Stuart Mill (1806-73) 
in An Examination of Sir William Hamilton's 
Philosophy (London, 1865, Volume 1) - to 
present a version of ontological phenomenal­
ism that is independent of any assumptions 
about the existence of God. His essential 
innovation was the introduction of the con­
cept of a possible sense-datum. A possible 
sense-datum is simply a sense-datum that 
could be perceived under certain conditions 
of perception. Let us formulate Mill's version 
of ontological phenomenalism: 

OP': A physical object is identical with 
a complex of actual and possible 
sense-data. 

The possible sense-data take over the func­
tion of Berkeley's deus ex machina as guar­
antors of the existence of unperceived objects. 
For even if no actual sense-data of a given 
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physical object exist at this moment-because 
nobody is perceiving it - we can still say, 
according to Mill, that if anybody were to 
look at it, he would perceive sense-data 
belonging to it. But a physical object, during 
intervals of time when nobody is perceiving 
it, consists of possible sense-data and nothing 
else. And these possible sense-data clearly 
dominate the actual sense-data in Mill's 
theory of the material world, for at any given 
time only a relatively small part of the 
material world is being perceived. The un­
inhabited regions of the Earth's surface, 
subterranean matter, and distant stars consist 
of merely possible sense-data that may never 
become actual because it may be that nobody 
ever actually perceives them. Mill's theory 
thus seems to deprive physical objects of their 
categorical status and to concede to them a 
merely hypothetical status as unfulfilled pos­
sibilities. But, since merely possible existence 
is a mode of non-existence, this theory em­
bodies an absurd conception of physical 
reality. It implies, amongst other things, that 
an existent physical object can consist of non­
existent components and that whenever a 
certain event is being perceived, without its 
cause also being perceived, a mere possibility 
gives rise to an actual effect. 

ls there another way for phenomenalism to 
close the gaps between actual sense-data? In 
his paper "The Relation of Sense-Data to 
Physics" (in Mysticism and Logic, New York, 
1914), the early Bertrand Russell made an 
unorthodox proposal. The problem of the 
continuous existence of physical objects be­
comes solvable. he claimed, if it is granted 
that sense-data continue to exist even when 
we are no longer perceiving them. They are 
then called ·sensibilia'. the term 'sense-data' 
being reserved for those sensibilia that are 
presently being perceived. Let us express 
Russell's position in a single thesis as well. 

OP": A physical object is identical with a 
complex of sensibilia. Some of these 
sensibilia are perceived from time to 
time and are then called 'sense-data'. 

But how can it be known that sense-data 
continue to exist as unperceived sensibilia? 
Surely not on the basis of sensory perception, 
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for it is logically impossible to perceive that 
anything continues to exist unperceived. 
Russell conceded that they are hypothetical 
entities. They are postulated to reconcile the 
discontinuity of sensory experience with the 
continuous existence of the physical world. 
But as hypothetical entities sensibilia are at 
least as obscure as the strictly unperceivable 
external objects of representative realism, 
and indeed they introduce the very problems 
which they were intended to avoid. 

Analytical Phenomenalism. With his The 
Foundations of Empirical Knowledge 
(London, 1940), A. J. Ayer initiated a new 
phase of the phenomenalistic movement: 
analytical phenomenalism. Its main differ­
ence from ontological phenomenalism lies in 
its linguistic orientation. The introduction of 
the concept of a sense-datum, Ayer urges, 
does not involve the introduction of a special 
kind of object; rather it involves merely a new 
terminology that helps the epistemologist to 
identify in a metaphysically neutral way the 
common descriptive core in veridical percep­
tions and phenomenologically indistinguish­
able sensory experiences under non-standard 
conditions. Accordingly, physical objects do 
not literally consist of sense-data, but are 
logical constructions of them; that is, sen­
tences which refer to physical objects could 
also be expressed by or reduced to sentences 
which referred exclusively to sense-data. 

In the wake of Ayer's discussion, the claim 
that sentences about physical objects can be 
reduced to sentences about sense-data came 
to be understood as the claim that the 
relationship between these two classes of 
sentences is a relationship of logical equival­
ence, i.e., that a certain set of sentences 
about sense-data entails a sentence about a 
physical object, and vice versa that a given 
sentence about a physical object entails a set 
of sentences about sense-data. It is obvious 
that one can falsify a logical equivalence by 
falsifying either one or both of its constituent 
entailments. But the epistemologically essen­
tial entailment for one who wishes to refute 
the sceptic is the entailment from sets of 
sentences about sense-data to sentences 
about physical objects. Let us examine this 
entailment, taking the following sentence as 
our analysandum: 
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(A) This is a red rose. 

Let us now propose the following plausible 
phenomenalistic analysans: 

(B) If a normal perceiver were to perceive 
a sense-datum here and now, he 
would perceive a sense-datum of a red 
rose. 

Does (B) entail (A)? A simple logical strat­
egy for showing that one sentence does not 
entail another is to find a third sentence 
consistent with the first, and which, in con­
junction with the first, does not entail the 
second. Hence, to reject the proposed ana­
lysis, we must find a third sentence (C), which 
is consistent with (B), and which, when 
conjoined with (B), does not entail (A). An 
example of such a sentence is the following: 

(C) This is a perfect imitation of a red 
rose. 

(B) and (C) do not entail (A), and so (B) does 
not entail (A). And, however one may try to 
improve (B), there is simply no possibility of 
avoiding counterexamples of the given sort. 
Logical possibilities are difficult to exclude; 
for example, Descartes's evil demon might 
systematically deceive us, and cause sense­
data of red roses in us, although there are no 
red roses here or anywhere else. 

Direct Realism. Once a version of the 
sense-data theory is accepted, only two philo­
sophical theories of perception remain, 
representative realism and phenomenalism. 
The failure of these two theories therefore 
led philosophers to abandon sense-data 
theories and their central assumption that the 
only objects we immediately perceive are 
sense-data. Many philosophers. such as 
Thomas Reid already in the 18th century, and 
R. M. Chisholm. D. M. Armstrong, and G. 
Pitcher in more recent times. began to claim 
that direct realism is the most plausible 
theory of perception from an epistemological 
and metaphysical point of view. We charac­
terized direct realism initially as the view that 
the direct objects of perception are physical 
objects. This position can best be understood 
by contrasting it to representative realism, 
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for it maintains what the latter theory denies. 
The direct realist denies that in perceiving a 
physical object x one is immediately aware of 
a non-physical object y that mediates the 
perception of x. Instead, perception is a 
direct awareness of physical objects, i.e. their 
existence and nature are not inferred on 
the basis of a direct apprehension of sense­
data. 

Of course, direct realism need not deny 
that in certain perceptual situations we may 
acquire inferential knowledge about the 
physical world. For example, we can infer 
that a pullover is blue, because it looks green 
under electric light. But what direct realists 
will insist on, is that we do not always draw 
such inferences when we believe we are 
perceiving physical objects, but that, on 
the contrary, we mostly acquire perceptual 
knowledge about physical reality non­
inferentially. Direct realism therefore pre­
sents itself as a refutation of that kind of 
epistemological scepticism whose point of 
departure is the thesis that the only direct 
objects of consciousness, when we perceive, 
are sense-data. 

The Argument from Perceptual Relativity 
Reconsidered. But direct realism still owes us 
an answer to the argument from perceptual 
relativity. Its first premiss- that under certain 
non-standard conditions things look different 
from the way they really are-is, even for the 
direct realist, uncontroversial. The second 
premiss is: 

2. The properties directly perceived 
under these conditions are properties 
of something. 

2. is phenomenologically very plausible. Is it 
not obvious that, if under electric light a blue 
skirt looks green to me, something green is 
immediately before my consciousness? And, 
over and above my direct awareness of an 
instance of greenness, is it not the best 
explanation of how I know that the skirt looks 
green and not, for example, red or brown or 
white, that I directly perceive something 
green? But in spite of its phenomenological 
plausibility, 2. is the crux of the argument. 
For. in order to get from 1. to 2. something 
like the following principle (P) is needed. 
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If something x looks F to a person, but is 
not really F, then somethingelse,y, which 
is different from x, really is F, and is being 
directly perceived by that person. 

(P) is a tacit, but crucial premiss of the 
argument. (P), once identified, is hardly 
plausible. If a person looks dead to me, but is 
not really dead, does it follow that something 
else, a sense-datum, really is dead? Or, if an 
animal looks like a unicorn, but is not a 
unicorn, does it follow that something else 
really is a unicorn? The list of such absurdities 
could be lengthened at will. (P) must be 
rejected. Hence, the passage from I. to 2. is 
illegitimate, and the argument from percep­
tual relativity fails. What a direct realist will 
say, regarding our original example, is that if 
a straight oar with one end in water looks 
bent, then the only object we perceive is the 
oar, which under such special conditions 
simply looks bent. We see no object which 
really is bent. 

Many philosophers thought they could 
leave it at that. They saw no need for a 
positive philosophical theory about the 
nature of sensory experience. Indeed, after 
the failure of the sense-data theory, they tried 
to avoid talking about sensory experience 
altogether. But unsatisfactory theories about 
the phenomena must not lead us to ignore the 
phenomena themselves. 

Though the argument from perceptual 
relativity does not succeed in proving what it 
was intended to prove, it does succeed in so 
far as it attempts to identify sensory experi­
ences and their phenomenological content by 
appealing to cases of perception under un­
usual conditions. Another, perhaps even 
more effective way of accomplishing this, is 
by appealing to hallucinations. When a 
person hallucinates, he may have sensory 
experiences which are phenomenologically 
indistinguishable from veridical perceptual 
experiences, although there is no physical 
object which is perceived by him. So in such 
cases, the phenomenological core of experi­
ence must be identified independently of any 
reference to physical objects, and this inval­
idates the direct realists' thesis that all the 
various kinds of sensory experiences involve 
some physical object's looking or appearing 
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to us in a certain way. But how then are the 
various kinds of sensory experiences and 
their characteristic uniformity and homo­
geneity to be positively specified? 

The Adverbial Analysis of Sensory Experi­
ence. The so-called adverbial analysis of 
experience, anticipated by Thomas Reid and 
developed by C. J. Ducasse, R. M. Chisholm, 
W. Sellars, and J. Cornman, is best under­
stood as a rival to the classical sense-data 
theory. According to the adverbial analysis, 
having a sensory experience is not to be 
equated with a direct awareness of a special 
non-physical object, but rather with being in 
a mental state of a certain kind, a mental state 
of sensing in a certain way. The adverbial 
theory utilizes the fact that sense-data are 
conceived as entities which exist when and 
only when they are being perceived in order 
to paraphrase sentences which seem to refer 
to such phenomenal objects as sentences 
about the specific manner in which a certain 
person senses. The adverbial theory relies on 
the familiar point that grammatical form and 
logical form need not coincide, and holds that 
the correct analysis of: 

(A) P has a sense-datum of a red square 

is not a relational analysis along the lines of: 

(B) (3x) (3y) (x is the person P, and y is 
a red and square sense-datum, and x 
has y) 

but rather a non-relational analysis of the 
form: 

( C) (3x) (x is the person P, and x senses 
a-red-square-ly ). 

An expression such as 'a-red-square-ly' 
functions as an adverb and characterizes the 
specific manner in which a person senses. 
When a person senses a-red-square-ly, he is 
in a sensory state of a certain kind, a kind that 
in normal perceivers and under normal con­
ditions is produced by their perceiving red 
and square physical objects, but a kind that 
may, under non-standard conditions, be pro­
duced also by different causal antecedents. 
Thus, the main advantage of the adverbial 
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theory is that it can cope with cases of 
perceptual relativity and with hallucinations, 
and so can explain the uniformity and homo­
geneity of all kinds of sensory experience. 
According to the adverbial analysis, what 
should be said about the example of a blue 
skirt's looking green to P under electric light, 
is that P senses greenly with respect to the 
blue skirt. And what should be said about 
Macbeth who has a hallucinatory experience 
of a dagger is that Macbeth senses a-dagger­
ly. When a person senses a-dagger-ly he is not 
necessarily in a state caused by a dagger 
stimulating his visual receptors, but he is in a 
state of a certain kind, one which under 
normal conditions is indeed caused by a real 
physical dagger, but which also, when a 
person hallucinates, is produced by quite 
another causal chain. The adverbial sensing 
terminology thus casts light on the fact that to 
have a hallucination of a dagger is not to be 
related to a peculiar phenomenal object, but 
to be in a non-relational subjective state; it is 
not to sense an object, but to sense in a 
particular objectless way. 
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RICHARD SCHANTZ 

Persons 

There is little agreement about what persons 
are. This situation may reflect conceptual 
confusion or indeterminacy, or it may reveal 
that there is still scope for developing a 
satisfactory account of the person. The term 
'person' has a history of special use in legal 
and theological contexts. Apart from these, 
the term is often synonymous with 'human 
being'. The history of thought about persons 
is thus linked to changing legal, social, and 
theological trends as well as to more general 
reflection on the nature of the human sub­
ject, the 'I' that thinks, feels, reflects on itself 
and its doings, and carries responsibility for 
its previous actions. 

Some of the puzzles in this area can be 
traced back deep into the history of philo­
sophy, while others - like those concerning 
personal identity - have only surfaced since 
the Renaissance. The problem of personal 
identity resolves into two different questions, 
one concerning the unity of the self at a time, 
and the other dealing with unity through 
time. In tackling the latter issue, theorists are 
divided in the weight they give to psycho­
logical conditions, such as memory, and to 
physical conditions for unity (e.g. sameness 
of brain or body). 

Persons as Centres of Consciousness. 
Cartesian dualism encapsulates a tradition of 
regarding the human subject as essentially a 
conscious being, where the conscious­
ness in question is of a special, reflexive kind. 
Although Boethius and the medievals articu­
lated such a conception, it was John Locke 
and the other 17th-century writers who 
brought to prominence the reflexive nature 
of human thinking. As Locke writes, 

it is by the consciousness it has of its present 
thoughts and actions that it is self to self now, and 
so will be the same self as far as the same 
consciousness can extend to actions past or to 
come (Essay, 2nd ed., 1694, Book II, Chapter27). 
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Locke, like Leibniz, reflects the emerging 
liberal conception of the individual. as the 
focus not only of special states of mind, but 
also the carrier of merit and blame and the 
holder of rights. According to Locke. amne­
sia destroys moral responsibility by destroy­
ing the continuity of reflexive consciousness. 
Moreover, he maintained that a single centre 
of consciousness could persist through a 
change of bodies, as in his famous fantasy 
where the soul of a prince is imagined to 
'enter and inform' the body of a cobbler. 
Locke's view need not imply the possibility of 
disembodied existence, but in the 17th and 
18th centuries it was generally supposed that 
persons are non-physical items normally 
embodied in human form. 

This tendency in theorizing about persons 
to prescind from both the physical facts of 
bodily existence and also the social location 
of human beings in their communities gave a 
special status to the individual, whether as an 
autonomous self-chooser and self-creator (in 
the philosophy of Kant) or as the possessor of 
a web of complex desires (in the 19th-century 
utilitarian and liberal theories of Jeremy 
Bentham (1748--1832) and John Stuart Mill 
(1806-73)). It can be argued that the emer­
gence of a peculiarly European, liberal con­
ception of the self as one centre of values 
surrounded by other, equally valuable selves, 
was abetted by Rene Descartes's dualist 
separation of the mental from the physical. 

A version of Locke's view survives cur­
rently in the work of writers like David 
Wiggins and Derek Parfit. Their accounts 
emphasize the importance of memory and 
other high-level features (involving self­
consciousness) to the unity of the person. 
Such accounts run the risk of placing im­
plausibly stringent demands on personal 
unity. Amnesics and other psychologically 
impaired subjects are ruled out from the class 
of persons. Bernard Williams has, by con­
trast, argued that we must recognize the 
'deeply body-based' situation of persons. 

In raising radical doubts about the continu­
ity of a single self across the typical human 
lifespan, Parfit has prompted serious moral 
questions (about, for example, the limits of 
our accountability and responsibility). David 
Hume, a much earlier source of scepticism 

PERSONS 

about the unity of our lives, suggested 
famously that since we can obtain no endur­
ing impression of the self. persons are no 
more than 'bundles' of perceptions. The 
source of unity for such bundles, whether at a 
given time or through time. remains, on 
Hume's account, entirely mysterious. 

Moral Standing. Lockean and neo­
Lockean accounts mesh well with the per­
spective on persons as items of unconditional 
moral worth. A central statement of such a 
perspective is found in Kant, who portrays 
the human self as autonomous, the possessor 
of rights, and the paradigm of a being which 
has interests of the sort that can be rep­
resented in legal proceedings and moral 
deliberations. The special moral status of 
persons in Kant's critical philosophy involves 
prohibiting their use solely as the means to 
the ends of other agents, and also represents 
them as beings who voluntarily place them­
selves under the restraint of the moral law. 

The Kantian conception of the self is 
important for understanding subsequent 
European, and American, thought on human 
rights, and the emergence of recent theories 
on the nature of the social contract drawing 
on the tradition of Locke, Jean-Jacques 
Rousseau (1712-78), and Kant (see, e.g., 
Rawls 1972). The transcendental and idealist 
elements in the Kantian perspective gave rise 
to a separate tradition culminating in Hegel's 
absolute idealism in which finite persons are 
supposed to be absorbed into something (the 
absolute) which transcends individuals. By 
contrast, personalists draw upon the idealism 
found in George Berkeley to maintain that 
persons, or elements in their experiences, are 
the only things that are real. 

The reflexive consciousness and rationality 
of persons provides one way of grounding the 
claims that persons are unique and unrepeat­
able. But other conceptions of the person 
seem to require less by way of underpinning 
by a dualist metaphysic. For example, Marx­
ists maintain that persons are items located in 
history, whose nature is to engage in creative 
transformation of the world by their labour. 
Although this view regards persons as to an 
extent the product of historical and social 
forces, it may still motivate a special moral 
concern for them, and also a concern for the 
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social forces that are involved in self­
creation. 

Jean-Paul Sartre's (1905--80) existentialism, 
by contrast, focuses on the ability of agents to 
choose their own projects, and has emphas­
ized the failure of many people to exploit the 
potential for freedom that they possess. Few 
philosophers have noted that, in addition to 
the impact of external forces and social 
location, the project of self-creation can be 
regarded as having both a deliberate and an 
accidental aspect (but see Glover 1988). 
Freudian psychoanalysis adds a layer of 
largely hidden, but causally significant, in­
fluences on the subject's actions. In the work 
of J. Lacan, tensions within the self are 
related to the individual's participation in 
larger symbolic structures such as language 
and kin relations. 

Problems of the Self. No theorist in the 
recent analytic tradition has argued convin­
cingly that wherever we find a living human 
body we will also find a person. Although 
there is wide recognition that persons are 
both subjects with physical and psychological 
features and also the focus of agency, there is 
still disagreement over the relative merits of 
body- and memory-based accounts of unity. 

The dominant metaphysical traditions are 
of little help in clarifying a further, puzzling 
issue. Persons may be viewed (in the liberal 
tradition) as unique possessors of inherent 
values which they transmit, so to speak, to 
those activities in which they engage. On the 
other hand, they may be viewed as knots in a 
web of social, cultural, and even ecological 
relations, inheriting such value as they pos­
sess from the surrounding context. Without 
some rapprochement between these different 
perspectives, it is hard to see how any de­
lineation of the concept of a person can do 
justice to the multiplicity of views we hold 
about ourselves. 

FURTIIER READING 

Glover, J., 1988, /: The Philosophy and Psychology 
of Personal Identity, London: Allen Lane. 

Lacan, J., 1977, The Four Fundamental Concepts 
of Psychoanalysis, trans. A. Sheridan, London: 
Hogarth Press. 

Parfit, D .. 1984, Reasons and Persons, Oxford: 
Clarendon Press. 

694 

Rawls, J., 1972, A Theory of Justice, Oxford: 
Oxford: University Press. 

Williams, B., 1973, Problems of the Self, 
Cambridge: Cambridge University Press. 

ANDREW A. BRENNAN 

Peter Abelard 
Peter Abelard, who in the first half of the 12th 
century was the most celebrated teacher of 
logic and theology in Western Europe, was 
born in 1079 of a minor noble family at Le 
Pallet near Nantes in Brittany. His first 
teacher (c. 1094) was the notorious Roscelin 
(c. 1045-1120), famous for his view that the 
subject matter of logic was vocal utterances 
(voces) and that in particular all universals 
are mere vocal utterances, and for his alleged 
'tri-theism', the heresy he was led to by his 
treatment of the Trinity. The positions 
Abelard later took on both universals and the 
Trinity were probably much influenced by the 
ideas of his first teacher, although under­
standably Abelard himself never acknow­
ledged such a debt to a condemned heretic. 

Early in the 12th century Abelard moved 
to Paris and studied logic and theology there 
under William of Champeaux (c. 1070-1120). 
The relationship was stormy and ended with 
Abelard forcing William to withdraw from 
his realist theory of universals. In 1104 
Abelard set up his own school at Melun. A 
few years later he was back in Paris at Mont 
Ste. Genevieve as a very popular teacher 
attracting students away from his old master 
William. 

Realizing that he needed further training in 
theology if he was to teach in that area as well 
as in logic, Abelard took up studies with 
Anselm of Laon, but again he soon found 
himself competing with his teacher as much 
as learning from him. By 1116 he was back at 
Mont Ste. Genevieve. 

It was at this point in his career (1118) that 
Abelard met Heloise and their celebrated 
love affair ensued. After the birth of a son 
they married secretly, but Heloise's uncle 
and guardian let the news out, and Abelard 
felt impelled to place Heloise in a convent. 
The uncle was so enraged at what he per­
ceived to be Abelard's desertion of his niece 
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that he hired thugs who proceeded to castrate 
her famous husband. Heloise went on to 
become a nun and have a significant career of 
her own in the Church. Abelard retired for a 
while to the abbey of St. Denis, but it was not 
long before he was teaching again and attract­
ing pupils from all over Europe. 

Abelard, whose belligerent personality 
had earned him enemies in high ecclesiastical 
places, now found his views on the Trinity 
under attack, and eventually they were con­
demned by a council in Soissons in 1121. Our 
scholar fled to the countryside, but his 
students followed and soon he was teaching 
again in buildings he and his students erected 
near Quincey. Later (1125) he was made an 
abbot of a monastery in Brittany, but this was 
a disaster. The depraved monks there were 
not willing to accept Abelard's discipline, and 
he was forced to flee (c. 1131). 

Toward the end of his life Abelard once 
again taught on Mont Ste. Genevieve and 
again found himself the object of ecclesiast­
ical displeasure, especially with his Trinitarian 
views, this time from no less a figure than the 
formidable Bernard of Clairvaux (c. 1090-
1153). After some of these doctrines were 
condemned by the Council of Sens in 1142, 
Abelard intended to make a personal appeal 
to the Pope, but ill health intervened and 
Abelard had to rely on Peter the Venerable 
to arrange a reconciliation between himself 
and Bernard. Abelard died shortly after­
wards on 21 April 1142. 

Abelard's ontological and metaphysical 
doctrines can be found scattered through his 
logical and theological works. There is con­
siderable uncertainty as to the dates of many 
of these and the problem is exacerbated by 
Abelard's having revised some of them ex­
tensively quite a while after they were first 
produced. In logic his two main works are his 
Dialectica and his Logica ingredientibus. The 
former contains a subtle discussion of the 
ontological status of dicta, i.e. the primary 
bearers of truth and falsity (de Rijk 1970, pp. 
154-60); the latter also discusses dicta (Geyer 
1919--27, pp. 365-70), as well as providing 
Abelard's most extensive discussion of uni­
versals, in which he attacks various forms of 
realism and defends the 'nominalist' view 
that universals are vocal utterances (Geyer 
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1919--27, pp. 8--32). Another logic, the 
Logica 'Nostrorum petitioni sociorum' has a 
significantly different view on universals 
(Geyer 1919--27, pp. 522-33). The function of 
the verb 'to be' used as a copula is treated in 
both the Dialectica (de Rijk 1970, pp. 130-2) 
and the Logica ingredientibus (Geyer 1919--
27, pp. 339--40, 362). 

In theology Abelard's most important 
work so far as ontology is concerned is his 
Theo/ogia Christiana, which contains an ex­
tended discussion of sameness and diversity 
(Buytaert 1969, pp. 219--318) in the context 
of defending the dogma of the Trinity. We 
also find a statement of Abelard's view that 
status, i.e. the properties signified by predic­
ates, are not things, neither substances nor 
forms (Buytaert 1969, pp. 25Cr7, 342-4), and 
an interesting remark on existence state­
ments having abstract nouns as subjects 
(Buytaert 1969, pp. 343-4). 

In ontology Abelard's most original views 
concern status and dicta, on the one hand, 
and identity and diversity on the other. With 
regard to the former, his somewhat para­
doxical view is that they are objective even 
though they are no sort of thing. In general, 
Abelard assumes an ontology of two basic 
sorts of things: substances, and forms that 
exist only by inhering in substances. Status 
and dicta fall into neither of these classes. As 
for identity and diversity, he basically dis­
tinguishes 'identity in essence' from identity 
in property or definition. Identity of the first 
sort requires total coincidence of underlying 
substance; identity of the second sort is 
stronger and requires sameness of defining 
property as well. 
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Peter Aureoli 
Peter Aureoli, 0. F. M. (probably born in 
Cahors 1275/80 and died in Aix 1322) lec­
tured on the Sentences - the theological 
handbook compiled about 1158 by Peter 
Lombard (c. 1100-1164) - between 1312 
and 1318 at Bologna, Toulouse, and Paris. 
Together with Durandus of Saint-Pourc,ain 
(c. 1275--1334), he made an important contri­
bution to the development of the notion of 
esse apparens or apparent being, as opposed 
to esse rea/e or real being. 

Starting from a description of eight in­
stances of aberrant perception, such as seeing 
a stick that is partly submerged in water as 
bent, double vision, and having after-images, 
he concludes that these experiences can be 
explained only by the hypothesis that what is 
seen has merely apparent being. Moreover, 
he is of the opinion that this production of 
apparent being is not restricted to erroneous 
vision, but occurs also in veridical forms of 
sense-perception and in intellectual concep­
tion. According to him, an act of conceiving is 
an operation of the intellect that makes 
something appear to the mind. It is logically 
necessary that to this activity of thinking 
there corresponds something that is thought. 
Just as someone cannot be a father without 
having a child, so one cannot think without 
thinking something in which the act termin­
ates as in an internal object. 

The formative act of conceiving has an 
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immanent product whose being can be 
characterized as an appearing to the mind, 
or, as Peter also puts it, as a mode of being 
that consists in esse conceptum, intentiona/e, 
or obiectivum. Such a mode of being is typical 
of that which is passively thought of in an 
intellectual conception and is thus presented 
to the mind. A thing thought of is a conceptus 
obiectivus in so far as it is put before the mind 
and so has a special, intentional mode of 
being. This is a weak form of existence in as 
much as one cannot infer from it that the 
thing in question exists really and independ­
ently of the mental act whose termination it 
is. 

The various expressions Aureoli uses for 
this special kind of existence ( also esse cog­
nitum, esse conspicuum, esse intellectum) 
have in common that they indicate a form of 
being which is contrasted with the real exist­
ence of the act of thinking and of things in 
the world outside the mind. An act of con­
ceiving is deceptive or false if the thing 
conceived of has only this weak form of 
being, that is, if nothing corresponds to it in 
the world of real existents. On the other 
hand, the act is veridical or true if the thing as 
it is conceived of and put before the mind is 
identical to the thing as it really exists in the 
outside world. In the case of correct concep­
tions the object of the act of conceiving is one 
and the same thing having two different but 
concordant modes of being: the way it is 
conceived of and appears to the mind agrees 
with the way in which it really exists in the 
extramental world. One of the reasons why 
Aureoli feels entitled to posit passive objects 
having apparent being is the fact that there is 
a plurality of active conceptions by which one 
and the same thing may be put before the 
mind. If the diversity of active conceptions 
has a correlate on the part of the object, this 
corresponding diversity cannot reside in the 
thing as such, since that remains one and the 
same, but must be ascribed to the thing asitis 
conceived of and appears to the mind. 

Peter Aureoli's elaboration of the notion 
of apparent being has been very influential in 
establishing the distinction between the kind 
of real existence that belongs to the cognitive 
act as such and to the intended things in the 
extramental world and. on the other hand, 
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the form of being that consists precisely in 
being the immanent object of an act of 
thinking. 
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Pfander, Alexander 

Alexander Pfander was born in lserlohn in 
1870. From 1891 he studied in Munich, where 
he was to remain for the rest of his life. He 
was a leading figure among the students of 
Theodor Lipps, under whom he took his 
habilitation with his work The Phenomenology 
of Willing (1900; 3rd edition, Munich, 1963). 
In this work - as he was later to claim - he 
developed a phenomenology independently 
of Edmund Husserl. Only after Husserl's visit 
to Munich in 1904 and under the impulse 
of Johannes Daubert, did Pfander study 
Husserl's Logical Investigations, and in fact 
Pfander became, next to Husserl, the first 
professor to teach phenomenology at a 
German university. Pfander died in 1941. 

Pfander's interest centres around psycho­
logy. The facts of psychic life are, he holds, 
obvious to everybody. Hence psychology 
must not seek to discover what is new and 
unheard-of. Rather, it has faithfully to 
describe what is given, in part by constantly 
referring to the psychological insights con­
tained in ordinary language. Psychic life is a 
temporal flux united by a numerically ident­
ical ego. Yet one may more or less adequately 
distinguish between three sorts of conscious-
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ness: consciousness of objects; feelings; and 
strivings. 

The fundamental type of object-directed 
consciousness is sensation, i.e. the subject's 
relation to the world of material objects. 
Sensation is to this extent restricted in its 
objects. The realm of what Pfander calls 
presentations (Vorstellungen), in contrast, is 
unlimited; the latter includes all kinds of 
imagination. Presentations refer to objects 
that are absent, yet they are distinct from 
memories, since memory imputes to its 
objects strict temporal links to what is cur­
rently given in sensation. Perception is a 
complex consisting of sensations and pre­
sentations of various types: one always per­
ceives more than one sees. 

Striving (Streben) in the general sense of 
the term is always bound up with a presenta­
tion of the object striven for. Objects of 
striving are marked by acts of attention which 
throw them into relief with regard to other 
presented contents. In addition they are 
presented as the goal of spontaneous feelings 
of sympathy. That specific type of striving 
which we call willing is usually expressed in 
practical sentences (having a characteristic 
logical structure) of the type 'I want P'; these 
are not reducible to general theoretical asser­
tions of the type • S wants P'. Willing pre­
supposes further the conviction of being able 
to realize by one's own means what one 
strives for, i.e. it extends not only to the goal 
of willing, but also to the conditions of its 
realization. And it presupposes finally that at 
least the first member of this realization is 
presented as pertaining to the sphere of one's 
free activities. 
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Phenomenology 

The term 'phenomenology' (from the Greek 
<pc:n v6µevov = appearance) originated in the 
early 18th century. Its use was, however, 
foreshadowed in the 16th and 17th centuries 
when the scepticism of Sextus Empiricus 
(c. 150-c. 225) and Aratos's (3rd century BC) 

astronomical, descriptive poem Phai11omena 
(c. 270 BC) became popular. Phenomenolo­
gical method in fact began with the remark of 
Copernicus's pupil Georg J. Rhetikus (1514-
74) to the effect "that astronomy be free of 
hypotheses, I shall be satisfied with only 
observations" (K. H. Burmeister, Georg 
Joachim Rhetikus 1514-74, Wiesbaden, 
1967f.). 

Francis Bacon (1561-1626) planned as part 
of his 111sta11ratio magna a 'Phaenomena 
Universi', which was meant to be a compre­
hensive inventory and strictly unbiased de­
scription of all phenomena, both physical and 
psychical. Pierre Gassendi, too, following 
both Sextus Empiricus and Bacon, proposed 
in 1641 a science, "which I like to call toon 
phainome11011, or historical" (Opera omnia, 
VI). This proposal actually implies that 
phenomenology is the only possible scientific 
project, since for Gassendi real, 'intimate' 
knowledge of the world is reserved to God as 
its creator. 

A third predecessor of phenomenological 
method was Sir Isaac Newton. As appears 
from the 'Scholium Generate' and the 
'Regu/ae phi/osopha11di' in his Principia the 
later Newton abhorred hypotheses. Only the 
immediately observable phenomena can 
found 'experimental philosophy' and all con­
clusions founded on ·occult qualities', on a 
reality beyond immediate observation, are 
speculation or hypothesis. 

18th Century. Although Johann Heinrich 
Lambert (1728-77) is normally credited with 
having introduced the term 'phenomenology' 
into Western thought, it was in fact applied 
much earlier by the Swabian Pietist theo­
sophist Christoph Friedrich Oetinger ( I 702-
82). In an unpublished diary of I 736, princi­
pally on the criteria and warrants for certain 
knowledge, he uses the term 'phenomenology' 
for the very first time, defining it as a "divine 
science of relations", i.e. of relations be-
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tween the things on the surface of the visible 
world, not between things and their hidden 
causes. He hereby rejects Leibniz's geomet­
rical method, but accepts his calculus situs, 
which aims at calculating the relative position 
or situation of unknown objects, starting 
from given situations of points, lines, and 
objects: 'Calculus situs est pha[i/nomeno/ogia', 
Oetinger writes. In his Phi/osophie der A/ten 
(1762) Oetinger agrees with Gassendi in 
asserting that phenomenologists "should 
content themselves with knowing pheno­
menologically the proximate causes by the 
most distinct signs, the rest they should leave 
to heaven". Human knowledge is nothing but 
"a knowledge of appearance (Schein), a 
phenomenological" knowledge (Sweden­
borgs und anderer irdische und himm/ische 
Phi/osophie, 1765). In Oetinger's eyes Hippo­
crates (c. 460-c. 377 BC), Jakob Boehme 
(1575-1624), Newton, and the Italian 
physician George Baglivi (1668-1707) were 
phenomenologists in this sense. 

'Appearance' or 'apparent truth' is the 
heart of Lambert's phenomenology, which 
he defines as "theory of appearance" or 
"transcendent optics and ( theory of) per­
spective" (Neues Organon, 1764). It should 
give methods to reveal distorting factors in 
appearances and thus "penetrate the truth". 
In this sense Lambert distinguished sensorial, 
psychological, and moral 'appearance' and, 
separately, 'verisimilitude'. Phenomenology 
determines "what in every kind of appear­
ance is real and true", and thereby reveals 
"the particular causes and factors" producing 
and changing those appearances, "in order 
that one may conclude from appearance to 
the real and true" and vice versa. His ultimate 
objective was to make phenomenology a 
more adequate foundation for metaphysics. 

Possibly under Lambert's influence the 
term was then introduced into England in 
1797 by John Robison (1739-1805), who 
defined it in a Baconian way as purely 
descriptive "philosophic [natural) history", 
opposed to "aitiology" and illustrated by 
Newton's Optics. (See the article "Philo­
sophy", Encyclopaedia Britannica, 3rd 
edition.) 

Kant, certainly, was influenced by 
Lambert when he wrote to him in a letter of 
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1770 about a "phaenomologia genera/is". 
Two years later, in a letter to a mutual friend, 
he mentioned a "phenomology in general" 
as the first section of Part II of what later 
became the first Critique. Full use of the term 
was made in the last part of his Metaphysical 
Foundations of Natural Science ( 1786), where 
it is defined as determining matter's "motion 
and rest merely in relation to the way of 
representation, or modality, thus as pheno­
menon of the external senses". 

Among the early followers of Kant it was 
the Austrian Karl Leonhard Reinhold ( 1757-
1823) who took over the term as meaning 
"analysis of nature as such" (Beytriige zur 
leichtem Obersicht des Zustandes der Philo­
sophie, 1802). Jakob Friedrich Fries (1773-
1843), in Die mathematische Namrphilosophie 
(1822), used the term 'phenomenology' to 
designate a "theory of the phenomenon of 
movemems". Johann Gottlieb Fichte, in his 
Wissenschaftslehre of 1804, saw it as a "theory 
of phenomenon and appearance", and in his 
Si11enlehre (1812) spoke of a "phenomeno­
logy of the ego". 

Medicine. Phenomenology was probably 
introduced into medical pathology as early as 
1782 by the Kantian-Lambertian physician 
Markus Herz (1747-1803). In his Grtmdri{J 
al/er medicinischen Wissenschaften (1782), 
Herz defined it as "the natural history of the 
unnatural changes of the body" (p. 232), 
opposing it to aetiology, i.e. the knowledge 
of causes of disease. Christian Gottlieb Selle 
(1748-1800) followed him in his St11di11m 
physico-medicum (1787), degrading it to "in 
fact nothing else but the terminology of 
nosology [ = pathology)" and equating it with 
symptomatology. 

When medicine turned away from em­
piricism to apriorism in the period 1790-
1800, Kant's influence became more domin­
ant along with romantic ideas derived from 
F. W. J. Schelling (1775-1854). Thus Johann 
Christian Goldbeck (1775-1831), in his 
Grundlinien der Organischen Natur und 
Organischen Medicin (1806), adopted a phe­
nomenology as first part of his "organo­
graphy of man", while Robert K. Kiittner 
(1809-86). in his Medicinische Phaenomeno­
logie (2nd edition. 1842). defined it as a 
"medical theory of phenomenon resulting 
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from a larger whole of single observations 
and empirical judgements gathered from 
them". In this way empiricism in fact 
returned to medicine in the shape of pheno­
menology. 

Hegel and Hegelians. Hegel's novel use of 
the word (possibly inspired by Reinhold) in 
the title of his Phiinomenologie des Geistes 
(1807) reflects no well-defined concept, 
although it was characterized by him as 
"science of the experience of consciousness" 
and also as a "becoming-to-be of science as 
such or of knowledge". Phenomenology in 
this sense relates to the evolution from sen­
sual certainty to absolute knowledge in in­
dividual and general history. Hegel was thus 
the first to give phenomenology an evolu­
tionary historical dynamic sense (" Appear­
ance is the arising and passing away, that does 
not itself arise and pass away, but is 'in itself 
and constitutes the actuality and the move­
ment of the life of truth"). 

A major problem for the Hegelians was the 
exact relation of Hegel's phenomenology to 
his system and especially to its 'first' part, the 
Logik of 1812. Both left and right Hegelians 
gave phenomenology a prominent place in 
their thought. This occurred first of all in 
philosophical disciplines like logic: Karl 
Rosenkranz (1805-79); epistemology: Samuel 
Grubbe (1786-1853)- see his Fenomenologi 
el/er Om den sinliga Erfarenlteten; meta­
physics: Rudolf Hermann Lotze; and ethics: 
Eduard von Hartmann (1842-1906)-Phiino­
menologie des sittlichen Bewu{Jtseins, 1879. It 
also occurred in anthropology and psycho­
logy: e.g. Heinrich Moritz Chalybiius (1796-
1862) - Pltiinomenologische Bliiller, 1840, 
Jozef Kremer ( 1806-75) - Rys fenomenologii 
ducha, 1837; theology: e.g. Pierre Daniel 
Chantepie de la Saussaye (1848-1920); and 
politics: Pierre Joseph Proudhon (1809-65). 

Psychology and Physics. Hegel's influence 
in the humanities, along with the rise of neo­
Kantianism and its impact on physics, contrib­
uted to a widespread use of the term in these 
and other fields, especially between 1880 and 
1900: in the work of Franz Brentano and his 
pupils in psychology, of Wilhelm Wundt 
(1832-1920), and later of Ernst Mach and his 
pupils in both physics and psychology. 

In 1894 Mach pleaded for "a general phys-
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ical phenomenology, embracing all domains", 
opposing it to mechanical, i.e. metaphysical 
explanation in physics (Prillcipien der 
Wiirmelehre, 1896). He was shortly after 
followed in this by Paul Volkmann (1856-
1935), Ludwig Boltzmann (1844-1906), and 
Hans Kleinpeter. Mach's influence reached 
far into 20th-century physics, where pheno­
menology still plays a role in thermodynamics 
and in the theory of ferroelectricity. 

Brentano himself seldom used the term 
'phenomenology'. But it occurs in the title of 
his lectures 188S-9, where he equates 
descriptive psychology (as basis for genetic 
psychology) with descriptive phenomeno­
logy, defining the latter as "the analysing 
description of our phenomena, i.e. our im­
mediate empirical facts or the objects which 
we grasp in our perception" (Deskriptive 
Psyc/wlogie, 1982). A number of his pupils 
and adherents continued Brentano's prefer­
ence for phenomenological psychology, the 
most important among them being Alexander 
Pfander and Edmund Husserl. 

Pfander, in his Phii1w111enologie des 
Wol/ens (1900), saw phenomenology as 
"an elementary investigation for founding 
psychology", as a s11bjective method and as 
foundation for the explanation of phenomena 
of consciousness in terms of causal relations 
and laws. Here phenomenology is conceived 
as analysis. In Pfiinder's earlier writings, 
however, it is taken as the mere description of 
psychical phenomena. 

In the same year Husserl published the first 
volume of his logical Investigations. Here 
phenomenology is still "descriptive phenom­
enology of inner experience", i.e. descriptive 
psychology in Brentano's sense as basis for 
empirical psychology and epistemology. 

In a manuscript of spring 1899, Husserl, in 
a Pfiinderian sense, had written about the 
fundamental distinction "between the sub­
jective and objective, or to put it otherwise, 
phenomenological and objective way of con­
templation". Around 1902-3 Husserl aban­
doned his view and redefined phenomeno­
logy as relating to "the given in the strictest 
sense, the experience, as it is in itself' thus 
apart from the empirical subject. This notion 
anticipates his later idealistic view of pheno­
menology. 
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Phenomenon 

Phenomenon (Greek q,a:w6µEvov) = appear­
ance, from phainesthai (q,a:Cvtoita:t) = to 
show itself, to appear, from phainein ( q,a:CvEtv) 
= to show, to bring to light). 

Antiquity. The term probably comes from 
Greek astronomy, and more specifically from 
Cleostratos of Tenedos (c. 520 ec), who 
wrote a poem titled Phainomena or Astrolo­
gia. The first philosophical use was made by 
Anaxagoras (c. 500-c. 428n ec) in his famous 
reference to "the sight of the invisible things 
(offered by] the phenomena" (Diels, fr. 
59B21A). Primarily meant as an epistemo­
logical statement, it certainly had a methodo­
logical influence on early Greek medicine, 
notably on the Corpus Hippocraticum 
(c. 430 ec), where we read: "People do not 
know (how) to observe the invisible, starting 
from the visible" (On diet XI.I), referring to 
the inference from morbid symptoms to their 
cause(s). 

In the 4th century ec the formula 'saving 
the phenomena' - 'the organizing principle of 
modem science since Galilei' (Mittelstra~ 
1962, p. 2) - was introduced into Greek 
methodology, supposedly by Plato, who chal­
lenged the astronomers of his time to give a 
theory solving the astronomical problem of 
the apparently irregular planetary move-
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ments (Simplicius, Comm. De Caelo ll.12). 
Eudoxus of Cnidus (c. 408-353 BC) accepted 
the challenge and framed his astronomical 
system in his work Phainomena. 

In Plato the antithesis between phenom­
enon and truth, illusion and being, untrue 
appearance and true reality, plays an import­
ant role, as can be seen in his treatment of 
the art (e.g. at Rep. X 598b, Theaet. 157e-
158a). 'Phenomenon' had in general a neg­
ative ring for Plato (Rep. 596a). 

Aristotle opposed phenomenon to cause 
( aJtCa<) and conceived his scientific methodo­
logy along the lines of that of Hippocrates 
according to which the description of the 
phenomenon must precede explanation or 
aetiology (De part. anim. 639a7-9, cf. Pr. 
A11. 46a17-22). More important is his intro­
duction in e.g. De Caelo 270b4 of a second 
meaning of 'phenomenon' in addition to the 
traditional, objective meaning of 'natural 
appearance'. Here 'phenomenon' acquires a 
subjective meaning as 'endoxa' (evbol;a) 
('prevailing opinion' or 'belief). 

Around 300 BC the mathematician Euclid 
of Alexandria wrote his mathematical­
descriptive and axiomatical 'elements of 
astronomy', the Phai11omena, which had a 
great influence on both Greek and Arabic 
astronomy. 

Extremely influential was Aratos of Soloi's 
(c. 310-c. 239 BC) astronomical poem Pltai110-
mena (270 BC), inspired by Eudoxus's prosaic 
work and consisting of a description 
(E'xq,pa<OLs) of the then-known constellations. 
As it was intended as a practical agricultural 
and nautical guide, it does not try to give 
explanative theories, thus complying with 
Alexandrian methodology. Aratos's influ­
ence can be seen imer alia in the commen­
taries and translations by Geminos of 
Rhodos, Ovid, Hipparchos, Cicero, and 
Germanicus Caesar. 

Mainly following Hippocratism and Aris­
totle, Galen (c. 129/30--c. 199/200) introduced 
the concept of phenomenon into medicine. In 
his Institutio logica he makes a distinction 
between phenomena in sense perception 
(a'(oi'h]m,) and in mental representation 
(v6T]oL;). His pupil Theodorus Priscianus (c. 
400) called the first chapter of his pharma­
ceutical book Euporiston '"Faenomenon", 
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treating remedies against external diseases, 
while the second, "Logicus", belongs to 
'rational', i.e. logical-inductive medicine. 

Crucial in the history of the concept 'phe­
nomenon' are the skeptical works of the 
physician Sextus Empiricus (c. 150-c. 225), 
especially his survey of the doctrine of 
Pyrrho (c. 365-c. 270 BC), IluppC1lVELO<l 
uitoTIJltOJOELs, Sextus opposes phenomena 
to 'intelligibilia' (voouµEVa<) on the one side 
and to the Anaxagorean 'adela' (cxl>TJAa<) on 
the other. On the first pair phenomena are 
equal to 'sensibilia' or sense objects 
(aloi'h],&), opposing 'intelligibilia' or mental 
objects (vOTJ,&). As for the second combina­
tion, Sextus remarks that propositions about 
the cxl>T]Aa< are impossible, we have to sus­
pend our judgement (bcoxi')). 

Renaissance. During the Middle Ages Ara­
tos's work was well known in both Latin and 
Arabic translations; Sextus's work was only 
slightly known, but the concept of 'phenom­
enon' (mostly translated as 'apparentia' or 'ea 
quae vident11r') did not play a part of any 
importance. Things changed during the 
Renaissance, when in the 16th century both 
works were introduced into Western Europe 
through Latin and later also Greek editions. 
Their influence on European thought was 
overwhelming above all as concerns Michel 
de Montaigne (1533-92), Francisco Sanchez 
(c. 1550/1-1623) and later Pierre Gassendi, 
Marin Mersenne (1588--1648), and Rene 
Descartes, but also through the sciences, 
notably astronomy (Tycho Brahe, Johannes 
Kepler, Nicolas Copernicus). 

Georg J. Rhetikus (1514-74), a pupil of 
Copernicus, wrote a (lost) work Of the Phe­
nomena with the intention, "that astronomy 
be free of hypotheses, I shall be satisfied with 
only observations" (K. H. Burmeister, Georg 
Joachim Rltetik11s 1514-74, Wiesbaden 1967f). 
This turn from aetiological speculation was 
prompted by the failure of the Ptolemaic -
and in fact also Copernican - systems to 'save 
the phenomena'. 

17th century. Francis Bacon planned to 
compile a "Pltaenomena Universi, sive his­
toria nalllralis et experimentalis ad conden­
dam Pltilosopltiam" in the spirit of Rheti­
kus, i.e. an inventory of natural phenomena, 
both physical and mental, as part of his 
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unfinished lnstamratio Magna. This 'natural 
history' should be simple, undogmatic, 
unbiased, factual, complete, descriptive, in 
short, pertaining to the 'phaenomena ipsa' 
alone. But, unlike that of Rhetikus, Bacon's 
enterprise was ultimately meant as the basic 
material for the explanation of all phenomena 
according to his inductive method. 

Bacon was, together with the astronomy of 
his day, the source for the introduction of the 
term 'phenomenon' into 17th-century philo­
sophy. Rudolf Goclenius defined it in his 
lexicon as "in itself manifest to the senses. 
Appearing to a sense. And the opposite of 
reason and theoretical demonstration". 
Johannes Micraelius (1597-1658) defined it 
as 

appearances, which are not true and real, but seem 
to be so. In astronomy they are yet also called, 
anything which is observed in heaven and beneath 
it but above us. 

Both Descartes and Gassendi (and also Spi­
noza) used the term at first in its Aratian, 
astronomical sense, including meteorological 
phenomena like the rainbow and parhelia. 
Instead of explaining one single phenom­
enon, Descartes planned "to explain all phe­
nomena of nature, i.e. the entirety of phys­
ics" (Oeuvres, ed. Adam/Tannery, I, p. 70). 
In 1632 he wished that somebody would 
undertake 

to write the history of celestial appearances, 
according to Verulamius· method, and that he 
exactly describes for us, without assuming any 
reasons or hypotheses, the sky as it appears now 
(I. pp. 251-2). 

Descartes seems to have been thinking of 
executing Bacon's original project of a purely 
descriptive, unbiased Historia 11atura/is (cf. 
VIII, p. 81). 

The same goal was pursued by Gassendi, 
who, also explicitly referring to Bacon 
dreamed of a science, "which I like to call (the 
science] of phenomena or historical". At the 
same time however he believed it to be a 
science, "which I have to leave entirely to 
God who, being the architect of nature, is the 
only one able to have insight into his plan of 
work" (Opera omnia, VI, pp. 110-11). 
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During the 17th century the term 'phenom­
enon' gained a wider use in the natural 
sciences, notably in optics, chemistry, 
mechanics, and technology. It came to refer 
to experimental phenomena, e.g. as pro­
duced in the laboratory. Robert Boyle (1627-
91) realized at last that "we are yet, for aught 
I can find, far enough from being able to 
explicate all the phenomena of nature by any 
principles whatsoever". 

Thomas Hobbes included a "Physica, sive 
de naturae phaenomenis" in his De Corpore, 
defining 'phenomena' as the 'real and exist­
ent' 'motions and magnitudes' of bodies. 
Empirical, inductive physics, starting 'ab 
effectibus phainomonis', tries to explain 
their 'generatio' or causes, while its theoret­
ical counterpart ('natural philosophy'), start­
ing from causes and using definitions, 
attempts to conclude to phenomena in a 
discursive, deductive way. Like Gassendi, 
Hobbes believed that man's knowledge on 
this point is limited (E11gl. Works l, pp. 
386-9). 

A milestone in the history of the concept of 
phenomenon is Sir Isaac Newton's use 
thereof. The third book of the second and 
later editions of his Pri11cipia begins with 
"Regulae philosophandi" followed by 
"Phaenomena", i.e. the planetary move­
ments. The fourth rule formulates his funda­
mental methodological principle, stating that 
only immediately observable phenomena 
may serve as the foundation of physics; all 
other conclusions, leaning on 'occult qual­
ities', on a beyond not open to immediate 
observation, are speculation or hypothesis. 
This principle pertains also of course to the 
ultimate cause of gravity, about which he says 
in the "Scholium Ge11erale": "hitherto I have 
not been able to discover the cause of ... 
gravity from phenomena, and I feign no 
hypotheses". The same "Scholium" as well as 
"Query" 28 to his Optics make it clear that 
Newton's dislike of hypotheses had a reli­
gious background inspired by his pupil 
Richard Bentley (1662-1742). To man only 
knowledge of the phenomena as properties 
or attributes of things is possible; knowledge 
of the underlying substances is reserved to 
God. 

Newton's rival Leibniz was actually the 
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first to subject the concept of 'phenomenon' 
to serious philosophical reflection. For him 
science is the attempt to explain the phe­
nomena (Philosophische Schriften, ed. 
Gerhardt, I, p. 173), which are for him the 
primary properties of matter: extension, 
figure, and motion. A letter of 1675-6 shows 
that, like Bacon, Leibniz used 'phenomenon' 
also in a mental sense, referring to phenom­
ena of consciousness having an external 
cause (I, pp. 370-3). This dual meaning is 
treated in Leibniz"s "De modo disti11g11e11di 
phae11ome11a rea/ia ab imaginariis" (c. 1700), 
which deals with the question how we are to 
distinguish phenomena caused externally 
from those caused internally. Three criteria 
are developed: the vivacity and vigour of 
the impression in consciousness, the com­
patibility with precedent phenomena, and 
the predictability from precedent and present 
phenomena (III, pp. 318--20). The externally 
caused phenomenon is 'be11e f1111dat11111', i.e. 
'ex Mo11adib11s res11/ta11s' (VI, p. 590). 

Leibniz's pupil in many things, Christian 
Wolff, generally defined 'phenomenon' as 
"anything presented to the senses, which 
is confusedly perceived", criticizing Gocle­
nius, and mainly following Leibniz as to 
its specific meaning. Wolffs pupil Georg 
Bernhard Bilfinger (1693-1750) stressed the 
distinction between phenomenon and cause, 
between the factual-historical and the 
rational-dogmatical, between experience and 
judgement (Harmonia a11imi et corporis 
l111mani, 1723, p. 22), while another Wolff 
pupil, Alexander Gottlieb Baumgarten 
(1714-62). underlined with his teacher the 
observability of the phenomena: "We call 
those things 'Observabilia (phaenomena)', 
which we can know through the senses 
(confusedly)". 

Returning to the traditional correspond­
ence-theoretic criterion of truth, the anti­
Wolffian pietist Christian August Crusius 
distinguished between 'phaenomena contra­
clice11tia' and "diffici/ia': the first contradict 
religious propositions: the second must be 
deduced from such propositions. Crusius sees 
the correspondence between a proposition 
and a phenomenon as one of the sources 
of probability. A phenomenon then is some­
thing 
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which is known in a demonstrative or probable way 
already from elsewhere, and which has a possible 
causal relation to that which in a proposition is 
supposed as possible. 

Interesting are also his distinctions of 'simple' 
and 'harmonic' and of 'strong' and 'weak' 
phenomena (Weg zur Gewissheit, 1747, pp. 
661, 691-2, 693-4, 698--700). 

Gottfried Ploucquet (1716-90), also a piet­
ist and originally a Wolffian but later inde­
pendent. investigated in his Principia de 
Substantiis et Phae11ome11is (1753) the ele­
ment of idealism (understood in its ontolo­
gical sense) in Leibniz's monadology. Plouc­
quet rejected the monads and limited 
himself to a subjectivistic phenomenalism. 
He arrived at a kind of Husserlian epoche 
( btox,j} in saying: 

I do not dare to conclude from the representation 
of phenomena to their existence, as I do not 
perceive in the idea of a representation in me the 
idea of a strange existence . ... In the idea of my 
representation I do see my existence, but not the 
existence of something else. 
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Philoponus. See: John Philoponus 

Phonology 

An outstanding characteristic of human 
'natural' language is the linearity of its 
messages, which is nothing else but the fact 
that contrasts, i.e. relationships among ele­
ments found together within one message, 
are displayed along one dimension only. 
Even though such linearity is far from com­
plete, it has impressed many students of 
language for centuries, characterizing as it 
does both the first and second articulation. 
i.e. not only the relationship among meaning­
ful elements but also that among non-mean-
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ingful but distinctive ones. The latter are the 
phonemes. For thousands of years students of 
language have been aware of the existence of 
phonemes, i.e. minimal segments within the 
spoken message whose presence is relevant 
for distinguishing one message from a dif­
ferent one with another meaning even though 
the phonemes themselves lack any meaning 
whatsoever. (An anticipation of a modem 
phonological treatment is to be found in the 
work of King Sejong of Korea (reigned 1418-
50), the founder of the Korean featural script 
Han'gul; see Sampson 1985, pp. 120-44.) 

The main difficulty concerning the exist­
ence and nature of phonemes is that each of 
them underlies a great many different 
phonetic realizations. Such a phonetic vari­
ation depends on a number of factors. There 
are individual, free, and contextually con­
ditioned variations, whether accountable for 
in terms of phonetic influence of neighbour­
ing sounds or not. Even though for thousands 
of years many people have known about the 
existence of phonemes in spite of such vari­
ations, 19th-century linguists focused on the 
phonetic realizations themselves. 

The Russian linguist Jan Baudoin de . 
Courtenay (1845-1925) was one of the first to 
anticipate the modern notion of phoneme, 
developed in the structuralist movement 
initiated in 1916 with the publication of the 
Cours de /inguistique generate by Ferdinand 
de Saussure (1857-1913). That book does 
not, however, reach the stage of a clear 
acknowledgement of the phonemes. The 
main developments in the conception of the 
phonemes were attained in the Prague School 
during the 1919-39 period ( especially by 
Nikolai Sergeievich Trubetzkoy, 1890-1938), 
in the American distributionalism initiated 
by Leonard Bloomfield (1887-1949), and in 
the French functionalist school headed by 
Andre Martinet (born 1908), with three non­
mainstream tendencies represented by the 
British structuralist linguist John R. Firth 
(1890-1960), the 'glossematics' school of 
Copenhagen, started by Louis Hjelmslev 
(1899-1965), and the generative phonology 
developed by Morris Halle (b. 1923) and 
Noam Chomsky (b. 1928). 

The American distributionalist school in­
sists on a physicalist and set-theoretic view of 
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the phonemes, as mutually disjoint classes of 
sounds. Glossematics regards phonemes as 
purely abstract entities having nothing to do 
with phonetics; according to such a view 
there is nothing to a phoneme but what serves 
to make it different from other phonemes, 
regardless of whether they are realized 
phonetically, graphically, or through ges­
tures. Martinet has a purely functionalist 
view of phonemes, but one which does not 
dispose of phonetic realization: he regards 
phonemes as entities whose reality is purely 
relational - distinctive (that is to say, such 
that a phoneme is individuated by that which 
differentiates it from other phonemes) - but 
which are characterized in phonetic terms; 
he rejects the disjointness principle the dis­
tributionalists cleave to; he develops 
Trubetzkoy's ideas on neutralization (the 
process by which in certain environments the 
difference between two or more phonemes is 
lost, a process consisting in the fact that in 
those contexts certain distinctive features 
serving to differentiate those phonemes are 
no longer relevant: for instance in word-final 
positions in German voiced /di is pronounced 
like voiceless /ti, the feature voicedness lack­
ing relevance in that context) via the notion 
of the archiphoneme, which would be a 
phonemic entity occurring in those contexts 
and comprising all realizations of any of those 
phonemes; that is to say, in word-final posi­
tions in German there would be neither /t/nor 
/di, but the archiphoneme /Tl instead; but of 
course such an analysis is by no means the 
only possible one. Notice that a distinctive 
feature is any phonetic property relevant for 
differentiating at least two phonemes from 
one another. All those schools insist on 
positing for each language one list of 
phonemes only, whereas Firth'spolysystemic 
approach maintains that for different phono­
logical contexts there are different lists of 
alternative phonemes - which avoids resort­
ing to the notions of neutralization and archi­
phoneme. The polysystemic approach, rigor­
ous though it doubtless is, has been generally 
rejected owing to its enormous complexity 
and perhaps also to some arbitrariness in 
drawing the inventory of contexts which 
determine respective phonemic systems. 

While all the aforementioned schools take 
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phonemes to be the basic units, generative 
phonology bestows priority on the distinctive 
features instead, and regards phonemes as 
mere classes of distinctive features. More­
over, generative phonologists, besides being 
about the only ones to conceive of distinctive 
features as universal, generally regard them 
as necessarily binary - each feature being 
characterized as a phonetic property, which is 
either downright absent or else fully present. 
For instance, the English phoneme Iii is 
characterized as: [ + syllabic], [-consonantal], 
[ + sonorant], [+high], [ - low], [ + voiced], 
[- tense], [-round], [ + front], [- back], 
(-nasal], (-long], etc. - although such a 
characterization contains a lot of redund­
ancy, since not all those specifications are 
independent. (Defining any of those features 
goes beyond the scope of this article.) 
Another peculiarity of generative phonology 
is that it posits different levels, with one deep 
level at which there may be phonemes having 
features which are not manifested at all at the 
surface level - an ordered set of rules turning 
the deep input into the surface output. 

Generative phonology has gained wide­
spread acceptance even outside the English­
speaking world. However, a great many 
linguists have qualms about the existence of 
deep levels far away from surface realizations 
and even more about the psychological 
reality of such a deep level or the rules 
governing the generation of the surface 
output. (When once, however, one takes 
issue with Chomsky's assertion of that psy­
chological reality. the whole nature of the 
generative process becomes very dubious.) 
There is scarcity of empirical evidence in 
support of such posited entities, and even 
abundance of indications pointing to total 
lack of awareness of their existence on the 
part ofna,ve speakers. Moreover, the univer­
salist view of distinctive features can hardly 
be reconciled with many of the empirical 
data, while the strictly transitionless binarist 
principle (the stipulation that all phono­
logical phenomena are to be accounted for in 
terms of the presence or absence of different 
properties, with no property being allowed to 
come in degrees) has been argued to run 
counter to the continuous, gradual nature of 
the physiological and psychological processes 
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involved. Furthermore, distinctive features 
are likely to be regarded as somehow less 
present than the phonemes themselves in the 
consciousness of naive speakers. In fact what 
most commonly differentiates two phonemes 
is not so much one or several definite distinct­
ive features as a fuzzy cluster thereof. 

Thus, e.g., it can be argued that what sets 
English /pi apart from /bi is not just its 
voicelessness, or its aspiration, which is not 
realized in certain contexts, but a fuzzy 
cluster of the fuzzy features of being/ortis ( as 
against lenis), voiceless, aspirated, all three 
of which vary in degree according to context 
and depending also on individual or other 
parameters. /p, bi are characterized in 
English as being bilabial plosives, but in fact 
they are distinguished from other phonemes 
by a fuzzy cluster of features, plosiveness and 
bilabialness varying in degree, Ip, bi being 
sometimes realized as either non-plosives or 
non-bilabial (e.g. in 'hopeful' or 'subversive'). 

Furthermore, the choice of distinctive 
features in generative phonology can be 
regarded as somehow ad hoc, with most 
features being described in articulatory terms 
(i.e. terms applying to anatomic or physio­
logic properties pertaining to the utterance of 
linguistic messages) while others are acoustic. 
Sometimes a feature raises the suspicion of 
having been invented in order to complete 
the binary framework. 

Some of those misgivings can probably be 
dispelled, although they raise important 
methodological issues. However, the study of 
phonemic structures is likely to have much to 
gain from a gradualistic approach. In fact 
there seem to be lots of borderline cases, such 
as sounds which up to a point are allophones 
of (i.e. belong to) some phoneme but to 
some extent are allophones of a different 
phoneme; or sounds whose phonemehood is 
far from complete, whether in some par­
ticular contexts or generally; or clusters of 
sounds which while to some extent constitut­
ing one phoneme do not reach the same level 
of unity as other sounds do ( the English 
affricate pronunciation of 'ch', e.g., or diph­
thongs such as that in 'how'). Through a 
gradualistic treatment - according to which 
so-called clear-cut situations would be just 
limit cases- synchronic phonology could tally 
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with the diachronic study in a simpler way 
than is customary. It is too early, though, to 
assess the real merit of a gradualistic ap­
proach in phonology. (In this connection, an 
obstacle to be overcome is a widespread 
adherence to classical logic, which tends to 
reduce all yes/no questions to alternatives 
between 'completely' and ·not at all'. 
whereas there are some non-classical logics 
which, while keeping the excluded middle 
principle, 'p or not p', and even the strong 
version 'p or not-p at all', drop what can be 
termed the classical or over-strong excluded 
middle, namely 'Either it is completely the 
case that p, or else it is not the case that pat 
all'; classical logicians are prone to view this 
schema as only stylistically different from 'p 
or notp'.) 
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Plato 

At the heart of a philosopher's metaphysics 
lies an ontology which specifies what is taken 
to be existing, and what are to be the funda­
mental categories of reality. Philosophical 
ontologies consist not of item-by-item 
enumerations, but of characterizations of 
genuine ontological categories. Thus we can 
ask of Plato, as of other philosophers, what 
he took to be real and what he took to be 
fundamental. 

An ontology can have an explanatory 
structure, or be more of an inventory. If it 
is the latter, then it tells us what exists 
but bypasses questions of fundamentality. 
Recent influential Anglo-American onto­
logies have been primarily inventories. Thus, 
e.g., the 'realism' of Bertrand Russell and 
G. E. Moore tells us that in addition to 
particulars universals exist. The nominalism 
of Nelson Goodman. on the other hand, 
maintains that only particulars exist. 

Plato's ontology is radically different from 
both of these accounts. It is an explanatory 
theory. in which more fundamental elements 
account for the existence and nature of the 
less fundamental ones. In passages like 
Phaedo 96-106, the ontology that became 
known as Plato's Theory of Forms emerges 
out of a search for what underlies explanatory 
patterns within which we can account for the 
most important features of reality. For Plato 
these features include: order, harmony, 
stability. and intelligibility. His proposal is, 
roughly, that these features depend on the 
existence of certain attribute-like entities and 
on their relations to what is in space and time. 
These entities are the Forms. (For a detailed 
account and alternative interpretations see 
Gallop 1975.) The Theory of Forms emerges 
in the context of the distinction, drawn 
already by Plato's predecessors, between 
appearances and underlying reality. The 
existence and nature of the Forms account 
for the order and harmony reflected in the 
natures of spatio-temporal particulars. 

We shall contrast Plato's favourite explan­
atory pattern with two prominent ones pro­
moted by his predecessors. In epic and other 
literature embodying mythological accounts, 
the most salient facts are accounted for in 
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terms of origin. Both the accounts of nature 
in general and of the outstanding charac­
teristics of heroes contain origin as the ex­
planans. E.g., a hero has unusual strength 
because his mother was a goddess. To be 
sure, early Greek literature contains many 
descriptions having subject-predicate form, 
and the Homeric age had some primitive 
technology, but these structures did not 
become objects of conscious analysis. 

Explanations in terms of origin (e.g. 
cosmogonies) can easily be changed into 
analyses in terms of constituency. The an­
cestor is responsible for what the progeny 
has, presumably, because they share a com­
mon constituent. Within this pattern influen­
tial explanations will posit a small number of 
underlying constituents, accounting for sur­
face variety. The constituents need not be as 
obvious as chunks of stuff. But as the posited 
constituents become more sophisticated 
(atoms, fire, mind, justice), the nature of the 
explanation becomes more problematic. In 
what sense does the world 'contain' justice? 
Furthermore, mere enumerations of ele­
ments do not constitute explanations. What 
accounts for the nature of these elements? In 
what order or arrangement need they coexist 
as the substratum for all else? These ques­
tions lead Plato to the view that the basic 
explanatory pattern for elements of reality 
must be analysis in terms of theoretically 
important attributes. 

Elements of nature are what they are and 
function the way they do because they in­
stantiate certain attributes. This is the attrib­
utive analysis. It has many variants. We 
shall look at Plato's distinctive version. 

The explanandum is the extent to which 
there is order and thus intelligibility in the 
world. The explanans is the realm of Forms 
and its relation to the spatio-temporal. The 
Forms are not simply attributes in the 
modern sense of this word. They are not just 
what many things have qualitatively in com­
mon. Each Form has a peculiar nature from 
which the natures of things participating in 
them is derived. 

Forms correspond only to a few of the 
universals of the modern realist, namely 
mathematical, geometrical, ethical, and 
quantitative measurement attributes, as well 

PLATO 

as those corresponding to the teleological 
aspects of natural kinds and of the production 
of artefacts. Forms differ from universals also 
in nature. For the partaking relation is at 
most a qualified instantiating relation. 
Furthermore, Plato characterizes the Forms 
in self-attributional ways and with locutions 
like "the Equal itself'. This is meant to 
characterize the complete natures of the 
Forms of which the participants reflect only 
aspects or parts. (See Moravcsik 1976.) 

Plato's theory differs from what later be­
came known as essentialism, i.e. the view 
that each natural kind has as its essence a 
unique set of necessary and sufficient attri­
butes. Plato's Forms explain how math­
ematics, geometry, etc. are related to ele­
ments in space and time. This need not lead 
to finding an essence for each kind. 

In addition to the passage from the Phaedo 
already mentioned, the educational curric­
ulum of Republic, Book VII also shows that 
Forms correspond only to a few selected 
subsets of the domain of universals. (For a 
view finding more similarities between Forms 
and universals see, however, Ross 1951.) 

Cherniss (1936) pointed out that the Forms 
have explanatory roles in Plato's metaphysics, 
epistemology, and ethics. We are concerned 
with the explanatory role these entities have 
in metaphysics. 

Certain propositions of mathematics, 
geometry, or medicine are false when applied 
to particulars and yet underlie certain truths 
about these entities. The Forms are what 
make such propositions true, and their re­
lationship to particulars accounts for the 
derivative truths applicable to these. 

For example, a theorem of geometry might 
deal with lines without width and points 
without extension. As such it is not true of 
particulars in space and time. Nevertheless it 
underlies many of the qualified true state­
ments that hold of the empirically given 
world of time and space. According to Plato 
the first proposition, i.e. the theorem, is 
about the Forms, and the second type about 
participating particulars. The Forms and 
their interrelations make the first true, and 
their relations to particulars make it possible 
for the second type to be true. 

Again, simple mathematical propositions 
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like 2 + 2 = 4 are not true about spatio­
temporal particulars, for nothing is simply 2 
or 4; it has to be two trees, two countries, etc. 
Nevertheless the mathematical propositions 
underlie the related true statements about 
two trees, two institutions, etc. This relation­
ship is due to numbers being Forms, and 
collections of particulars being participants in 
Forms. (For an alternative reading see 
Wedberg 1955.) 

The Timaeus presents astronomical 
patterns as ideal geometrical patterns. As 
such they cannot apply without qualifications 
to the actual movements of the celestial 
bodies. According to Plato the patterns are 
constituted by some of the Forms and their 
interrelations, and the actual motions 
partake of these. 

The same point can be illustrated with 
regard to what Plato says about measure­
ment. The basic notions are: equal to, greater 
than, and lesser than. These do not apply 
without qualifications to particulars. What­
ever is equal to or greater than something is 
so in respect of length, width, area, etc. Still, 
the qualified statements applicable to par­
ticulars could not be true without being deriv­
ative from propositions made true by the 
Forms and their interrelations. Measurement 
is applicable to the world because it is deriv­
ative from propositions that are true of a 
different realm. 

In medicine we see the same split. Health 
for Plato is a certain harmony between bodily 
constituents. But in actual cases this harmony 
is realized in a variety of ways, different in 
terms of age, gender, habitat, etc. Thus a 
theoretical statement about relations of 
bodily constituents without qualifications is 
not applicable to actual cases. The qualifica­
tions added are from a modern point of view 
different from those needed in geometry or 
mathematics. but these differences do not 
matter for Plato. 

Excellences of character present us with 
the same situation. Courage, for example, is 
the excellence of the second part of the soul, 
involving rational guidance for certain 
emotions. (Rep., Book IV, for interpretation 
see Annas 1981.) But there are different 
kinds of courage. Courage is needed in dif­
ferent ways in politics, on the battlefield, or 
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in maintaining loyalty. Thus spelling out 
courage for concrete cases requires many 
qualifications to be added to the ideal charac­
terizations given in terms of the Forms. The 
absurdity of realizing an excellence in every 
way is seen clearly in the case of wisdom. 
What would it be like to be wise in every way? 
One would have to have an omniscient 
understanding, with insight into all of the 
structures of mathematics, ethics, geometry, 
medicine, etc. - clearly an impossible task. 

These examples illustrate the explanatory 
role that the Forms play in Plato's ontology. 
There is no room for perfect particulars in 
this theory. As Phaedo 74-9 shows, the Equal 
underlies all the different ways in which 
things can be equal. If a particular would be 
equal in every way to another particular, the 
principle of the identity of indiscernibles 
would collapse the pair. 

Since the Forms make up the final ex­
planans, they have to be self-sufficient. They 
have 'being' (i.e. complete nature and funda­
mentality) in a way in which nothing else has, 
and the being of all else derives from the 
Forms. (For a discussion of degrees of reality 
see Vlastos 1965.) Self-sufficiency requires 
the Forms to be independent of particulars, 
thus accounting for why Forms need not be 
instantiated. 

Our survey of the unqualified nature of the 
Forms and the qualified nature of the par­
ticulars shows that the latter make up-from a 
modern point of view - a heterogeneous set. 
Some of the modes of qualification are: the 
general versus the specific ( equality vs. equal­
ity in length), the ideal versus the actual (asin 
geometry), the context-independent versus 
the context-dependent (e.g. health vs. health 
for babies, adults), and the abstract versus 
the concrete example (as in mathematics). 
Plato sees in all of these applications the same 
contrast of Forms with pure natures and 
particulars with incomplete and qualified 
natures. 

There are only a few traces of genuine 
Platonism in contemporary philosophy. One 
of these is the Platonist position concerning 
the foundation of mathematics, according to 
which mathematics is a series of discoveries, 
dealing with an antecedently given domain. 
Another would be a psychology that centres 
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on notions of aspiration and orientation, 
rather than on mechanistic notions of motiva­
tion. A Platonistic ethics would derive moral 
wisdom from what gives humans meaning in 
their lives. 

Plato's metaphysics and philosophy clashes 
with any view that interprets ethics and 
epistemology as ontologically neutral and in 
this sense autonomous. 
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Plenitude 
Arthur 0. Lovejoy (1873--1962) coined the 
term 'principle of plenitude' in his book The 
Great Chain of Being (1936). a study of the 
history of three 'unit ideas· from Plato to the 
19th century. According to Lovejoy, unit 
ideas are certain basic ideas which, in a more 
or less explicit form, survive through the 
centuries. The task of a historian of ideas is to 
elucidate past forms of thought by analysing 
their presuppositions, i.e., by isolating unit 
ideas and tracing their occurrences in differ­
ent combinations. 

The three unit ideas studied in the The 
Great Chain of Being were treated as com­
ponents of the idea-complex to which the title 
of the book refers. The first Lovejoy found in 
Plato's doctrine of the divine Demiurge, who 
could not be envious of anything not itself 
and who therefore translated all possibilities 
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of being into actuality. Lovejoy called this 
ontological assumption the principle of pleni­
tude (P) and defined it as follows: "No 
genuine potentiality of being can remain 
unfulfilled". The other two unit ideas pertain­
ing to the thought of the great chain of being 
were said to be found in Aristotle. The 
principle of continuity states that all theor­
etically possible intermediate types between 
two given natural species are realized, and 
the principle of unilinear gradation is the 
thesis that all beings belong to a single graded 
sea/a 11aturae in which their status is deter­
mined by their degree of perfection. 

In the 3rd century Plotinus organized this 
idea-complex into a coherent general scheme 
which then influenced medieval thought. 
Lovejoy tried to show that many medieval 
thinkers accepted the principles of plenitude, 
continuity, and gradation but evaded their 
consequences in order to avoid heresies with 
respect to the freedom of choice of God. 

In dealing with the Renaissance period, 
Lovejoy mainly followed the interplay be­
tween the three unit ideas and the widening 
of people's ideas about the actual universe. In 
the philosophical systems of the 17th century 
(Spinoza, Leibniz), the principle of plenitude 
is said to be construed philosophically, as 
an implication of the principle of sufficient 
reason. According to Lovejoy: 

It was in the eighteenth century that the conception 
of the universe as a Chain of Being, and the 
principles which underlay this conception - plen­
itude, continuity, gradation - attained their widest 
diffusion and acceptance ... One of the principal 
happenings in eighteenth-century thought was the 
temporalizing of the Chain of Being. 

This led to evolutionary interpretations of the 
principle of plenitude, and Lovejoy saw their 
culmination in F. W. J. Schelling (1775--1854), 
whose evolutionistic metaphysics asserts that 
all genuine possibles were destined to realiza­
tion in the evolutionary process and that God 
himself was involved in this becoming. 

Lovejoy's book is one of the most influen­
tial works in the history of ideas in the last 
half-century. It has stimulated further studies 
in many areas, some of them critical towards 
Lovejoy's method and details of historical 
interpretations. Methodological criticism is 
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mainly directed toward the conception of unit 
ideas. It has been argued, e.g., that instead of 
taking the principle of plenitude as an auto­
nomous item consisting of three unit ideas, 
one should treat it as a starting-point or 
consequence the conceptual background of 
which in different thinkers may be quite 
different. 

It has been argued in recent studies that the 
lack of the idea of alternative worlds pushed 
ancient modal conceptions towards an 
acceptance of (P), although there were some 
attempts to develop models for individual 
diachronic possibilities which could remain 
unrealized. The idea of spelling out the 
meaning of modal notions with the help 
of synchronic alternative states of affairs 
became a systematic part of modal thinking in 
12th century thought, where it was connected 
with the doctrinal view that the possibilities 
of God, acting by choice, refer to alternative 
histories. 

Although the new understanding of modal­
ity strongly qualified discussions of divine 
possibilities, the traditional modal paradigms 
implying (P) were largely applied outside 
theology. In John Duns Scot us, we find a 
remarkable formulation of the intensional 
interpretation of modality as referential 
multiplicity. In his modal theory, the domain 
of possibility is characterized as an infinite 
domain of thinkability which, without having 
any kind of existence, is prior to all being and 
thinking. It is partitioned into equivalence 
classes under the relation of com possibility. 
One of them is the actual world. This model 
was widely used in the 14th century, and it 
was also the basis of Leibniz's modal 
thought. 

Lovejoy did not pay attention to these 
changes of the understanding of the nature of 
modality and their influence on attitudes 
toward (P). Since the 14th century, there has 
been a many-sided discussion of the 
nature and foundation of modality and of the 
distinction between conceptual and natural 
modalities. The main reasons for accepting 
(P) have been difficulties with the idea of 
alternative domains and epistemological con­
siderations pertaining to knowability of pos­
sibilities. In the last three decades, modal 
notions have been increasingly defined with 

710 

the help of possible world semantics without 
any reference to (P). 
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Pomponazzi, Pietro 
Pietro Pomponazzi was born in Mantova in 
1462 and died in Bologna in 1525. He was the 
most important representative of Renais­
sance Aristotelianism. He studied philo­
sophy and medicine at Padua ( one of his 
teachers was the Thomist metaphysician 
Nerotone) and became in 1488 professor of 
philosophy at Padua, where his colleagues 
included the Averroist Vernias (died 1499) 
and Vernias's pupils Agostino Nifo (c. 1469/ 
73--c. 1546) and Alessandro Achillini (1463-
1512). After a period in Ferrara and Padua he 
left definitively for Bologna, where he held 
the chair of philosophy from 1511 to 1525. 
His students in Bologna included Contarini 
and Gonzaga. His influence was very strong 
in Italy during the whole century and in the 
following centuries in France. 

His work can be divided into:(!) published 
and printed books, all written in Bologna; (2) 
non-printed books, unofficially published 
and copied by hand; and (3) copiesoflectures, 
written by his students and circulating among 
them. Of the works in the second category, 
some have been printed later; of those in the 
third, only small parts appeared in print. 
Almost all deal with Aristotelian topics or are 
direct commentaries on Aristotle. Although 
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Pomponazzi was convinced of the agreement 
of Aristotle's philosophy with natural reason, 
he criticized, corrected, and completed it. In 
his interpretation he was influenced by 
Aquinas, Averroes, and mostly by Alex­
ander of Aphrodisias. He created his own 
philosophical system in the spirit of Aristotle. 

Most spectacular was his view on the 
mortality of the soul. After giving many 
courses and quaestiones about this problem, 
he wrote a book, On the Immortality of the 
S011/ (1516), which caused many attacks upon 
his person. His view was that no sound proofs 
can be given for immortality and that man is 
in principle mortal and only in one point 
('relatively') immortal in so far as he can have 
knowledge of universals. At the end of the 
book he states that as a Christian he does in 
fact believe in the immortality of the soul. He 
still defends an autonomous morality and 
considers virtue as a good in itself without any 
recompense here or hereafter. He had to 
publish two apologies against all the attacks, 
was almost condemned by the Vatican, but 
could save his position, although many 
people then and later considered him a 
hidden atheist. For his own safety he decided 
not to give to the printer his two other main 
systematic books: the first, On Fate, on Free 
Will and on Predestination (1520), is a 
defence of the Stoic position on necessity and 
determination and of the Stoic morality of 
conscious agreement with the order of 
nature; he attacks Alexander's De Faro and 
Christian positions. but submits himself 
finally to the Christian faith. The second, On 
Incantations or abo111 the Causes of Natural 
Effects (1520), is a very strong attack on all 
faith in miracles and miraculous healing. 
Pomponazzi tries to explain all events that 
seem supernatural in a natural way, but 
makes also finally an exception for the bib­
lical miracles. 

Although often considered as a representa­
tive of the so-called double truth, implicating 
a contradictory truth in theology and in 
philosophy, Pomponazzi in fact distinguishes 
between an abstract theoretical autonomous 
philosophy pursued by professional philo­
sophers, and a faith for the common people: 
both have different functions; his own con­
cern is not to be disturbed in solving philo-
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sophical problems in a rational way. He 
considers man as a finite complete conscious 
individual being, having the chance to be 
sometimes happy in this life. 
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Popper, Karl 

Karl Raimund Popper was born in Vienna in 
1902. He initially studied psychology, where 
his views were close to those of the Wiirz­
burg School and Karl Buhler. As a young 
man he was a socialist and even, briefly, a 
Marxist, and he worked with Alfred Adler 
(1870-1937). Although his fundamental 
ideas about science were formed, in part, in 
reaction to the claims to scientific status of the 
theories of Adler and Sigmund Freud (1856-
1939), and of Marxism (see Popper's auto­
biography, Unended Quest, 1976), Popper 
developed his ideas in the form of criticism of 
Leonard Nelson's Kantian Fries'sche Schule, 
and especially of the Vienna Circle. He 
shared with the Vienna Circle a passion for 
science and mathematical logic, and the 
conviction that science was an exemplar of 
rationality. However, their substantive views 
differed considerably. During the mid-1930s 
Popper left Austria for New Zealand. At the 
end of the war he moved to the London 
School of Economics, where he taught until 
his retirement in 1969. 

Popper is a realist (see Realism and the Aim 
of Science, 1983). He upholds the existence of 
a world independent of ourselves, sees the 
task of science as being the discovery of 
characteristics of this world, and champions a 
correspondence theory of truth. However, 
Popper's more specific ideas on metaphysics 
must be understood in the context of his 
epistemological and methodological theories. 
Some of these are well known. He rejects 
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induction as logically invalid and as unneces­
sary for science. He emphasizes (deductive) 
falsifiability as the hallmark of science (but 
not of meaningfulness). He stresses the 
heuristic role played by metaphysical ideas in 
the development of science. And he is an out­
and-out fallibilist. 

Popper is a critical empiricist. Scientific 
theories must be testable against empirical 
'basic statements'. These are statements 
about observable states of affairs (which, 
however, attribute dispositional - and thus 
theoretical - properties to them). What we 
take as 'basic' rests on a revisable inter­
subjective consensus as to what is the case -
one that can, in principle, be questioned by 
anyone. The dissenter, however, must show 
how the dissenting claim can itself be tested. 
Popper stresses that while our knowledge 
may grow, its growth is not cumulative, but 
subject to revolutions in the course of which 
even what had previously been accepted as 
statements of observable fact may be called 
into question. For Popper, scientific know­
ledge is the best knowledge we have. But on 
his account it is not justified, nor is it belief, 
nor is it something that, if true, we can tell to 
be so. In Popper's view, there is a continuity 
between human and animal knowledge. 
Central to both is problem-solving, and 
humans and animals each have biologically 
pre-formed expectations prior to experience. 
This idea is a psychological reinterpretation 
of Kant; but Popper stresses that even such 
pre-formed expectations may be incorrect, 
and he emphasizes the trial and error 
character of all learning. There is, however, 
also a crucial difference between animal and 
human knowledge: humans can objectify 
their thoughts in language and make them 
objects open to critical scrutiny. (He added, 
to Karl Biihler's account of the functions of 
language as expression, communication and 
description (Sprachlheorie, 1934), a fourth 
function: argument or criticism.) Popper 
stresses the immense significance of such 
'objective knowledge•; but also that much of 
our knowledge is tacit, and can only be 
objectified in a piecemeal manner. 

Some themes in Popper's work are less well 
known. In his Logic of Scienliftc Discovery 
(1934), he suggested that we should treat 
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metaphysical theories (which at the time he 
thought not open to criticism) as methodo­
logical proposals. The theory that every 
effect has a cause would thus be transformed 
into the proposal that we should seek for 
causal laws. If metaphysical theories are so 
interpreted, it clearly is possible to discuss 
their merits. Later, Popper developed a 
theory as to how metaphysical ideas them­
selves could be critically evaluated, and there 
is explicit discussion in his work of meta­
physical issues. (See his Conjec/ures and 
Refulations (1963) and his 'metaphysical 
epilogue' to Quantum Theory and the Schism 
in Physics, 1982.) However, a methodological 
concern with scientific realism and with the 
furtherance of our understanding of the 
world underlies all Popper's philosophy. He 
thinks issues of meaning, or formal ontology, 
to be of little significance. Philosophical 
reductions - the elimination of entities by 
means of philosophical analysis - are at best 
beside the point, and a distraction from the 
important task of fully exploring the prima 
facie ontological richness of the world and of 
attempting scientific reductions. (He argues 
that while attempted reductions have proved 
immensely fruitful, they have seldom been 
fully successful.) However, Popper does not 
hold that what exists is confined to the 
ontology of scientific theories. Rather, he 
favours the speculative development of ideas 
to interpret and guide science, and to help us 
make sense of the relation between science 
and the rest of our knowledge - ideas which, 
however, must themselves be open to 
criticism. 

Seen in this context, many features of 
Popper's work that may otherwise seem 
puzzling fall into place. Much of his work 
consists of a defence of realism and ob­
jectivism against positivistically inspired 
criticism. I include here his criticism of 
phenomenalist epistemology, of subjectivist 
interpretations of probability, and of claims 
that specific pieces of science have idealistic 
implications. Popper argues that Alfred 
Tarski's work can be used to rehabilitate 
a common-sense correspondence theory of 
truth and to avoid the semantic paradoxes. 
And he defends a physical indeterminism and 
a prima facie interactionist metaphysical 
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pluralism against philosophical reductionism. 
In his later writings (for example, Objective 
K11owledge, 1972) he has, to this end, devel­
oped a pluralistic account of 'three worlds', 
drawing a broad distinction between a world 
1 of physical states and processes, a world 2 
of mental states and processes, and a world 3 
of logical contents and cultural objects. 
Between world 1 and world 2, and between 
world 2 and world 3, there is interaction. 
Popper's account is loosely drawn, and he 
readily admits that one might refine it in 
many directions. He disavows being engaged 
in ontology. And while he has argued for the 
reality and the relative autonomy of these 
worlds, he has also written that it is conceiv­
able, but not likely, that we might one day 
reduce psychology to physics. 

Popper's work also contains two significant 
strands of what might be called science­
related metaphysics. The first is a realistic, 
dispositional but non-essentialist indetermin­
ism, which has been argued by commentators 
to resemble C. S. Peirce's metaphysical views. 
Indeterministic ideas run through many 
aspects of Popper's work, from his propensity 
interpretation of probability to his striving for 
a realistic interpretation of quantum mech­
anics. (See The Open Universe: an Argument 
for fodeterminism, and Quantum Theory and 
the Schism in Physics, both 1982.) He also 
argues that the existence of knowledge may 
lead to unpredictability even within a deter­
ministic system; an argument which he has 
applied in many contexts, from classical and 
quantum physics to the philosophy of history. 
The other strand is a biological and evolu­
tionary approach towards perception, epi­
stemology, language, and the philosophy 
of mind (on which see notably his The Self 
a11d Its Brain, 1979, written with Sir John 
Eccles). 

Popper has also written on a variety of 
technical questions. He has addressed funda­
mental problems in the theory of probability 
such as the definition of random sequences 
and has developed axioms for the calculus of 
probability which exhibit probability as a 
generalization of deductive logic. He was one 
of the founders of the theory of natural 
deduction. In addition, he depicted causal 
explanation as a logical relation between the 
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explicandum and an explicans consisting of 
universal laws and initial conditions. Modi­
fied versions were subsequently offered for 
the explanation of rational action in history 
and the social sciences, in which the 'ration­
ality principle' and a model play roles com­
parable to those of universal laws and initial 
conditions, respectively. He has also devel­
oped a theory of verisimilitude - an attempt 
to understand the idea of one false theory's 
being closer to the truth than is another - as 
well as a formal theory of natural necessity. 
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JEREMY SHEARMUR 

Porphyry 
Neoplatonist philosopher (born in Tyre in 
232 or 233, died in Rome 305), who pub­
lished, introduced, and pursued the work of 
his master Plotinus, Porphyry was also an 
acute commentator on Aristotle. He deeply 
influenced the Middle Ages by his introduc­
tion (Jsagoge) to the Categories, which en­
dowed the /ogica vems with new technical 
logical terms and the metaphysical puzzles 
that were to give rise to the famous problem 
of universals. It is thanks to Porphyry, as 
transmitted by his commentator Boethius, 
that the principles of the Peripatetic logic 
penetrated Western thought as soon as the 
5th century, earlier than the renewal of 
Aristotle's thought. 

Although the lsagoge intends to be an 
introduction to the Categories, it develops the 
connections already loosely established by 
Aristotle regarding the structure of proposi­
tions, between the categories (predicaments) 
and the predicables. The /sagoge is the study 
of the quinque voces, the predicables 
discussed by Aristotle (Top., Book I, 



PORT·ROYAL 

Chapters 4, 5, and 8): definition, property, 
genus, differentia, and accident. Porphyry's 
innovation lies in his replacing definition by 
the notion of species, his list running thus: 
genus, species, differentia, property, and 
accident. 

In his Comme11tary 011 Porphyrius, 
Boethius discusses the 'Porphyrian tree': the 
category substance is taken as ge11us ge11eral­
issi11111111 and divided through the predicables 
into a hierarchically ordered series of genera 
and species, which may be viewed as second­
ary substances: starting with substance, one 
successively obtains Body, Animated body, 
Animal, Rational animal, Man (species 
i11fima), Socrates (individual), by addition of 
differentiae to genus and species. The same 
ordering may be applied to other categories 
than substance in accordance with the pre­
dicables, thus constituting other ge11era 
generalissima. Many ambiguities lie in the 
Porphyrian classification. From the adjunc­
tion of species to the list of predicables 
follows the introduction of singular terms 
(proper names, descriptions of individuals) 
among subjects and the widening of 
Aristotle's domain of subjects. But Porphyry 
gives no real principle for establishing a 
necessary link between the Porphyrian indi­
viduals and the species infima, as may be seen 
from the difficulties inhering in his notion of 
accident, and his incapacity to draw a real 
distinction between property and accident. 

Thus the Porphyrian tree does not furnish a 
proper way of escaping the obscurities of 
Aristotle's treatment of the predicables and 
categories, maintaining the ambiguity of the 
semantic status of the constituents of pro­
positions. In his introduction, Porphyry 
clearly sets out the metaphysical problems 
arising from such a state of things, in the often 
quoted passage where he draws the list of 
possible referents of terms for two of the 
predicables (genus and species): do they 
subsist outside the mind or are they merely 
mental? If outside the mind, are they cor­
poreal or incorporeal? Are they joined to 
things perceptible by the senses or not thus 
joined? 

Although Porphyry modestly refuses 
answering such questions, because of their 
too lofty and metaphysical nature, his lack of 
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acute logical analysis of the structure of 
propositions and the obscurities left by the 
Porphyrian tree have been the source of the 
ongoing dispute among realists, conceptual­
ists, and nominalists, about the status of the 
universals. 
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CLAUDINE ENGEL~TIERCEUN 

Port-Royal 

Port-Royal, first, is a monastery; it is also a 
family, the Arnaulds, and, around this 
monastery and this family some prominent 
figures joined in one of the most remarkable 
currents of the Counter-Reformation. 

Angelique Arnauld (1591-1661) was 
appointed, at the age of 8 years, coadjutrixof 
Port-Royal Abbey in the valley of Chev­
reuse, and at the age of 14 abbess. Later she 
was to discern her own vocation, and when 17 
years old undertook to reform the convent, 
where discipline had relaxed. In 1625, the 
monastery was transferred to Paris; in 1648, 
the increasing number of nuns made it neces­
sary to reopen the former buildings. Port­
Royal admitted, among others, seventeen 
brothers, sisters, nephews, and nieces of 
Mother Angelique. 

In 1619, Angelique met Francis of Sales 
(1567-1622); as from 1623, however, his 
appeasing influence was succeeded by the 
more austere influence of Prosper Du Verger 
de Hauranne, abbot of St. Cyran (born in 
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Bayonne, 1581; died in Paris 1643). The 
latter had formed a friendship, perhaps when 
they were fellow-students at Louvain, with 
Cornelius Jansen, called Jansenius (born in 
Acquoi, 1585; died in Ypres, 1638), who was 
to become rector of Lou vain University and 
bishop of Ypres. Both friends paid particular 
attention to the Augustinian doctrine con­
cerning the relation between God's grace and 
man's freedom. Jansenius made a summary 
of his ideas in a book, Augustinus, published 
posthumously in 1640. This book became the 
centre of the disputes concerning what hence­
forth was to be called Jansenism. 

Jansenism was a sort of reaction against the 
compromise, tried by the Jesuits, between 
humanism born of the Renaissance and the 
requirements of Christianity. According to 
the Jesuit Luis de Molina (1535-1600), God 
gives his grace to all men; if this grace is not 
always efficacious, it is because some assist it, 
others resist it. God himself foresees from 
eternity which use everyone will make of it. 
According to the interpretation that Jansen­
ists propose of Augustine, in contrast, 
God gives his grace, which is efficacious in 
and of itself, only to those he has chosen. The 
doctrine of the Jesuits amounts, on this view, 
to ignoring the absoluteness of God, man's 
nothingness without God. 

Such ideas fascinated the majority of the 
intellectual elite of France in the 17th cen­
tury, met Rome's condemnation and pro­
voked persecutions from the royal power. 
Cardinal Richelieu (1585-1642) jailed the 
abbot of St. Cyran from 1638 to 1643. In 
1661, at the beginning of the personal power 
of Louis XIV (1638-1715), there was a re­
vival of difficulties. A lull followed between 
1668 and 1679, when the convent was ordered 
to dismiss guests and postulant nuns. At the 
end of the reign of Louis XIV the persecution 
increased still further: not only were all nuns 
dispersed, but the monastery of Port-Royal 
des Champs was razed and the corpses in its 
cemetery exhumed. 

Antoine Arnauld (born in Paris, 1612; died 
in exile in Brussels, 1694), called 'great 
Arnauld' ('le grand Arnaufd'), brother of 
Angelique, was the main controversialist of 
the Jansenist cause. both theologically and 
morally. But Arnauld was highly cultured 
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and did not teach only theology and ethics. 
The abbot of St. Cyran had assigned a task of 
teaching to the so-called 'solitaries', who 
since 1637 had been retiring to Port-Royal, 
and these had started a school whose most 
famous pupil was the poet Jean Racine 
(1639-99). Therefore the Jansenists needed, 
like many religious orders of that time, to 
write textbooks for teaching purposes. 

Antoine Arnauld, assisted by another Jan­
senist, Pierre Nicole (born in Chartres, 1625; 
died in Paris, 1695), published in 1662 the 
Logique de Port-Royal, and this remained 
until the 19th century one of the most wide­
spread handbooks in logic, even outside 
France. This work does not contain as many 
new suggestions as the Logica Hamburgensis 
(1638) of Joachim Jungius. Nevertheless, 
Arnauld and Nicole were able to bring 
together into a coherent whole several ele­
ments of very different origins: Aristotelian 
syllogistic, which in their opinion was not to 
be despised; the Stoic principles of the sen­
tential calculus inherited from Chrysippus 
through the scholastic tradition; the rules of 
the method, avowedly borrowed from a 
"famous philosopher of this century", in 
whom everyone recognized Rene Descartes; 
and lastly the contents of Pascal's fragment 
De /'esprit geometrique, taken over as a 
whole. 

Arnauld managed not only to bring to 
notice Pascal's remarkable conception of 
definition, which has influenced logicians and 
mathematics ever since, but he was innovat­
ive in his own right, for example in explicitly 
introducing into the logical terminology the 
distinction between the intension (in French 
comprehension) and the extension of a con­
cept. 

Two years after this Logic, which con­
cerned the 'art ofthinking', Arnauld, assisted 
by Claude Lancelot (1615-95), published the 
Grammaire generate et raison nee, concerning 
the 'art of speaking'. This grammar was 
'reasoned' in the sense that it sought a 
rational explanation of linguistic facts; it was 
'general' in the sense that it analysed the 
universal principles upon , )Vhich diverse 
grammatical forms are basedl) < 

Having been unable to secure the assist­
ance of Pascal, Arnauld wrote alone his 
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No11vea,ir t!lt!me11ts de gt!ometrie (1st edition 
1667, 2nd edition 1683). In accordance with 
his Cartesian intuitionism, he tries here to 
employ exclusively ostensive proceedings, 
without having recourse to any apagogic 
demonstration such as is to be found in 
Euclid's Elements. 

Blaise Pascal (born in Clermont, 1623; 
died in Paris, 1662) became famous initially 
through the diversity of his scientific genius: 
as a mathematician, he laid the foundations 
of combinatorial analysis and the calculus of 
probability; following Girard Desargues 
(1591-1661), he developed projective 
geometry, which he preferred to the analytic 
procedures of Descartes and Pierre de Fer­
mat (1601-{i5); from his studies of the cycloid 
Leibniz later derives the principles of the 
infinitesimal calculus. In physics, Pascal's 
experiments concerning the vacuum com­
pleted those of Evangelista Torricelli (1608-
47) and definitively confirmed the hypothesis 
of the gravity of air. 

After adopting Jansenism, Pascal turned 
out to be a talented polemicist. In his Provi11-
ciales (1657), censuring the Jesuits, he 
skilfully correlates properly theological con­
siderations with an accusation of moral lax­
ism. The last three years of his life he devotes 
to preparing an apologia for the Christian 
religion, of which, however, only fragments 
are found after his death; these are published 
under the title Pe11sees (Thoughts). 

Pascal, even from within the Jansenist 
movement, preserved his originality. Indeed 
the principles of his apologetics presuppose 
the implicit adoption of the Cartesian con­
ception of belief. in which not only the 
understanding but also will plays a part. In 
addition, he radically diverges from the intu­
itionism of Descartes and Arnauld and this 
perhaps explains why he swiftly suspended 
his own co-operation with the latter in the 
project of writing a new elements of geometry. 
Arnauld naively tries to eliminate from his 
demonstrations every reductio ad absurd um; 
Pascal, on the contrary, puts forward the 
indispensability of this kind of reasoning in 
order to confirm a Jansenist conception of the 
nature of knowledge: owing to the corruption 
of human nature, which reason does not 
escape, the true is not so much that of which 
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we can immediately grasp the truth as that of 
which we can establish the falsehood of the 
negation; Pascal says: 

It is a disease natural to man, to believe that he 
directly possesses the truth; ... whereas by nature 
he knows only lies and he has only to take lor 
veritable things, the contrary of which appears to 
him to be false. 

The practice of sciences, by showing that 
demonstration is not an essentially intuitive 
way of proceeding from the truth to the truth, 
entirely confirms, according to Pascal, Jan­
senist anthropology. 
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JEAN~LOUIS GAROIES 

Posidonius 

Posidonius (c. 135-c. 51 ec), Stoic philo­
sopher, scientist and historian, born al 
Apamea in Syria, pupil of Panaitios at 
Athens, widely travelled for research, be­
came a citizen of Rhodes, where he set up his 
school of philosophy. He was regarded as one 
of the leading intellectuals of his time, and 
the influence of his books continued for 
centuries after his death. His works do not 
survive, but much can be recovered from 
fragments and references. 

In metaphysics, which for the Stoics was 
part of natural philosophy, Posidonius was 
concerned with defending the Stoic position 
against attacks from other schools, and with 
following through comprehensively the philo­
sophical system derived from two meta­
physical principles, active (divine reason) 
and passive (matter), which constituted, 
governed, and explained the whole physical 
universe of the Stoics. Since only body can 
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act or be acted upon, the principles are 
corporeal, but, unlike elements, not subject 
to generation and destruction, and in them­
selves without quality or form. Other Stoics 
appear to have defended the paradox of 
formless body in vague physical terms 
(limited, reactive, resistible); Posidonius 
used a logical distinction: the principles qua 
principles were only conceptually distin­
guishable; in reality they indissolubly coexist 
in all that actually is, that is as individually 
qualified entities. But they are not mere 
concepts (as universals are for Stoics), but the 
ultimate constituents of reality. 

Posidonius followed the Stoic recognition 
of an ontological category of incorporeal 
'somethings', as with meaning, void, and 
time, but with elaborations of his own. For 
example, in the analysis of 'now' as the 
problem of a finite limit on an infinite con­
tinuum of time, he proposed both a concep­
tual limit of before and after, and a 'least 
perceptible time', anticipating the 'specious 
present' of William James. 

Since God-reason, the governing, enform­
ing, individuating principle, permeates the 
whole continuum of being, God is immanent 
in the fullest sense, although at different 
hierarchical levels of tension. And since it is 
rational, it is understandable; since cause, it 
furnishes complete causal explanation of the 
world; and since in Greek fashion, reason 
and good are linked, it is providential, and 
thus a principle of morality. Thus Posidonius's 
triad of God, nature, and fate are three 
aspects of this same principle: its nature, its 
field, and its law of operation. All philosophy 
and science follow from this position. The 
natural sciences (astronomy, meteorology, 
earth and sea sciences, biology, geography) 
provide the descriptive evidence for which 
natural philosophy supplies the aetiology. 
Philosophy of mind, as part of natural philo­
sophy, claimed that moral intelligence in man 
(the daemon within us) was the counterpart 
of the rational governing principle, so giving 
moral philosophy (for which historiography 
was the descriptive science) its only absolute 
value, the fulfilment of moral virtue. Even 
logic, with its sub-science of mathematics, 
was not merely a defensive organon, but the 
sinews of the rational framework of the 

POSSIBILITY 

universe. So he regarded mathematical limits 
such as figure or shape as substantial, impos­
ing determination, limitation, containment. 
Posidonius's polymathy was thus the deliber­
ate logical extension of Stoicism to an inte­
grated interrelated comprehensive and com­
plete aetiological enquiry into an organic 
universe and man's place in it, based with 
stark economy on the metaphysical founda­
tion of the two principles. 
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JANG. KIDD 

Possibility 
Although there were several different modal 
paradigms in ancient philosophy, the lack of 
the idea of alternative worlds made them 
similar in the sense that all genuine types of 
generic possibilities were considered to prove 
their mettle through actualization. The in­
tuitive idea of modality as referential multi­
plicity was formulated in 12th-century dis­
cussions of God acting by choice between 
alternative possibilities and it was fully ex­
plicated by John Duns Scotus. In his modal 
theory, the a priori domain of logical possi­
bility (the term possibile /ogicum was coined 
by Scotus) is divided into equivalence classes 
under the relation of compossibility. One of 
them is the actual world. Those of its altern­
atives whose realizations do not demand 
changes in the general structure of the world 
were called real possibilities, as distinct from 
merely logical possibilities. A standard ex­
ample is a free choice which could have been 
different in the same situation. The doctrine 
of divine omnipotence influenced medieval 
discussions to the effect that all possibilities 
were considered realizable through divine 
power (potentia Dei absoluta). Real pos­
sibilities in the narrow sense were natural 
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possibilities compatible with the common 
course of nature (ex suppositione communis 
cursus naturae). Scotus, William Ockham, 
John Buridan, and some other 14th-century 
thinkers noticed that many of the traditional 
necessities of natural philosophy merely re­
ferred to natural invariances and thus did not 
have anything in common with what they 
regarded as logical or metaphysical necessit­
ies. Under the influence of Scotus's meta­
physics, they considered the notions of 
natural (nomic) necessity (referring to em­
pirical generalizations) and natural pos­
sibility (referring to exemplified modes of 
being) as typical instances of the variety of 
meanings attached to the modal terms. 

The late medieval theory of modality 
strongly influenced Leibniz's philosophy, 
!hough his idea of world-bound individuals 
was not present in Scotus's modal meta­
physics. Leibniz and Christian Wolff gave 
an exclusively extensional interpretation to 
natural or empirical modalities - the history 
of a world is an exhaustive manifestation of 
its possibilities. The actual history could be 
more or less dissimilar, but any difference 
would mean that the new world consists of 
wholly different individuals. The idea of 
modal alternatives was given up in many 
other philosophical systems in which the 
principle of sufficient reason and other meta­
physical considerations led to an equation 
between what can be and what will be. When 
physical modalities tended to become re­
dundant in deterministic world views, modal 
terms were often given an epistemic inter­
pretation in the Stoic manner. This trend was 
supported by David Hume and Kant, and in 
the 19th century some thinkers attempted to 
reduce all modalities to epistemic probabil­
ities. In his interpretation of probability as 
long-run frequency, John Venn (1834-1923) 
applied this reductionistic approach to phys­
ical modalities. In the same spirit, Bertrand 
Russell divided propositional functions into 
necessary, possible, and impossible, depend­
ing on whether they are true always, some­
times, or never. 

In the 19th century, the modal theory 
based on the idea of alternative states of 
affairs was particularly defended by the 
French contingentists. It was also included in 
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C. S. Peirce's propensity interpretation of 
probability and in some philosophical de­
fences of freedom of choice and historical 
indeterminism. The rise of modal logic and 
the problems included in merely extensional 
approaches to philosophical questions as 
practised in logical positivism strongly motiv­
ated new interest in modality. These discus­
sions have been largely dominated by the 
possible worlds semantics created by J. 
Hintikka, S. Kanger, S. Kripke, and R. 
Montague. Its general lines are as follows. 

A sentence of a language L is logically 
contingent if it is true in some of the models of 
Land false in some of them. The models can 
be called 'possible worlds'. A logically con­
tingent sentence is materially true if it is true 
in the actual world. If a sentence is true in all 
possible worlds, it is logically true or logically 
necessary. Logically necessary and contin­
gent sentences are logically possible. A logic­
ally contingent sentence is physically neces­
sary if it is true in the actual world and in its 
physically possible alternatives, i.e., in the 
states of affairs where the natural laws of the 
actual world are in power. Physical necessit­
ies and possibilities are also called natural or 
real possibilities or necessities. 

There has been an extensive .discussion 
about what kind of entities the alternative 
worlds are and how the distinction between 
real and merely logical possibilities should be 
drawn in different cases. One example of 
these discussions is G. H. von Wright's 
theory of diachronic and synchronic modal­
ities. Natural or physical modalities are 
treated by von Wright as temporal modalities 
as follows. The truth of a generic proposition 
p at I is contingent if and only if its contra­
dictory was antecedently possible: at I' before 
I it was diachronically possible that -p at I; 
i.e., at t' it was still possible that the world 
would develop in such a way that, at I, it had 
been true that -p. If a proposition pat I is true 
but not contingently so, its contradictory is 
not antecedently possible. The truth of this 
proposition may be diachronically ante­
cedently necessary from all times before 1 

(strong necessity) or from a certain time 1' 
before 1 ( weak necessity). Antecedent pos­
sibilities may disappear. If the proposition 
that at I was antecedently possible and never 
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lost its antecedent possibility, it is possible in 
the strong sense at t. If the proposition has 
lost its antecedent possibility before t, it is 
possible in the weak sense at t. Something 
which was possible may become impossible 
or which was possible may become necessary. 
Changes in other directions are excluded. 
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SIMO KNUUTnLA 

Potential Actus 

The distinction potentialactus derives from 
Aristotle's dynamislenergeia (cf. Phys. I, 8 
and Met., IX, 6--8), a distinction which made 
it possible to give up the tenet of the ancients 
that something which is can neither come into 
being nor pass away ( 19 la23-34). This pairof 
concepts makes it possible to understand 
being, generation-corruption, and move­
ment in general, as compatible. 

In this way of speaking 'B comes to be' 
means: something which already is (the 'sub­
strate') receives, through the agency of some­
thing else which likewise is (the 'agent'), a 
determination or form B (act), which it 
previously did not have, but of which it was 
capable (potency, potemia/ity). It receives 
this determination under the condition of 
giving up some determination A ('corrup­
tion', 'alteration'), which it earlier had and of 
which it was likewise capable (1049a5-b3). 

The terms 'potency' and 'potentiality' -
which will henceforth be treated as synonym­
ous - have several meanings. First, they 
designate the power of an agent to effect this 
determination or form ( the Scholastics called 
this the pote11tia activa). Such determination 
may be substantial (as when iron becomes a 
sword}, or accidental (as when a sword 
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becomes rusty). Second, potency or poten­
tiality designates the ability of the substrate 
to acquire the hitherto lacking determination 
or form (scholastically: potentia passiva). 
'Potency' in this sense includes the meanings 
'not-(yet)-being' and 'able-not-to-be', but it 
clearly designates more than 'not-being' 
(1050b3-16). 

Instead of 'to realize a potency' one can say 
'to carry it over into act', 'to make it actual', 
or to 'actualize it'. 'Act' is used in at least two 
senses. First, it means 'realization of the 
potentiality to become something deter­
minate' ('real or actual substance', 'first act', 
with analogous uses for accidents). Second, it 
means 'realization of the potentiality to effect 
something determinate' ('to be active', 
'second act'). Becoming and passing away are 
always assigned to something that really 
exists. Every second act presupposes a first 
act (hence the scholastic maxim: acting 
follows being); but also every first act pre­
supposes other first acts: one which realizes 
(actualizes) it and one in which it is realized 
(hence the maxim: imperfection presupposes 
perfection). Consequently the very first act 
(God} must be a pure act (pure reality 
without any admixture of potentiality). With 
this pair of concepts 'act' and 'potency', the 
whole of reality can be grasped, from God 
(who is unmixed act) to prime matter (which 
is pure potency). 

This framework was modified in Neo­
platonic philosophy in that matter was no 
longer thought of as something subsisting 
independent of the pure act, but as emanat­
ing necessarily out of first act. Among the 
Christian philosophers, in contrast, the con­
viction prevailed that matter is something 
which God creates freely. In both cases 'act' 
no longer designates merely the realization, 
but also the production, of a potency. This 
results in a bringing closer together of 'act' 
and 'participation in the real', as also of 
'potency' and 'capacity for such participa­
tion'. In the context of Christian onto­
logies, moreover, it leads to the bringing 
together of 'potency' and 'creaturely es­
sence'. 

In medieval and 16th-century Scholasti­
cism the notions of potency and act receive 
their greatest differentiation. Thus under 
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actus secu11dus the Middle Ages distin­
guished: 

actus elicitus: act commanded and accomp­
lished by the will (e.g. to love, to hate); 
acllis imperatus: act commanded by the 
will, but accomplished by another power 
(e.g. to walk, to plough); 
actus humanus: free and intentional act; 
actus homi11is: involuntary and uninten­
tional act which does not found respons­
ibility; 
actu signato and actu elicito: acts relating to 
the mode of transmitting information 
about something that is to be done, 
'through words or other signs' and 'through 
examples', respectively. 

Under potentia we find the late distinction 
between potentia /ogica (or objectiva) and 
potentia realis, that is, between 'mere think­
ability' and 'realizability'. Regarding God, 
there is the distinction between potentia 
ordinata and potentia abso/uta. The former 
refers to God's power in so far as he prefers to 
keep the natural laws he has established; the 
latter to this power in so far as God prefers 
to dispense with these laws. As late as the 
18th century expressions like 'ordinary 
course of nature' are used to refer to this 
distinction. 

Modem philosophers have tended, how­
ever, to modify the meanings of inherited 
terms. Thus even where literal translations 
like 'active/passive power' seem to take the 
place of 'potelllia activalpassiva' there are 
shifts of meaning resulting from changes in 
the concepts of matter, substance and acci­
dent. Thus in theories oriented around bio­
logical concepts of ontogenesis what is un­
developed is the potential; at the same time, 
however, as the preformed seed or germ -
something in which everything is already 
present and which brings out its imago by its 
own power - the undeveloped is something 
highly actual. For those theories, in contrast, 
which see things as mechanical aggregates of 
corpuscles, it is these corpuscles which are 
properly actual, but at the same time they 
stand to the complexity of the visible world in 
the relation of potency to actuality. For 
comparable reasons 'potency' in the later 
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Schelling has a function similar to 'synthesis' 
in the 'thesis-antithesis-synthesis' scheme. 

See also: Energeia/Dynamis 
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RAINER SPECIIT 

Potential 

The term 'potential' gained currency during 
the 19th century, but the history goes back at 
least to Sir Isaac Newton's Principia (1687). 
It refers to a mathematical function whose 
derivatives relative to the independent vari­
ables of a given problem specify some desired 
parameters; in addition, 'equipotential sur­
faces' are surfaces over which some corres­
ponding physical notion adopts a given value. 
To take examples in hydrodynamics, the 
velocity of any particle of fluid can be speci­
fied, from a so-called 'velocity potential', 
while an equipotential surface links up points 
of equal pressure in the fluid body. 

Many of the classical definitions were 
narrower than this one, for they were tied 
to the inverse-square law associated with 
Newtonian mechanics ( especially the attrac­
tion of a solid body to an exterior mass-point) 
and later with electrostatics and magnetism. 
But then it became broadened when the same 
approach was found to be fruitful in contexts 
such as electromagnetism, quantum mech­
anics, and nuclear physics, where inverse­
squarism is not necessarily assumed. In addi­
tion, a variety of related mathematical issues 
arose in the development of the theory: for 
example, the existence and/or uniqueness of 
a potential function in given circumstances; 
or differential equations such as those named 
after Pierre Simon de Laplace (1749--1827) 
and S. D. Poisson (1781-1840), whose solu­
tions lead to potential theory and associated 
mathematical functions such as the Legendre 
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functions, elliptic functions, and integrals, 
and especially the Green functions. 

Various philosophical questions attend 
potential theory, especially when considered 
in its applications. For example, in some 
fonnulations of mechanics, especially that 
put forward by Joseph Louis Lagrange 
{173frl813) in the late 18th century, a force 
potential (from which the forces acting in a 
given mechanical situation could be defined 
as derivatives, in the manner described 
above) was always held to exist; but then the 
potential takes epistemological priority over 
force. In addition, potentials are granted 
ontological status if they are held actually to 
exist in the physical world and not merely to 
serve as convenient notions in a mathematical 
description of the phenomena involved. 

Further, the generality of a theory might be 
affected by adopting the tenets of potential 
theory; in reaction to Lagrange, for example, 
an important tradition in energy mechanics 
was initiated by Lazare Carnot (1753--1823) 
late in the 18th century in which the existence 
of a force potential was explicitly denied, so 
that the impact of bodies could be properly 
studied. 

The subject is widely known and taught; 
sadly, the philosophy is usually missing. 
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IVOR GRA1TAN·GUINNESS 

Predestination 
Predestination has been a subject of 
Christian theology since its beginning. From 
roots in the Old Testament it has grown to a 
concept present in the teachings of St. Paul, 
Augustine, Thomas Aquinas, Calvin, and 
also post-Enlightenment theologians. It 
constitutes an article of faith for all major 
denominations in spite of heavy doctrinal 
controversies about the true meaning of the 
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term. In philosophical terms, the problem of 
predestination can be rephrased as follows: 
any theist philosophy must be able to relate 
the more or less contingent course of events 
in the world and actions of man with God's 
absolute authority in a universe stemming 
from his act as Creator. How is this authority 
to be conceived in such a way as to allow the 
freedom of man to commit evil? For God is 
omnipotent and just and has an unlimited will 
towards perfecting the world. Why does he 
not necessarily lead the individual, in parti­
cular the human individual, towards its own 
perfection? The metaphysical significance of 
predestination thus depends on what meta­
physical meaning is given to notions such as 
goodness, omnipotence, foresight, and 
justice when attributed to God, and what 
ontological status man and his freedom have. 

The doctrine of predestination as treated 
since Augustine asserts that God's freedom 
in choosing by election and rejecting by 
reprobation does not eliminate the respons­
ibility of man or contradict justice. Predes­
tination does not mean determinism or a 
divine causality of man's actions. But it does 
mean that God has decided about the final 
state of the relationship between him and the 
human individual previous to any doings of 
the latter. If man does not reach the final state 
of seeing God then it is through his own guilt. 
A radical position adopted by some theolo­
gians asserts a 'two-fold predestination' 
(praedestinatio gemi11a), namely that God 
positively destines some individuals to com­
mit evil and others to find the way out of evil. 
This assertion is seen to conflict with the 
preconceived idea that direct causality of 
moral evil must not be attributed to God. 
Moderate predestinationist thought stresses 
the 'asymmetry' between election and rep­
robation: the former is a positive act of God, 
the latter only follows upon a foreseen course 
of evil initiated by an individual through its 
own denial of God's law. 

Predestination as presented by Thomas 
Aquinas is an aspect of God's absolute per­
fection as opposed to any kind of perfection 
in created being. The latter has the structure 
of potentially not being, so that individual 
defect is possible on any level within the 
order of the universe. The universe can be 
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conceived to be perfect even if it is not the 
case that each of its individuals is perfect in its 
own species. Positively, defect in created 
beings can contribute to the perfection of the 
universe as a whole in two ways: if the defect 
is merely a physical one it realizes inherent 
possibilities of individuation within a species; 
if the defect is a moral one, then the final 
execution of deserved retribution serves to 
glorify God's justice and eternal law. Now, 
moral evil as such is not caused by God but 
only permitted to happen, where the under­
lying act of will and any action resulting from 
it has God as first cause in as much as the evil 
act participates in being and goodness. This is 
always the case, since evil consists in pur­
posefully preferring the goodness of lower 
things to the highest goodness of God's will 
and order. Evil as such, then, can be con­
ceived only negatively, in terms of the ab­
sence of what ought to be. Acts, in contrast, 
participate in being. Thus in the background 
of this theory of predestination is an ontology 
of good and evil along the line of e11s et bom,m 
co11vert1111111r ('being' and 'good' can be sub­
stituted for each other). Now, only God is 
identical with his being and act. So he cannot 
fail to be absolutely perfect. Created being, 
because it participates in being with the 
inherent possibility of not-being, can be 
perfect only in as much as it represents or 
imitates divine perfection. 

In the subsequent history of philosophy, 
interest in predestination has decreased in 
proportion with the progress of anthro­
pocentric thought and the dissolution of the 
bonds tying moral philosophy to meta­
physical concepts dealing with the nature of 
the universe. 
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Pre-Socratics 

Definition and Doxographic Tradition. It 
is above all under Hegel's influence that 
the classification of Greek philosophy into 
periods has been carried out; for the ancients, 
groupings were made according to the succes­
sion of masters and students. Thus, for Hegel 
a new period begins with the Sophists, as they 
discover the subject. On the other hand, 
Eduard Zeller sees the decisive turning-point 
in the turn to the concept, which Socrates was 
the first to accomplish. The first major doxo­
graphic report on pre-Socratic philosophy is 
Metaphysics I, 3--5, in the context of a 
discussion of the four meanings of 'cause' as 
distinguished by Aristotle. After considering 
the material cause, claims Aristotle, the early 
philosophers discovered the origin of move­
ment (or efficient cause), which in turn led to 
the final cause. The question of the essence 
was first posed with the Pythagoreans. 

The writing of the history of philosophy 
with a systematic intent was advanced in 
the q,uoL><<ilv M!;cn of Theophrastus (c. 372-
c. 287 BC), on whom the entire subsequent 
doxographic tradition rests. Plato offers a 
starting-point for interpretation at Phaedo 
99c, where Socrates says that, out of fear of 
blinding his soul, he abandoned the effort to 
grasp reality with the senses and instead fled 
to thought. According to Plato's critique, the 
pre-Socratics explain reality with the help of 
concepts that are tied to vision. 

Following the Peripatetic Sotio of 
Alexandria (2nd century BC), Diogenes 
Laertius (3rd century AD) distinguishes be­
tween the Ionic succession, tracing back to 
Thales of Miletus (c. 624-c. 545 BC), and the 
Italic, founded by Pythagoras. Heraclitus is 
not assigned to any school. 

The principal pre-Socratic philosophers 
were: Thales of Miletus, Anaximander 
(c. 610-547/6 BC), Anaximenes (6th cent. BC), 

Xenophanes (c. 570-c. 480 Bc), Heraclitus, 
Pythagoras, Parmenides (and his disciple 
Zeno), Empedocles (c. 490 - c. 430 BC), 

Anaxagoras ( c. 500-c. 428/7 BC), Leucippus 
(mid-5th century BC), and Democritus 
(c. 460-370 BC). 

The Ionic Philosophers. According to 
Metaphysics I, 3, Thales regarded water as 
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the principle from which all things come to be 
and into which everything decays. His ques­
tion, as well as his answer, traces back to 
myth. Thus 'water' ought not to be under­
stood here as material in the Aristotelian 
sense. Thales's archaic thought does not yet 
have available the distinction between the 
matter and the cause of movement. 

According to Anaximander, the apeiron is 
the principle of everything. This is the space 
that embraces everything else; it is filled with 
a material which is the inexhaustible supply 
of all that comes to be. Anaximander goes 
beyond Thales to the extent that he distin­
guishes this principle from the empirically 
perceptible elements. These two factors seek 
constantly to annihilate each other; thus, 
were either of them unlimited, then the other 
would have perished already. 

For Anaximenes, the third Milesian, the 
different materials from which things come 
are simply air in various different states of 
aggregation. Thus, in as much as Anaximenes 
tries to explain all appearances through the 
quantitative concept of varying densities, he 
is a precursor of modem natural science. 

The surviving fragments show Xenophanes 
above all as a theologian and critic of religion. 
These speak of a unique god, who is not to be 
represented anthropomorphically. Rather he 
might be conceived of as pure activity that 
would work in the world without thereby 
exerting itself or moving. In this concept of 
god the doxography sees an anticipation of 
the ontology of Parmenides and also evid­
ence that Xenophanes had served as 
Parmenides's teacher. Especially important 
is the pseudo-Aristotelian work, De Melissa 
Xenophane Gorgia, where the god of Xeno­
phanes is characterized via Parmenidean 
predicates and where the fact of his not 
having become and his uniqueness are 
proved with Parmenidean arguments. 

According to Metaphysics I, 3, Heraclitus 
regarded fire as the material cause of the 
universe. This opinion finds a certain support 
in the fragments. Heraclitus's ontology, how­
ever, cannot be conceived adequately with 
the conceptual resources found in Meta­
physics I, 3. The category of .symbol is 
essential. The point is to grasp the sense 
expressed through and hidden behind the 
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observable phenomena. Thus fire, which is 
both destructive and life-giving, incorporates 
the unity of opposites. It is a process subject 
to laws, in which the transcendent reason 
determining all appearances is manifested. 

The Italic Philosophers. Of Pythagoras we 
know with certainty only that, influenced by 
the Egyptians, he taught the immortality of 
the soul and the transmigration of souls. The 
most reliable witnesses concerning his school 
are Aristotle, Metaphysics I, 5, and the 
fragments of Philolaos of Croton (fl. second 
half of 5th cent. ec); the other tradition of his 
thinking is strongly influenced by Plato. The 
cosmology handed on by them traces the 
world back to the two principles of the 
'unlimited' (the even) and the 'limited' (the 
odd). Pythagoras's ontological thesis to the 
effect that "things themselves are numbers" 
(Met. 987 b 28), rests on the observation that 
numerical relationships underlie certain 
phenomena, as for example is the case with 
musical harmony. This presupposes that 
reality could be known only as math­
ematically structured. 

For Parmenides of Elea, being has never 
come to be, is perpetual, one, unchanging, 
and perfect. Thus, Parmenides denies 
coming-to-be, passing-away, change, and 
difference. His ontology rests on the thesis 
that non-being cannot be thought and con­
sequently cannot be. What is controversial is 
the issue as to which concept of being 
Parmenides proceeds from; primarily, exist­
ence and being as truth have been proposed. 
The solution ought to lie in the concept of 
thought, which Parmenides compares to 
verbs of perception: one who thinks, thinks 
being; he who does not think, thinks nothing 
at all. 

As far as possible, natural philosophy after 
Parmenides seeks to hold on to his ontology, 
without - as he did - declaring the world of 
appearances to be a mere illusion. Genera­
tion and corruption are mechanistically 
interpreted as the mixing and separation of 
unalterable constituent parts. In Empedocles, 
earth, water, fire, and air are mixed and 
separated through love and hate. According 
to Anaxagoras, each material contains all the 
others; the world comes to be from a homo­
genous mass through a vortex movement 
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impelled by 'spirit'. The most influential 
effort to explain nature via an Eleatic is the 
atomism of Leucippus and Democritus. 
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FRIEDO RICKEN 

Privation 
Privation has long been understood to be a 
kind of lack, a lack of what naturally belongs 
to a subject. It is a normative concept, 
making reference to the nature of the subject. 
Human nature, for example, requires sight, 
but not wings. Thus, the lack of wings is not a 
privation, but the lack of sight is. The normat­
ive force is to be found in the requirements 
of the subject's nature. A mere lack, unquali­
fied by the requirements of some nature, 
such as a human's lack of wings, is known as a 
negation. Privation and negation were dis­
tinguished by Aristotle and the distinction 
was observed by his successors. In Meta­
physics IV 2, Aristotle says: 

for negation means just the absen~e of the thing in 
question. while in privatio~ ther~ 1s ~lso _employed 
an underlying nature of which pnvauon 1s asserted 
(1004a15; cf. !022b22 and 1046a31). 

This understanding of privation is non­
moral and arises out of a conception of the 
coextension of value and being. Since every­
thing which is good has being, evil is iden­
tified with privation because privation is a 
lack of being. This, however. is not a moral 
sense of evil, since pain, bitterness of taste, 
and the lack of heat in water are all examples 
of evil on such a view. Moral evil is but one 
instance of the more general concept of 
privation. The chief historical sources of this 
view are Plato (Rep. 6, 509; Phaedo 77), 
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Plotinus (£1111. I, 8.3), Augustine (The Ciry of 
God IX, 9; 011 tlie Na111re of Good Against the 
Manic/raea11s 31, 4), and the Pseudo­
Dionysius (On the Divine Names, Chapter4). 
Later important contributors include Anselm 
(011 tlie Devil's Fall, Chapter 7), Thomas 
Aquinas (Sum. Tlieol. I, q. 48, 49; Disputed 
Questions: On Evil), and Francisco Suarez 
(Metapliysical Disputations XI, LIV). 

The chief objection to the concept of 
privation is that, when identified with evil it 
appears to make evil illusory, since privati~n, 
and hence evil, is a lack of being. This is an 
objection voiced by both medieval and con­
temporary authors. For the medievals the 
question focused on the explanation of ~osit­
ive evil, evil which does not appear to be 
privative, such as pain, error, and avarice. 
Contemporary writers, especially in the 
existentialist camp, focus on the palpable 
reality of experienced evils such as blindness. 
Underlying these questions are both epi­
stemological and ontological puzzles over the 
status of privation. How can privation be 
glaringly evident and in some sense real 
while at the same time be unreal because of 
the absence of being? 

A response endorsed by Suarez and 
Thomas Aquinas makes clear that the onto­
logical status of privation is that it is an object 
of the mind (e11s rationis) which has a founda­
tion in reality, i.e., it refers to real entities. 
Positive evil they characterize as a privative 
relation between real entities. In neither 
author is there any denial of the reality of the 
experience of evil or a turn toward a subject­
ivism in which thinking something evil makes 
it so. At the same time, neither claims that 
evil itself has being, since it would then be 
good. Their middle course is to say that the 
referents of privation have being while priva­
tion itself does not. 

Much of contemporary philosophy side­
steps the above questions by denying the 
normative conception of natures and the 
coextension of value and being. 
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DOUGLAS P. DAVIS 

Probabilistic Metaphysics. See: Meta­
physics V 

Process 

Process, change, and event are the main 
ontological 'categories of becoming'. The 
category of process is used primarily to ex­
press a continuous dynamic character of 
reality, i.e., continuous activity, emergence, 
or transiency. 

Process Philosophy. The earliest philo­
sophical tradition which promoted the view 
that the category of process expresses the 
true nature of reality is Buddhism. Heraclitus 
of Ephesus, who held that the universe main­
tains itself as constant flux between oppos­
ites, was the first Western philosopher to 
develop a process-philosophical approach. In 
Western thought, the history of ontological 
schemes displays a strong bias against the 
categories of becoming. This can partly be 
explained by the influence of Christian 
thought; the reality of change was denied 
because it contravenes the immutability of 
God who, knowing of a genuinely changing 
world, would appear to change himself. More 
importantly, the disregard for dynamic 
notions can be said to result from the influen­
tial alliance between the categories of being 
(object (substance), attribute, fact) and the 
epistemological thesis that knowledge proper 
concerns eternal truths. Although Aristotle's 
notion of form (in particular as interpreted by 
Averroes) and Leibniz's notion of a monad 
address processual aspects of empirical 
reality, most traditional ontologies from 
Plato onwards downgrade dynamic features 
of appearance and relegate dynamic cat­
egories to the domain of opinion. Similarly, 
most contemporary ontologies neglect 
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dynamical categories in so far as they have no 
straightforward representation within the 
'canonical' logical frameworks (i.e., pre­
dicate logics) normally used for the philo­
sophical reconstruction of knowledge claims. 

Some of the philosophers who explicitly 
consider the notion of process accept the 
epistemological thesis that we can explicitly 
know only of items belonging to a static 
category (i.e., a fact or state of affairs), and 
stress that the 'exclusive fixations' of our 
common conceptual analysis of experience 
are inadequate for expressing what is 
dynamic. The true processual nature of 
reality is then either seen as being radically 
prior to, and thus inaccessible to, fully cat­
egorized reflective awareness (Henri Bergson, 
William James, Samuel Alexander); or it is 
declared to be cognitively accessible only 
from within a 'movement' ofrellection about 
traditional categories which establishes their 
dynamic interpretation (Hegel). 

Process philosophers of a second variety, 
however, reject the thesis that the dynamic 
aspect of reality is ineffable or such as to 
require a particular style of thinking. Some of 
these process thinkers consider it the task of 
process philosophy to introduce a new 
scheme of categories, in order to overcome 
the fixed oppositions of traditional 'absolu­
tist' metaphysics. Here the idea of process is 
used to mediate between realms of being 
(e.g., inorganic and organic nature) that are 
traditionally separated ( cf. C. Lloyd Morgan, 
Emergent Evo/111io11, 1923). The most specu­
lative forms of process metaphysics undercut 
the traditional nature-spirit dichotomy by 
stipulating that whatever belongs to reality is 
constituted by atomic processes which are 
modelled on feelings (Charles S. Peirce, 
"The architecture of theories". 1891; Francis 
H. Bradley, Appearance a11cl Reality, 1893; 
Alfred N. Whitehead, Process a11cl Reality, 
1929; Charles Hartshorne, Man's Vision of 
Goel, 1941). In Whitehead's 'philosophy of 
organism', these constituent 'feelings' intro­
duce a valuative dimension into all forms of 
being and manifest divine creativity; this 
aspect has stimulated the development of 
process thought in theology. Peirce, on the 
other hand, postulates as the initial character 
of the universe an 'unpersonalized feeling' 
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which by a process of evolutionary selection 
is transformed into the natural regularities 
described in scientific laws. 

Other process philosophers of this second 
kind hew more closely to the methodological 
approach of contemporary analytical philo­
sophy; they try to accommodate the cat­
egories of becoming within ontological 
schemes that explicate the logical structure of 
conceptual frameworks employed in science 
and common sense. (Paul Weiss, Reality, 
1938; Andrew P. Ushenko, Power and 
Events, 1946; Roman Ingarden, Time and 
Modes of Being, 1964; Wilfrid Sellars, 
"Foundations for a metaphysics of pure pro­
cess", The Monist, 1981.) The following con­
siderations focus on this properly ontological 
strand of process thinking. 

Accounts of Process. Taken in its wide 
sense, the notion of process refers to any 
change, whatever its complexity and struc­
ture (a sneezing, a waltzing, the Industrial 
Revolution). On-goings in this general sense, 
which in Aristotelian metaphysics are charac­
terized as "actuality of potentiality as such" 
(Phys. III, 1), may be defined extensionally 
as follows: 

p is a process if and only if p is continuant in space 
and bounded in time, and the same parts of p 
cannot be at the same place at different times (cf. 
E. Zemach, I 970 "Four ontologies", Joumal of 
Philosophy 67, 231-47). 

In its narrow sense, the notion of 'process' 
demarcates a certain type of change as con­
trasted with events. For some authors the 
category 'event' applies to instantaneous 
changes while 'process' characterizes a 
temporally extended development (e.g. 
Ingarden, op. cit.). Recent work in verb 
semantics has seized on elements of Aris­
totle's distinction between 'activities' and 
'movements' (Met. IX, 6) in order to classify 
processes, as 'homeomerous' happenings 
which, unlike events, have no structure or 
internal development (A. Mourelatos, 1978, 
"Events, processes, and states", Linguistics 
and Philosophy 2, 415-34). Rather, in ana­
logy to masses, processes are considered to 
be spatio-temporally extended entities whose 
spatio-temporal parts are 'qualitatively' the 
same as the whole entity itself (e.g., running, 
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buzzing, spinning) (E. Bach, 1986, "The 
algebra of events", Linguistics and Philosophy 
9, 5-16). Due to homeomerity the logical 
properties of processes suggest a formal 
representation in terms of mereological rela­
tionships (cf. P. Simons, Parts, 1987). 

Motivations for Process Ontology. There 
are several reasons for introducing 'process' 
(in either the wide or the narrow sense) as a 
basic category in ontology. 

First, if philosophy is to evolve an onto­
logical framework able to integrate the basic 
categories of the sciences, it must deal with 
the fact that contemporary physics (e.g., 
quantum field theory) seems to postulate 
dynamic entities as the ultimate constituents 
of matter that apparently cannot be accom­
modated within the traditional substance­
ontological scheme. Furthermore, the aspect 
of dynamicity involved can be articulated 
neither in terms of a sequence of facts nor in 
terms of an object's having at different times 
mutually exclusive properties. 

Second, the process category is not strictly 
dependent on the category of object or sub­
stance: not only in scientific theories but also 
within our common-sense framework there 
are 'absolute processes' which cannot pos­
sibly be considered to be the dynamic acci­
dents of any underlying substance (C. D. 
Broad, Examination of McTaggart's Philo­
sophy, 1933; Sellars, op. cit.). On the one 
hand, absolute processes, which are often 
expressed by sentences with impersonal sub­
ject (e.g., 'it is thundering'), may be causally 
produced by changes in objects (e.g., masses 
of air colliding) but do not spatio-temporally 
coincide with them; thus they cannot be 
treated as qualitative or relational dynamic 
accidents of the objects involved. On the 
other hand, absolute processes cannot be 
conceived of as relations or facts, since they 
have spatio-temporal location, move, 
change, and are causally efficient. 

Third, as Donald Davidson has argued, in 
order to give (within predicate logic) an 
analysis of the logical form of sentences with 
adverbial modifiers (in particular, to explain 
inferences that involve 'adverb dropping'), 
one must quantify over happenings; given W. 
V. 0. Quine's quantificational criterion for 
ontological commitments, this amounts to 
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accepting dynamic entities in one's ontology. 
There are competing semantic analyses of 
'adverb dropping' which circumvent quanti­
fying over dynamic entities (e.g., P. Roeper, 
1987, "Principles of abstraction for events 
and processes", Journal of Philosophical 
Logic 16, 273-307). These proposals explain 
at best inference relations among sentences 
about 'subject-based' processes (e.g., Her­
odotus's journey to Egypt), not, however, 
inferences from sentences about absolute 
processes. 

Fourth, even assuming that all processes 
have substances as substrata, object-geared 
ontology has difficulty in accommodating 
persistence through change, in particular the 
unity of a living organism. In order to explain 
how one and the same thing can at different 
times have different properties (being bent 
vs. being straight, being a tadpole vs. being a 
frog), one must either assume that 

I. objects have time-indexed properties F­
at-t, or stand in a relation to properties 
and times; or 

2. the change in question consists in a 
rearrangement of the constituent par­
ticles; or 

3. things are compounds of space-time 
slices. 

None of these alternatives is attractive. The 
first option is committed to ascribing to an 
object a time-indexed property or relation at 
a time when it has not yet displayed this 
property or relation; if I am bent at t and 
straight at a later time t' then. in order to 
remain identically the same at all times of my 
existence, I must at all times of my existence 
have the property being-straight-at-I' or 
stand in a relation to straightness and t'. But 
this amounts to a commitment to meta­
physical determinism. The second two al­
ternatives pose particular difficulties for a 
definition of the unity of the object. 

Tasks of Process Ontology. Perhaps the 
most important task for those who would 
wish to promote 'process' as a basic onto­
logical category is that of specifying the 
relationship among process. time. and tense 
in a way that complies with the following 
three requirements. 

PROCLUS 

I. The account of time chosen must 
warrant that objective becoming is con­
tinuous because only on the basis of this 
thesis can processes be claimed to be, 
first, categorially irreducible and, 
second, unaffected by Zeno of Elea's 
paradoxes of motion. 

2. If processes are to be objects of human 
experience, the relationship between 
time and tense must be specified in such 
a way as to allow for a synthesis of the 
continuous durationless present of the 
objective world and the discontinuous 
durational 'specious present' of a 
subject. 

3. Process ontology is committed to the 
claim that processes are basic concrete 
individual constituents of reality, i.e., 
are at least spatio-temporally extended 
and causally efficient. 

Thus, the time-tense framework must be 
designed to resolve the conflict resulting from 
our intuitions that processes qua concrete 
entities seem to 'exist' only while going on or 
taking place and yet are said to be extended in 
time. 
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Proclus 

Life and Works. Proclus was born in 
Constantinople, of a prosperous pagan 
Lycian family from Xanthos, around 410 AD. 

His father, a lawyer, sent him for higher 
education to Alexandria, with a view to his 
following him into the profession. However, 
a visit to Constantinople around 430 seems 
first to have turned him towards philosophy, 
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and shortly afterwards he set out for Athens 
to pursue the deeper truths of Platonism. 

In Athens, he attached himself to the aged 
Plutarch, until Plutarch's death in 432, and 
then to Syrianus, who died in 437, but who 
had a decisive influence on his thought. 
Proclus himself became head of the academy 
at Athens after Syrianus, presiding over it for 
almost fifty years, till his death in 485. 

During this time he turned out a prodigious 
body of work, most of which survives, at least 
in partial form. His most important works are 
a series of commentaries on Platonic dia­
logues. We also have three systematic works: 
two, the Elements of Physics and the Ele­
ments of Theology, relatively early; while the 
third, the Platonic Theology, a vast synthesis 
of Neoplatonic metaphysics and theology, is 
certainly late. A number of monographs, on 
providence, fate, and the problem of evil, 
previously known only from the Latin trans­
lation of William of Moerbeke (c. 1215--86), 
have recently been recognized as being 
preserved in Greek, plagiarized by Isaac 
Sebastocrator. 

Philosophical System. Much of what 
currently passes for Proclus's philosophy is 
really to be ascribed to his master Syrianus, 
and even to Syrianus's spiritual master, 
Iamblichus of Chalcis; and indeed Proclus 
does not try to disguise his indebtedness. 
However, he must be given credit at least 
for synthesizing and organizing later Neo­
platonist doctrine. 

The first principle of Proclus's system, 
common to all Platonism, at least from 
Plotinus on, is the derivation of all reality 
from one simple cause, itself absolutely 
unitary. How this comes about is a problem 
basic to Neoplatonic metaphysics, explored 
in the opening propositions of the Elements 
of Theology. Arising from this is the principle 
of cyclic creativity, linking causes to their 
effects, in a cycle of progression from 
(1tQ6olio,) and reversion 11pon ( £1tl<JtQOcpij) a 
higher principle, which itself remains at rest 
(µovij). This in tum involves the doctrine of 
participation (µffl£;1,), which sees each 
level of being as having 'unparticipated-in', 
'participated-in', and 'inherent' aspects, 
according as the level of being below it 
participates in it and absorbs something of it 
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into itself. Resulting from this process is a 
relation of potentiality and actuality linking 
higher and lower entities. Already for 
Plotinus, the One is the "potency of all 
things'" (liuvaµ1, n&vtwv, Enn., V 1, 7, 9), 
where the two kinds of liuvaµ1,, potentiality 
and "(creative) power'" are fused. So it is for 
Proclus ( except that he exempts the One even 
from being a liuvaµ1,, Plat. Theo/. III 9); 
lower entities bring to actuality the higher, 
while never, of course, attaining equality 
with them: intellect, for instance, can be 
taken as an act11alization of the One. 

As regards levels of being, later Neo­
platonism instigates a proliferation of sub­
divisions or 'moments' of each level, gener­
ally in the form of triads arranged according 
to the sequence 'being-life-intellect'. On the 
level of the One, however, the chief in­
novations are a system of 'units' (EVlm\sl, 
unitary foreshadowings of the Forms, and 
above them the pair Limit and Unlimitedness 
(derived ultimately from Philebus 23 c ff.). 
The 'units' perform the function of linking 
the One with the multiplicity of the noetic 
realm, being the 'participated' aspect of the 
unitary real (Plat. Theo/. III). Each lower 
realm is actually presided over by a unitary 
element, connecting it with the realm above. 
All of this fulfils what E. R. Dodds has 
termed 'the principle of plenitude', according 
to which the world exhibits no 'gaps', or 
sudden transitions of level. 

As for intellect, the Plotinian hypostasis of 
Nous, in which Porphyry had already distin­
guished a triad· of being, life, and intellect 
proper, and which lamblichus had divided 
into an 'intelligible' (voT)i:6,) or 'objective' 
and an 'intellectual' (vOT)Q6,) or 'subjective' 
realm, each of which was triadically distin­
guished, was further filled out by Syrianus 
and Proclus by the insertion of an 
'intelligible-and-intellectual' realm, and the 
dividing of each of the triads into further 
triads, on the basis of the 'being-life-intellect' 
distinction (cf. Plat. Theo/. V). 

The Platonic figure of the Demi urge suffers 
a similar triadic proliferation (cf. In Tim. I, 
99-319). He is identified with the intellectual 
realm, and divided into seven, each of which 
is a triad. 

Soul, or the psychic realm, is similarly 
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divided (cf. Plat. Theo/. VI, El. Theo/. props. 
184-211). Presided over by its proper monad, 
Unparticipated Divine Soul, it is divided 
into the immanent World Soul and a host 
of individual souls, divine (planetary), 
daemonic, human, and irrational. Below 
Soul, Proclus, like earlier Platonists, recog­
nized the level of Nature (physis), which is 
soul in its lower, irrational aspect, imparting 
life and motion to the physical world. It is 
Nature which most immediately informs 
Matter, which for Proclus is not the source of 
evil, but simply the lowest manifestation of 
the Good, which is the One. 

Influence. Proclus's influence has been 
very great on various strands of the Western 
philosophical tradition, from Dionysius the 
Areopagite ( !st century AD) and John Scott us 
Eriugena, through Thomas Aquinas and 
Nicholas of Cusa, to Spinoza, Hegel, and F. 
W. J. Schelling ( 1775-1854). His Elements of 
Theology, initially disguised as the Uber de 
Ca11sis, was a basic text in the later Latin 
Middle Ages. He may be regarded as the 
father of the systematizing tendency in ideal­
ist philosophy. 
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JOHN M. DILLON 

Property. See: Attribute 

Proposition 
I: History and Systematic Role 

Proposition is a technical concept, primarily 
used in logic and the philosophy of mind. It 
refers to what is thought or said, as distinct 
from what is thought about or spoken of, on 
the one hand, and from the act or process of 
thinking or speaking on the other. It is also to 
be distinguished from sentences. Unlike what 
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is thought, sentences arc always of a specific 
language. Moreover, the same sentence, e.g. 
'The head of our government is a woman', 
can be used to make different statements ( ex­
press different thoughts), so that what is said 
or thought is different, even though the sen­
tence is the same (Strawson 1950, pp. ll0ff.). 

In English the proposition is closely associ­
ated with 'that .. .' clauses, but a similar 
point holds for facts. Some have attempted to 
identify propositions with facts, or at least to 
treat facts as true propositions. The general 
identification does not seem possible, since 
false propositions can plausibly be regarded 
as propositions to which no uniquely cor­
related fact corresponds. Further, facts do 
not have semantic features, while proposi­
tions certainly do. The fact of the glass being 
on the table is not true or false, and is not 
about, of, or intentionally directed upon 
anything as is the proposition that the glass is 
on the table (Russell 1956, pp. 178--89). 

In the history of Western philosophy the 
proposition clearly emerges as the }..oyo, of 
Plato's Sophist (261-4) and Theaetetus (190 a 
4-6). In the related but much more complex 
terminological framework of Aristotle's 
writings, Ml;a< is on the whole preferred over 
Myo,, though Myo, and its variants are com­
mon, along with other terms such as 
t1Jt6k1pjl1, (Nuchelmans 1973, pp. 23-44). 
Aristotle also develops an elaborate termino­
logy for the linguistic acts and signs through 
which the proposition is expressed. The Old 
Stoa, deriving from Zeno of Cilium, selected 
the term JtQcxyµo, to refer to what is thought 
(of or about a certain object). A 'complete 
and independent' JtQcxyµo: is an al;Cooµa<, 
which, when put into words yields a AEK,6v 
(Nuchelmans 1973, p. 75). The literary re­
mains of the Stoic logicians are sadly incom­
plete (Long and Sedley 1987, pp. 195--212), 
but in many contexts AEK,6v and al;Cooµo, 
clearly are used interchangeably for the theor­
etical purposes at hand. In these discussions 
from antiquity, most of the later systematic 
problems about the precise nature of 'pro­
positions' - especially those concerning their 
ontological status and their relationships to 
minds, language, and society - emerge with 
force (Mates 1961, Chapters II and III; 
Nuchelmans 1973, Chapters 1-5). 



PROPOSITION I: HISTORY AND SYSTEMATIC ROLE 

The Latin term propositio seems to enter 
the history of logical discussions with Cicero 
(106--43 ec), who uses it to refer to the major 
premiss of a syllogism. Its general sense of 
any statement or meaningful sentence is 
present in the Peri Hermeneias of Lucius 
Apuleius (2nd century AD). The history of 
propositio in the medieval period is covered 
in Nuchelmans (1973) and in Moody (1953) 
(see also Kretzmann 1970). There is no 
adequate historical account of 'propositions' 
and its equivalents in the modern and con­
temporary periods, but see Castaiieda (1987), 
Gale (1967), Prior (1976), and Willard 
(1984). 

There are three main theoretical needs 
which propositions are invoked to meet, and 
which serve as guidelines to their nature: the 
need for something to which truth, falsity, 
and other semantical and logically syntactical 
properties belong, the need for entities that 
can serve as terms for logical relations such as 
implication and contradiction (and thus be 
the ultimate subject matter of the science of 
logic), and the need for a range of determina­
tions that can characterize mental or lin­
guistic acts, and acts of consciousness in 
general, with respect to their intentionalities. 
The theoretical motivations for integrating 
these three desiderata around one type of 
entity, the proposition, are very strong; but 
the problems are great, and are heightened 
by general philosophical issues which come to 
bear upon the nature of propositions. Are 
propositions, as that which meets the theor­
etical needs mentioned, mental or physical? 
Are they universal and abstract entities 
(Willard 1984, Stalnaker 1976), or particular 
and concrete? Are they essentially objects of 
mental and linguistic acts, or are they con­
stituents or characteristics of such acts, or 
identical with such acts? 

The fundamental ontological issue con­
cerned in all of this is that concerning the 
nature of the unity in the mental act. Numer­
ous 20th-century writers have tried to think of 
propositions as simply the objects or 'accusat­
ives' of propositional attitudes such as belief, 
fear, deciding or thinking that ... However, 
it remains unclear whether these attitudes 
and acts should be called propositional be­
cause propositions are their objects - as 
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grammar might suggest: 'He believes that his 
car has been stolen', 'He told Tracy that his 
car has been stolen', etc. - or because pro­
positions are ingredients in the attitudes and 
acts, thereby conferring their intentional or 
semantical characteristics upon them. The 
former explanation has been most favoured 
in the literature; but it faces the problem of 
how the act selects the particular proposition 
to be its object, a problem which seems quite 
unsolvable. A dual objectivity, from act to 
proposition and from proposition to object, 
creates more problems than it solves. But if 
the proposition is treated as a characteristic 
of the act, taking it as the act's intentional 
quality of being about a certain situation or 
state of affairs, some of the difficulties are 
resolved, and propositions are located within 
a familiar ontological pattern, that of subject 
and property, which allows them to retain 
their unique character as a distinct range of 
qualities, the intentional. This also offers 
certain advantages in developing a theory of 
propositions that can cope with indexicality 
(Castaiieda 1987). If we further treat pro­
positions as true universals, they and their 
characteristics can be identified with the 
semantic features of mind and language, and 
the peculiar epistemic status of the laws of 
formal logic can be understood as reflecting 
the categorial meaning structures with which 
they deal (Husserl, 1970, Investigations I 
and IV). 
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DALLAS WILLARD 

Proposition 
II: The Propositional Bond 
In the Treatise, David Hume wanted to do for 
ideas something like Sir Isaac Newton 
had done for bodies in his Principia. Newton 
had assigned to each body a quantity, the 
body's mass. Two bodies are of the same 
mass when one must push them equally hard 
to change the speed or direction of their 
motions equally. Newton's second law of 
motion says that F = ma; this means (among 
other things), that a body's mass is the 
constant rate of exchange between forces 
exerted on, or by, the body and the corres­
ponding accelerations ( changes in speed or 
direction of motion) undergone by the body. 
Newton's law of gravity is the law of a special 
force between bodies. It says that between 
any two bodies, there is a force of attraction 
whose strength varies directly with the 
product of their masses but inversely with the 
square of the distance between them. These 
two laws are the main elements in Newton's 
explanation of Kepler's laws of the motions 
of the planets about the sun, and thus of the 
unity of the solar system. 

Where Newton has mass and distance as 
basic quantities. Hume has only association. 
Hume assigns no quantity remotely like mass 
to ideas; he has no criterion of identity for 
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vivacity like Newton's criterion for equality 
of mass. Hume has no single framework for 
relations between ideas like the absolute 
space in which Newton placed bodies, so 
Hume has no quantity remotely like 
Newton's distance between bodies. So it is 
hardly surprising that Hume can state no laws 
for the association of ideas remotely like 
Newton's second law of motion or his law of 
universal gravitation. It is fair to say that by 
the standard of Principia, Hume's associ­
ations between ideas are all ad hoc. 

Moreover, Hume does not even have a 
standard term of art for the unities or systems 
in which ideas associate. One might distin­
guish mental phenomena, like thoughts de­
noted by a noun phrase 'the thought' or 
'Fred's thought' followed by 'that' followed 
in turn by a sentence, from ideas expressed 
by, say, the individual words in such a sen­
tence. Perhaps ideas are to thoughts as words 
are to sentences, or atoms are to molecules, 
or the sun and planets are to the solar system. 
Not all collections of ideas will associate in a 
single thought; there is no thought whose 
constituent ideas are just those expressed by 
'Socrates', 'is bald', and 'water'. So on an 
atomistic conception of thoughts and ideas, 
there seems to be a real question about why 
some ideas can associate in thoughts but 
others not. Note that facts too share this 
'that'-plus-sentence notation. So one who 
places thoughts in the mind and facts in the 
world, and who pictures minds as mirrors of 
nature, might expect there to be laws of 
reflection relating the systems of thought and 
of fact. Yet since Hume does not even have a 
term for thoughts as distinguished from 
ideas, he cannot even raise these questions. 

Kant certainly distinguished between 
judgements and concepts, and much of his 
critical philosophy is given over to an exam­
ination of the synthesis of judgements. In this 
examination, Kant seems to conceive unity 
on the models of whole and part or of subject 
and predicate. But since new branches can be 
grafted on to old trees, the first model seems 
inadequate to account for the distinctive 
completeness of a thought. The unity of a 
sentence is too perfect an image of the unity 
of a thought to yield much insight, and it 
would be an anachronism to read much of 
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recent obsessions with language into Kant's 
use of 'subject" and 'predicate'. Moreover, 
Kant characterizes concepts as rules for the 
synthesis of judgements. This characterization 
not only more encapsulates than solves the 
problem of synthesis; it also assimilates con­
cepts to rules, which are too complete and 
sentential to be genuinely more basic bits 
from which thoughts could be enlightening 
synthesized. The problem of unity, a version 
of the ancient problem of the one and the 
many, became a, if not the, central problem 
for the absolute idealists in Germany (Jo­
hann Gottlieb Fichte (1762-1814), F. W. J. 
Schelling (1775-1854), Hegel (1770-1831) 
and later in England (T. H. Green (1836 
-82), F. H. Bradley (1846-1924), J. M. E. 
McTaggart (1866-1925). This was not only a 
problem of the unity of thoughts, but also of 
the self (again from Hume through Kant), 
and of whether there is or even must be an 
explanatory system of nature. But through­
out, whole and part, or subject and predicate, 
seem to remain the dominant models of 
synthesis. 

In this context, Gottlob Frege's intro­
duction of functions into philosophy can 
seem like a breath of fresh air. He begins with 
a primitive distinction between functions and 
objects. An object is anything denoted by 
what he calls a proper name, or what we 
would now call a singular term; so 5 and the 
present queen of England are objects. His 
metaphors for functions are that they are 
incomplete and unsaturated (like radicals in 
chemistry); when the cube function is com­
pleted by the object 3, its value is the number 
27. Frege then generalizes to make logic out 
of the mathematical distinction between 
functions and arguments. When singular 
terms are deleted from a sentence, what 
remains is a predicate. Predicates, he says, 
refer to functions of a special sort he calls 
concepts. (But he thought concepts are not 
mental. and can be grasped, as he put it, by 
this or that thinker; in this independence 
from us and from objects that, as he puts it, 
fall under them. they are like Plato's Forms.) 
Among the objects, there are two special 
ones, truth and falsity, that Frege called the 
truth values. Then, he explains, a concept is a 
function whose value is always a truth value, 
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and he thinks of an indicative sentence as a 
singular term denoting the truth value that is 
the value of the ·concept denoted by its 
predicate at the objects denoted by its sin­
gular terms ( though he is clear that there can 
be many ways to segment a single sentence 
into predicates and proper names). In the 
evaluation of functions at arguments then, 
Frege seemed to have a fresh conception of 
the nature of the propositional bond. (Philo­
sophical German has only the single word 
'Satz' where in English jargon one distin­
guishes between sentences and propositions. 
Frege used 'Geda11ke' rather as 'proposition' 
is now used, but his anti-psychologism can 
make 'thought' a misleading translation for 
'Geda11ke'. So where Kant might have 
spoken of the synthesis of judgement, pro­
positional bonds might be a better metaphor, 
from chemistry, to offer Frege.) It is inter­
esting that, writing to Giuseppe Peano (185&-
1932) on 29 September 1896, Frege said that 
it is not accounting for communication, but 
only for inference, that requires analysis into 
concepts and objects. It is not obvious that 
Frege thought of concepts and objects as like 
atoms that can be extracted from molecules 
in which they figure; could there be English 
words if there had never been English sen­
tences? Perhaps the proper question is not 
so much what binds ideas in thoughts as how 
ideas are abstracted from thoughts; or per­
haps ideas and thoughts are sufficiently in­
terdependent that neither question is proper. 

The cube of 4 is 64; 4 is the successor of 3. 
So the cube of the successor of 3 is 64. That 
is, because '4' and '3 + l' have the same 
reference, substituting the second for the first 
in '(4)3' preserves its reference. But because 
'Socrates' and 'the husband of Xanthippe' 
have the same reference, substituting the 
second for the first in the truth 'Socrates 
taught Plato' preserves its truth, though not 
its meaning and thus, in one sense, the 
proposition it expresses. It was probably to 
bring out the similarity between these infer­
ences that Frege took sentences to refer to 
truth values. None the less, some, like 
Michael Dummett, regard this doctrine as the 
single greatest flaw in Frege's system. 
Sentences. says Dummett, are no sort of 
singular term at all; they are not used to 
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name, but to assert, suppose, and so on. 
Bertrand Russell felt something of this dis­
quiet. The values of Frege 's concepts are 
truth values, but the values of Russell's 
propositional functions are propositions. So 
Russell, as it were, hangs on to the idea that 
sentences denote ( or 'express') things, but 
discriminates them much more finely than 
does Frege; in this way, Frege is more exten­
sional than Russell. Frege's logic had 
foundered in contradiction. To preserve 
enough strength in the logic for mathematics 
to remain reducible to it, but to weaken it 
enough to ward off contradiction, Russell 
devised his theory of types of propositional 
functions. This theory required him to be 
able to recover propositional functions from 
the denotations of complex notations, like 
class abstracts, of which predicates express­
ing such functions were only proper parts; 
that requirement pushed him in intensional 
directions. 

Frege's and Russell's (at least up to Prin­
cipia Mathematica) primary philosophical 
concerns were with the epistemology and 
metaphysics of mathematics. Regimenting 
language was only a propaedeutic to logic for 
Frege, and Russell was only forced very 
slowly and reluctantly to talk much about 
words. It is perhaps only with Ludwig 
Wittgenstein's Tractat11s that questions about 
the relations among language, thought, and 
reality are raised for their own sake; perhaps 
it is here that philosophy of language 
begins. 
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W. D. HART 

PROPRIETATES TERMINORUM 

Proprietates Terminorum 

Since the 12th century the scholastic authors 
were interested in the analysis of certain 
syntactical and semantical properties of 
denoting terms as these appear in pro­
positions. The syntactical analysis nowadays 
can be reproduced by the tools of standard 
logic or by a Montague grammar; the semant­
ical one, however, contains some ideas 
typical of Aristotelian philosophy. 

It was with the 13th-century logicians Peter 
of Spain (1210/20-77) and William of 
Sherwood (c. 1200/JCH,. 1266/71) that there 
began the scholarly elaboration of distinc­
tions between the diverse functions of the 
terms in propositional contexts. These dis­
tinctions involve a catalogue of the principal 
variations of meaning and reference of the 
terms and a series of typical examples. These 
examples were used to prove the adequacy of 
the 'rules' making up the theory. 

In the course of time - until about the 15th 
century - the complexity of the contexts 
grows: not only categorical propositions but 
also propositions with relational. tense, and 
modal particles were used as examples by the 
scholars. The general characteristics of the 
theory can be resumed in the following way: 

I. A distinction between meaning (signi­
ficatio) and reference (s11ppositio). 

2. Admission of a multiple denotation of 
general terms. 

3. Rules for the elimination of quantifiers 
ranging over a universe of Aristotelian 
individuals (substances and accidents). 

4. A distinction of opaque contexts, 
whether created by self-reference or by 
the occurrence of intentional or modal 
particles. In these contexts the usual 
reference of terms changes. 

In spite of a certain parallel to the ideas of 
Frege in his "Uber Sinn und Bedeutung" 
there exist, apart from 2., notable differences: 
thus for proper names the significatio and 
s11ppositio coincide. Furthermore, scholastic 
philosophers did not accept the principle of 
compositionality to the effect that it is the 
reference of each constituent term which 
determines the reference of the whole. The 
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reference always depends on certain types of 
contexts and on intuitive entailments be­
tween them. Finally they accepted that the 
reference of a term is extended to merely 
possible objects. Other properties of terms 
are hereby created, to be inserted between 
significatio and suppositio - properties such 
as ampliatio, restrictio, diminutio, and appe/­
/atio. 

Thus for example in the sentence: 

(1) It is possible that some man is white 

the reference of 'man' is extended ( ampliatio) 
to the set of possible men. In the sentence: 

(2) All ravens are necessarily black 

the reference of 'black' is restricted (restrict­
io) to the set of all substances which are 
necessarily black. These discussions are re­
flected by the treatment of the modal syl­
logism, which can in this way be assimilated 
to the assertoric one. On the other hand these 
discussions cause certain ontological difficult­
ies, since a compound of substance and 
accidents appears always to be contingent. 

In the sentence: 

(3) On the wall there is a painted man 

the particle 'painted' exerts a modification 
(diminutio) of the meaning and therefore the 
reference of the term 'man'. 

The expression 'appe//atio' had been used 
to express two different semantical proper­
ties: the existence of an object denoted by the 
term (this property was also called 'copulatio' 
by certain authors) and the modification of 
the reference due to a modification in the 
habitual meaning. In this last case the term 
modified by the appellatio does not refer to 
the object but to the abstract property which 
constitutes the meaning of the term. Con­
sider the following fallacies: 

(4) Suppose that all white things are sweet 
and that Socrates sees something white. 
Then Socrates sees the sweetness. 

According to the scholastic analysis, 'videt 
album' does not mean a relation of a subject 
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to an object which possesses the property of 
being white only incidentally. To see some­
thing white is analysed rather as a triadic 
relation between a subject, an accident, and 
an object possessing this accident. Therefore 
the most approximate meaning would be 
'Socrates sees the whiteness of an object.' 
And this is the reason why the conclusion: 
'Socrates sees the sweetness' is not accept­
able. 

The following example shows that this is 
not an idiosyncratic question of Latin: 

(5) To die without pain is to die. 
Socrates wants to die without pain. 
Ergo Socrates wants to die. 

The term 'to die without pain' in the context 
'Socrates wants ... ' refers not to a fact but to 
a property. This scholastic analysis shows the 
proximity to Gottlob Frege's dictum that 
reference in intensional contexts points to the 
meaning and not to the habitual object. 

A commonly discussed example is: 

(6) I promise you a horse 

where the term 'horse' occurs opaquely. The 
discussions centred on the type of supposition 
of this term. Nominalists such as William 
Ockham and John Buridan tried to explain 
(6) by an instantiation of the type: 

(7) I promise you (this horse or that one or 
that one, and so on) 

and argued that the reference of the term 
'horse' in ( 6) is indeterminate (suppositio 
confusa tantum). Anti-nominalists like 
Walter Burley (c. 1275-c. 1344) insisted that 
this strategy did not propose any concrete 
object of reference and that therefore in 
order to explain the truth of (6) we have to 
look for abstract objects. In this case the term 
'horse' would refer to a property. But it is not 
clear what it means to promise a property. 

Leaving aside questions of detail, the 
scholastic controversies as to the properties 
of terms focused on the possibility or imposs­
ibility of reducing abstract to concrete en­
tities. William Ockham and John Buridan 
thought that it is necessary to reduce the 
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sig11ificario to the supposirio. The argument 
used in William's Summa Logicae (I cap. 33) 
is partially identical with Rudolf Carnap's 
reconstruction ( 1947) of intensions in terms 
of extensions in possible worlds. But to 
reduce abstract universal properties William 
uses the Aristotelian theory of individual 
accidents (Dufour 1989). 

The scholastic theories of the properties of 
terms form a fragmentary meaning-theory 
which depends on two presuppositions: the 
acceptance of the analysis of elementary 
propositions required by syllogistics and the 
acceptance of the Aristotelian ontology. It is 
interesting to see how these two pre­
suppositions make themselves manifest in a 
theory of language, but the theory of the 
proprierares terminorum is otherwise of 
mainly historical interest. 
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CARLOS A. DUFOUR 

Protagoras 
Protagoras of Abdera, a Greek colony on the 
Aegean coast of Thrace, was born not later 
than 490 BC and probably died soon after 421 
BC. Statements that he was a pupil of the 
atomist Democritus are probably later 
fictions as Democritus was some thirty years 
his junior. Protagoras was the most famous of 
all the 5th-century Sophists, and Plato sug­
gests that he was the first to adopt the name of 
Sophist and to charge fees for the rhetorical 
instruction which he offered. He travelled 
extensively throughout the Greek world, but 
was best known at Athens where he had the 
support and friendship of Pericles ( c. 495-429 
BC). An incomplete list from the 3rd century 
AD mentions twelve titles of works com-
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posed by him. The two best known were 
entitled Truth and On the Gods, but all that 
survives is a bare handful of brief quotations 
and we depend for information on his 
doctrine upon summaries and interpreta­
tions by Plato, and briefer statements in 
Aristotle, Plutarch (c. 46-c. 120), and Sextus 
Empiricus (c. 150-c. 225). The most famous 
and controversial of all his doctrines is his 
Man-measure statement, apparently stand­
ing at the beginning of his Truth, in words 
which were ambiguous already in antiquity: 
"man is the measure of all things, of those 
that are, how (or that) they are and of those 
that are not, how (or that) they are not". 
Plato in the Theaetetus treats this primarily as 
a doctrine about sense-perception as experi­
enced by each man individually. When a wind 
blows to some it seems hot and to others cold, 
and it is hot for those to whom it seems hot, 
and cold for those to whom it seems cold. It 
follows that all perceptions are true. This has 
led in modem times to three different inter­
pretations: 

1. All perceptions are true for every indi­
vidual because it is a fact that he does 
experience his own perceptions. But his 
perceptions are merely subjective to 
himself and do not exist externally -
there is no externally existing wind. 

2. Individual perceptions are causally in­
duced by features not necessarily like 
what is perceived, but which are truly 
present in external objects. 

3. All perceptions are true because all 
perceived qualities are actually present 
in the external object, and differences 
in perception are due to selective fac­
tors in the individual. 

This last view, implying the co-presence of 
opposite qualities in objects, would relate 
Protagoras more closely with earlier pre­
Socratics such as Heraclitus and Anaxagoras 
( c. 500-428 BC). Of special interest is the 
application of this doctrine to moral and 
aesthetic predicates. He seems to have held 
that whatever seems just, is just for the man 
or city to whom it seems just. But Plato at 
least suggests that he may have regarded 
some views of what is just as bringing greater 
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advantages (objectively) to cities and indi­
viduals than other views, although all such 
views will be equally true. Probably related to 
the Man-measure doctrine is his contention 
that concerning every matter there are two 
opposed doctrines or arguments, perhaps 
taking the form that it both is and is not, e.g. 
hot and cold, just and unjust, and that the 
function of the Sophist is by the power of 
rhetorical argument to teach students how to 
make one view stronger or more persuasive 
than the other. This doctrine of two opposing 
arguments was known technically as 
o:vtLAOyLxrj (the art of contradiction). At the 
same time Protagoras was credited with hold­
ing the view that contradiction was imposs­
ible, a doctrine found in other Sophists, 
above all with Antisthenes. It seems to have 
rested on a doctrine of meaning according to 
which only those statements can have mean­
ing which refer to something which is actually 
the case. If two apparently opposing argu­
ments are both meaningful they must be so 
because they refer respectively to two differ­
ent states of affairs, both actually the case, 
and because of their difference in reference 
they cannot actually constitute a contra­
diction. In the dialogue Protagoras, Plato 
ascribes to the Sophist partly in the form of a 
stated myth the doctrine that all men come by 
education to possess qualities of mutual re­
spect and a sense of justice or what is right, 
and that these attributes are the necessary 
condition for all human societies. It is be­
cause all men share in these, not necessarily 
equally, that it is appropriate, as the 
Athenians themselves thought, for all men to 
be given the opportunity to express opinions 
on matters of public policy, a view sometimes 
acclaimed as the first theoretical justification 
for democracy. Of course, while for Pro­
tagoras all views about what is fair and just 
will be equally true, some will be better than 
others and it is the function of the Sophist to 
help citizens to substitute better opinions for 
those that are worse. In his treatise On the 
Gods, Protagoras said that he could not tell 
how (or that) they are or are not. This led to 
his prosecution and condemnation for im­
piety and a reputation for atheism. More 
probably here as elsewhere he was expressing 
agnosticism on matters which were not sub-
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ject to direct perception, and this would 
accord with his general position which today 
would probably be classed as a form of 
phenomenalism. 
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GEORGE B. KERFERD 

Psychology 

The investigation of ontological questions 
relevant to particular sciences turns on our 
capacity to attend to the unexamined as­
sumptions upon which both the theorizing 
and the empirical practices of the sciences 
depend. What does psychology as it is or 
might be practised take for granted about the 
kinds of entities there are in the world? To 
begin the investigation it would be advisable 
to start with a brief sketch of a piece of 
psychological research as an illustration of 
how the programme of the investigation of a 
common given phenomenon has developed. I 
will take the development of research into 
memory as my example. The first point to 
notice is that the very terms in which I have 
expressed the idea of this research project 
already contain an implicit ontological step. 
The project is described as the search into 
memory, a substantive, but in the real world 
of human activity there are people remember­
ing, doing something. Memory is an abstract 
entity standing in for a variety of processes 
and activities. Sometimes this tendency 
towards the creation of abstract objects is 
harmless. But in certain branches of psy­
chology, in particular, the study of emotions, 
it has had a seriously deleterious effect. At 
the outset then, I will move directly to a 
processual or activity view of the subject 
matter of psychology. So my first ontological 
recommendation will be to eschew abstract 
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entities and try as far as we may to express the 
topic in terms of activities, things that people 
do. So, it is people remembering with which 
we should be concerned. 

Classical studies of remembering are 
centred around the phenomenon of recollec­
tion. They take the form of the presentation 
of what are still sometimes called stimulus 
objects in various combinations and temporal 
distributions. Subjects, as they are called -
that is the people involved in the experiment­
are asked to carry out certain tasks, in 
particular to try to recognize the type, order, 
and temporal distribution of the objects that 
are on show, that are supposed to have been 
perceivable at some past time. Out of these 
developments have come a series of interest­
ing observations on the number of objects 
one can recollect, on the effect of lapse of 
time on recollection and so on. All this work 
was begun by Hermann Ebbinghaus ( 1850-
1909) and has continued in much the same 
vein to the present day. Much has been found 
out about the individual capacity for recollec­
tion. Now it is worth noticing that not only is 
this programme based upon the idea of the 
psychology of remembering as the invest­
igation of an individual capacity, but it also 
classically presupposes a subjectivist concep­
tion of what recollection is. The reports given 
by the people involved are not themselves the 
object of investigation, they are taken au pied 
de lettre as authentic reports of what someone 
has experienced. Recollection then is indi­
vidual and subjective. So far. so good. But, is 
that remembering? 

When we turn to everyday life, to look at 
the phenomenon of remembering therein, 
the way in which the thoughts that are our 
recollections are introduced into the public 
conversation and there dealt with, comes to 
the fore as a topic of immense interest. The 
performative utterance, 'I remember that so 
and so', is a conversational intervention and 
as such is a contribution towards what is 
essentially a social process. Incidentally, in 
the investigations of the conversational activ­
ities of The family that served as the subject 
for the BBC programme of that name, Marga 
Kreckel noticed that there is in general a 
disparity between claims to have recollected 
and the acceptance of those claims as the 
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basis for the authentication of a recollective 
past event as part of the working past of some 
social group. I say 'working past', because 
how the group continues to live in the future 
depends in part in what it believes itself to 
have done in the past. Marga Kreckel showed 
that the claims to authentic recollection were 
accepted by the family more on the basis of 
the social location of the individual who made 
the claim than on any apparently empirical 
ground for its authenticity. As a matter of 
fact, it is extremely difficult to prove, as one 
might say in the archaeological frame, what 
happened to oneself in the more or less 
immediate past. It is a cliche that people find 
the reading of their last year's diaries aston­
ishing. So, the authentication of recollections 
is not generally achieved by assembling em­
pirical evidence of what occurred. On the 
contrary, it is achieved by a social process of 
negotiation, so power and status enter into 
the matter intimately. In The Family the 
mother had memory rights and in general 
delivered verdicts that were by and large 
unfavourable to the recollections of the 
lower-status members of that family. 

Reflecting on this complex and developing 
research programme into the human activity 
of remembering suggests that at least a dual 
ontology is called for. The phenomenon of 
remembering as a process or activity is em­
bedded in two separate but interacting 
realities, interacting through the production 
of speech elements which link experiential 
matters, such as recollection with social 
matters, such as claims. The dual ontology is 
then on the one hand individual and subject­
ive, and depends upon the idea of mental 
events, but on the other hand it is public and 
social and depends upon the idea of a con­
versational matrix constructed of speech acts. 
Matters have not rested there. By and large 
the research programme involving the study 
of remembering has concentrated on the 
alleged mental events. Attention to these 
with their intimate relationship to individual 
physiological processes, has led to a prolifera­
tion of extraordinarily interesting research 
into the neurochemistry and neurophysi­
ology of long- and short-term memory. A 
great deal has been learned about the pro­
cesses that are involved in recollection, but 
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research into the processes that are involved 
in the certification and authentication of 
recollection as legitimate memory is very 
new. So our perception that the full story 
about remembering involves a dual ontology 
is not only a matter of interest to philo­
sophers, but of course bears directly on the 
kind of psychological investigation which one 
includes in one's paradigm. 

Cartesianism. Going further into this story 
leads us back to a watershed in the history of 
psychology which we can date roughly to the 
beginning of the 17th century. Until that 
time the idea of a person as composed of two 
substances, a corporeal and a mental sub­
stance, though it had been touched on from 
time to time, was not the animating ontology 
of the psychological sciences. The writings of 
medieval psychologists took it for granted 
that the intimacy of the mind-body relation 
precluded the idea of a duality of substance. 
Two things seemed to have happened at the 
beginning of the 17th century. The social 
dimension of psychological functioning was 
systematically forgotten and remained in 
discard for about 400 years. The individual 
side of the dual ontology of self developed 
another duality. On the one hand there are 
mental events and on the other there are 
physiological events and processes. The task 
of the psychologist was traditionally defined 
in terms of a kind of Millian investigation of 
the correlations and lawful concomitances of 
such events. Philosophical reflection very 
quickly produced the mind-body problem. 
Similar events occurring in radically different 
substances were thought to be somehow 
either causally or harmoniously interrelated 
in such a way that goings on in the mind had 
corporeal consequences and vice versa. 

All of this dominated the ontological scene 
for centuries. It began to be displaced only in 
the 1930s by the reflections first of all of L. S. 
Vygotsky (1896-1934). Vygotsky was struck 
by the fact that much of the mental activity of 
small children occurred in public and was 
mediated by speech. He did not believe that 
there was a hidden mental world of psy­
chological activity which was encoded into 
words and then publicly displayed. He be­
came convinced that all mental psychology 
must be conceived by the exact reversal of the 
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model. Mental activity is primarily public, 
consisting in the displays of verbal and manip­
ulative skills. It is late in the development of 
a child that these become tucked away behind 
a barrier to the eye and ear of other people. 
Now this difference between Vygotskian and 
Cartesian metaphysics comes out very 
sharply when we think about how people can 
converse with one another. We might reflect 
upon what each viewpoint presupposes as the 
basic process of education. In the Cartesian 
view the dual individualist ontology would 
have two conversants in physical interaction 
by vibrations in the air, say, but not in mental 
interaction. Individuals, as joint sums of a 
mental and a physical substance, in so far as 
the physical substance is concerned, are part 
of one and the same world. The causal 
relation that links their bodies is common, 
but their mental worlds are radically disjoint. 
So in the Cartesian picture of a conversation 
there are three processes involved, the mind 
of a, the joint bodily universe of a +band the 
mind of b. 

It is only too easy to see how the spurious 
mind-body problem with the illusion of the 
total separateness of the psychological states 
and processes of the other could come to be. 
The Vygotskian picture is based on the idea 
of appropriation. Vygotsky thought that the 
world of interpersonal interaction was shot 
through with symbolic content, so that the 
interactions of people, if taken as ontologic­
ally fundamental, presupposed a universe of 
symbols. This included, and we can take it as 
the model, conversational interactions, so 
that the developing human being played a 
part in an almost wholly public world. Indi­
viduality is a secondary formation and comes 
about by the appropriation by individuals 
from the common stock of interaction for 
useful processes, which can be clipped, 
private, and performed sotto voce, so to 
speak. So, the mind of an individual is part of 
the public conversation that has been par­
tially fenced off. The contribution of 
Vygotsky through the ontology of psychology 
is twofold. First of all it proposes a thorough­
going revision of Cartesian dualism to elim­
inate the bogus chasm between the physical 
and the mental. Second, it provides the 
foundations for the larger duality upon which 
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a psychology which recognizes both physio­
logical and conversational processes must be 
based. 

Neo-Cartesianism. Vygotsky was writing 
and researching in the 1930s. Many of his 
ideas were re-created again in the 1940s and 
1950s by Gilbert Ryle (1900-76) and Ludwig 
Wittgenstein, who each in their own way 
contributed towards an anti-Cartesianism of 
much the same character as Vygotsky's con­
versational ontology. But it is one of the 
curiosities of contemporary thought that the 
consequences of the profound analysis pro­
posed by Ryle and Wittgenstein were not 
effectual in reforming the science of psy­
chology. To a very considerable extent psy­
chology is still highly influenced by a neo­
Cartesian point of view. I will return in a later 
section to develop the contributions of Ryle 
and Wittgenstein, which I see as comple­
mentary to Vygotsky, in more detail, but for 
the moment I want to turn to the revival of 
Cartesian ideas in some contemporary psy­
chology. There are two strands of thought 
involved. one of which leads to the recent 
idea of a cognitive science out of which has 
come a somewhat disappointing, but enthu­
siastically promoted series of research pro­
grammes. The other has been the develop­
ment of a philosophical thesis, currently 
dubbed 'eliminative materialism' which 
depends upon a strangely distorted concep­
tion of the conversational realization of psy­
chological matters in what has been called 
'folk psychology'. These two viewpoints are 
apparently at loggerheads over what there is, 
but nevertheless depend on taking the 
ordinary language, English, and many of its 
psychological terms dead seriously. So, for 
example, both viewpoints take it for granted 
that there are such entities as beliefs, pains, 
etc; the only question is what their status is. 

Cognitive scientists have developed an 
ontology which takes a variety of different 
forms, but perhaps the most instructive for 
our purposes is modularity theory. Every 
human psychological function or activity is 
seen as the output of a processing module, a 
device which transforms information. So, for 
instance, to the human activity of remember­
ing corresponds a memory module. A mind is 
the totality of such modules and, in the 
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version of this theory influenced by computer 
science, the modules are thought of as consti­
tuting a system with links between them 
through which information is passed. The 
modules are not physiological entities. 
though I suppose most cognitive scientists 
would take a generally materialist view, and 
in the end the capacities for processing are to 
be found in the structure of certain physio­
logical components of the brain and central 
nervous system. But by and large the meta­
phor - and it is widely employed - of 
computation involves the idea of something 
very like software and hardware, pro­
grammes and processors. At the back of this 
idea is the important step which moves from a 
verbal expression like 'I remember' to an 
alleged mental entity such as a memory 
module. The folk psychology expressed in 
the English language, so it is believed, legit­
imizes such a move. 

Admiration for folk psychology is not 
confined to the cognitive scientists. Elimin­
ative materialism is the latest version of an 
attempt to drive out mentalistic concepts 
altogether, but it is a good deal more subtle 
than the crude reductionisms of the past 
Folk psychology is promoted as a kind o· 
theory which, it is claimed, ordinary folk use 
to understand their own and others' be­
haviour. It involves such alleged entities as 
beliefs, feelings, intentions. and so on. These 
entities are arrived at by exactly the same 
processes of reification as we have noticed to 
be central to cognitive science. The perform­
ative utterance 'I intend so and so', or ·J will 
so and so', or 'I am going to so and so', is 
taken, without argument, as the display of 
the existence of an underlying entity, an 
intention. In just the same way 'I believe' is 
taken as the display of the underlying entity, 
a belief. The eliminative materialist then 
claims that neuroscience will gradually re­
place folk psychology as an explanatory 
theory of human behaviour and in the course 
of so doing the terminology which is typical of 
the psychological parts of English will come 
to change its meaning. Or perhaps it may 
even be dismissed from our conversation in 
favour of directly neurophysiological ter­
minology. To take a comic example that is 
seriously promoted by John Searle, in the end 
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one may cease to talk about one's pains and 
talk instead of neuronal firings in the c-fibres. 

I am inclined to think that cognitive science 
and eliminative materialism are based upon 
the same ontological move, that is, they 
depend upon the reification of speech cat­
egories, either as the material, so to say, basis 
of the cognitive system or as the 'material' in 
another sense of the subtle reductive argu­
ment of the eliminative materialists. The 
ontological claim would have to be sustained 
by a convincing argument that to my mind has 
not yet been produced that justifies the claim 
that performative operators like, 'I believe', 
'I trust', 'I think', 'I suppose', are the outward 
and visible signs of these relevant cognitive 
entities. How to argue the matter out? Well, 
much will depend upon the role that one 
believes such operators play in the conver­
sation. If we can give a complete account or at 
least a plausibly complete account of the rules 
of use of such expressions by reference to the 
necessities of a developing conversation, 
then we will hardly need, or it will seem 
otiose, to introduce alleged entities as the 
referents of such expressions. Furthermore, 
anthropological linguistics must be consulted 
upon this matter. If, as Rodney Needham has 
claimed, there are cultures which do not use 
the performative operator, 'I believe', and 
have no use for the concept of belief, then this 
lack of cultural universality must be explained. 
Is it that one large piece of the cognitive 
machinery of Europeans is missing in the 
heads of people who live in certain parts of 
Africa? This is clearly a highly implausible 
proposal. On the other hand, if, as Needham 
plausibly demonstrates, the cultural demands 
of East African society call for interpersonal 
relations of trust and their certification in 
language, rather than individual claims for 
knowledge and their certification in perform­
atives of belief, then we have a social 
cultural explanation of the difference be­
tween these languages which does not involve 
the reification of any pseudo-objects. One 
might carry this type of investigation a very 
long way. For example, in work that P. 
Mulhausler and I have been doing on 
pronominal systems, it is apparent that there 
is no such conception amongst the Japanese 
as purely individual responsibility. The pro-
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nouns or their equivalents in Japanese are not 
indexical of individual speakers or actors, 
even though they are used to pick out the 
speech of a particular person. 

But there is another very important and 
rather deep error in the ideas of the cognit­
ivists that they have carried over from the 
older to the newer Cartesianism, an un­
examined individualist assumption. There 
can be no doubt that physiologically we are 
pretty much individuals; though we have to 
breathe the tobacco smoke of others, never­
theless our brains are pretty disjoint and the 
physiological processes that occur in them are 
very individualized. However, we are not and 
could not be conversational individuals. As 
Wittgenstein has argued, highly convin­
cingly, every language presupposes the pos­
sibility that the meanings of the expressions 
that occur in it could be learnt by anyone. So 
whatever grounds we have, talking the way 
we do must in the end have a public com­
ponent, be it in behaviour, or in what other 
people have said. In general, conversations 
are joint actions. I will develop this theme in 
more detail when I look at the details of 
conversations and their ontological basis. 
Now, in so far as individualism is false as an 
ontological thesis concerning conversation 
and in so far as conversation is the essential 
second component of the dual ontology re­
quired for adequate psychological invest­
igations of such processes as remembering, 
the neo-Cartesianist position must be re­
jected and with it the associated research 
programmes. 

A Conversational Ontology. If we take 
seriously the idea that much that passes for 
psychology, for instance, remembering, 
reasoning, declarations of emotions, and so 
on, is intimately embedded in conversational 
processes, then the complementary ontology 
of psychology, complementary to a physi­
ology of individual states, must be found in 
the metaphysics of conversation. We have 
already rejected the Cartesian picture of 
conversation as the causally mediated ex­
change between two disjoint minds. Instead 
we will adopt the Vygotskian view that 
conversation is a public and social entity and 
individual minds partially fenced-off parts of 
it. Persons. speakers on this view, become 
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places at which conversational events occur. 
So the 'I' which prefaces an 'I believe' and the 
-you' which prefaces 'you must eat up your 
cabbage', are not so much expressions refer­
ring to psychologically complex entities, but 
simple indexicals identifying the person play­
ing the role of speaker or listener. So, instead 
of a Newtonian world of space and time 
locations with material objects present at 
some of them, we are to envisage a conver­
sational world of people-locations, a kind of 
people-space, and a public time constituted 
by the flux and flow of speech acts. In this 
picture the entities of conversation are the 
significant utterances themselves. 

What binds these utterances into a world of 
conversation? Well, it can't be anything 
subjective, according to this point of view. 
Whatever binds a conversation together must 
itself be conversational in character, i.e. 
public and social. John Austin (1911-60), 
long ago, pointed out that a speech act is only 
completed in the illocutionary uptake by he 
or she who receives it. If you don't take my 
proposal as an offer, then conversationally 
speaking no offer has been made, no matter 
what I intended. From a conversational point 
of view, then, the conversational world is 
created by displays of intention and mani­
festations of uptake, because these are the 
public and social aspects of the completion 
of a speech act as intended and understood. 

Now, one might object, surely there is a 
subjective intending and an individual and 
subjective understanding. Well, is there? Of 
course, it is individual persons who intend 
and understand, but how do these capacities 
come to be amongst their skills? Well, one 
picture would have it that persons have a 
complex inner structure and intentions and 
understandings are states, processes in that 
inner structure. But then their inner structure 
itself is subject to just the same kind of 
ontological analysis as the conversation. 
What is the self to which 'I' refers, once again 
within the partially closed-off conversation? 
But the 'I' is once again no more than the 
conversational indexical that labels particular 
subjective conversational acts as belonging to 
the speaker, the person. So even within the 
subjective arena we have learned to separate 
off from the public conversational world, 
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there is nothing but indexicality, there is 
nothing but speakers. 

This idea has profound consequences. The 
first and most important of these can be seen 
by reflecting on the fact that speech acts have 
direction: I confess to you, the judge con­
demns the prisoner and not the prisoner the 
judge, I make you an offer, you refuse it, and 
so on. So offers, refusals, condemnations, 
proposals, insults, and apologies are directed. 
In the conversational world they are ex­
tended objects, because, as I have pointed 
out, a speech act is not completed until it has 
been accepted, understood, etc. by the 
target. This means that speech acts, accord­
ing to this model, are extended objects 
aligned in certain directions in people-space. 
Now what determines these directions? The 
most important determinant is that of the 
rights, obligations, and duties the members 
have as speakers according to each one's 
social role. So only certain people in a role 
are licensed to condemn, to judge, to give 
absolution, to make certain requests, and so 
on. These role-related rights and duties con­
stitute what one might call the moral order 
for the conversation. Different societies have 
different types of conversation moral orders 
and different systems of performative utter­
ances with different kinds of force. 

A very simple, but striking, example of 
how a conversation convention can readily be 
confused with a Cartesian inner property is 
the phenomenon of rationality. Historical 
studies show that the claim that women were 
irrational and had special psychological attri­
butes such as intuition, is simply a reification 
and subjective individuation of a conver­
sational convention. During the course of the 
Industrial Revolution the convention sprang 
up amongst the bourgeoisie that as part of 
their display of decorative lack of utility 
women should speak in a distrait, charming, 
and disorderly fashion, leaving the hard work 
of rational discourse to men. So the normal 
conversational convention of accountability, 
which makes it proper for men and women to 
demand of each other the reasons for what 
they said, was suspended in the conversations 
between men and women, among people of 
that social class. Similarly the alleged ration­
ality of scientists has been shown by invest-
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igators such as B. Latour and S. Woolgar to 
be a reification of a conversational 'conven­
tion' governing the way scientific discourse is 
put together in written scientific work, or in a 
lecture given to a scientific meeting. 

Psychology then, on this view, must make 
good its dependence on this ontological basis, 
so that an enormously important dimension 
of psychological research can now be identi­
fied. It is the study of the organization of 
speech acts in conversations in the course of 
which the psychological aspects of human life 
are largely constituted. There are certain 
other consequences too, because by adopting 
this point of view features of our psycho­
logical lives that are hidden from us if we look 
at the world with only the Cartesian concepts 
in mind become visible. In particular there is 
the important phenomenon of psychological 
symbiosis. If such matters as rationality, 
remembering, emotions, and so on are con­
stituted by the interaction between conver­
sation and physiological events, and conver­
sation is something that in general and in 
principle involves a multitude of people, the 
possibility exists for one group of people or 
one person to perform the conversational 
acts that are attributed psychologically to 
another. In psychological symbiosis one 
person routinely complements or subtracts 
from the psychological competence of 
another by inserting utterances into the 
conversation, which either strengthen the 
impression of competence that the other 
person displays or takes away from it. Devel­
opmental psycholinguists have long been 
aware that a necessary condition for the 
development of linguistic skills in an infant is 
the conversational symbiotic relationship in 
which it stands primarily to its mother from 
the day of its birth. E. Goffman and others 
have identified symbiotic processes in the 
conversations of adults. Now, this has a 
profound effect on our willingness to accede 
to a generally individualist psychology. If 
many of our psychological attributes are not 
ascribed to us on the basis of our individual 
performances, but on how our performances 
are supplemented or depleted by the activ­
ities of friendly or hostile others, then there 
is no such thing as the psychology of an 
individual person. 
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Putnam, Hilary 

Hilary Putnam was born in 1926 in Chicago, 
Illinois. He studied at the University of 
Pennsylvania and at the University of Cali­
fornia, Los Angeles, where he worked under 
Hans Reichenbach. During the 1950s Putnam 
worked closely with Rudolf Carnap, who 
strongly influenced his thinking. 

Putnam has made important contributions 
to virtually every major area of philosophy, 
but he is best known for his work in philo­
sophy of mind, philosophy of language, and 
metaphysics. 

His early work supported a science-based 
version of metaphysical realism but more 
recently he has criticized such views, and now 
rejects all forms of metaphysical realism. He 
has adopted instead a position that he calls 
'internal realism' or 'pragmatic realism', 
which he sees as a middle road between 
metaphysical realism and cultural relativism. 
According to pragmatic realism we cannot 
ask what exists apart from a conceptual 
scheme. Within a conceptual scheme, how­
ever, we can say quite straightforwardly what 
really exists. Pragmatic realism is considered 
by Putnam to be a moderate form of realism 
but is closely allied with and influenced by the 
work of contemporary anti-realists such as 
Michael Dummett and Nelson Goodman. 

In the philosophy of mind Putnam pro­
posed a programme that came to be known as 
'functionalism'. Functionalism is an altema-
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tive both to central state materialism, accord­
ing to which thoughts, feelings, and attitudes 
are identical with brain states, and to be­
haviourism. The functionalist hypothesis is 
that thoughts and feelings are not specific 
physical states of a human being but are 
functional states. A functional state would be 
characterized in terms of its functional role 
rather than its physical constitution. For 
example, a mental state could be described as 
a function from a state of the person plus 
stimulation to behaviour. A given functional 
state could be physically realized in a limitless 
number of different ways, not just in the way 
that the human brain realizes it. Entities of 
many diverse physiologies could have the 
same functional organization. At first 
Putnam argued that the functional organiza­
tion of human beings is that of a Turing 
machine, a very basic sort of idealized com­
puter, but he has now given up that view as 
overly simplistic. 

In the philosophy of language, Putnam was 
instrumental, along with Saul Kripke and 
others, in arguing that the meaning of a 
natural-kind term such as 'water', 'gold', or 
'tiger' cannot be given in a definition that 
states a non-trivial necessary and sufficient 
condition for falling under the term. This is 
not just because the terms are vague or family 
resemblance terms. Putnam argued that we 
introduce a term such as 'water' by 'baptizing' 
a paradigm - an instance that we take to be a 
good example of the kind. We thereafter 
mean to refer with the term to whatever is of 
the same kind as the paradigm. Thus accord­
ing to Putnam the essence of a natural kind 
would not be a concept that could be ex­
pressed in a linguistic definition. Essences of 
natural kinds are not to be discovered by 
linguistic analysis, rather they are the objects 
of empirical scientific study. We learn what 
the essence of water is when we learn about 
the chemical make-up of that stuff we refer 
to as water. We have learned, in fact, that 
water is H20. This is not a mailer of linguistic 
definition, nor does it become a definition of 
'water', since it is always revisable on the 
basis of further research. 

Putnam claims that most natural-kind 
terms are subject to what he calls 'the division 
of linguistic labor'. Although speakers of 
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English are able to use such terms as 'gold', 
'diamond', and 'elm', they need not be able 
to distinguish, say, gold from other yellow 
metals or elms from beeches - for that, we 
have experts on whom we rely. I may not be 
able to distinguish elms from beeches and my 
mental concept of elm may be the same as my 
mental concept of beech, yet it still is not the 
case that when I use the term 'elm' I mean the 
same thing as when I use the term 'beech'. 
According to Putnam, there are strong social, 
historical, and scientific dimensions to lin­
guistic meaning. Meanings are not concepts 
in the heads of individual speakers of the 
language. 
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STEPHEN P. SCHWARTZ 

Pythagoras, Pythagoreanism 
Pythagoras has inspired or allracted ideas of 
such great range and vitality that it is a 
difficult task to sort out how these ideas 
accumulated around his name. He spent his 
earlier years on Samos, an island near 
Miletus, birthplace of pre-Socratic cosmo­
logy. Around 532 BC he moved to Croton in 
southern Italy where he founded a religious 
sect that acquired political power in the 
Greek cities of the area. He taught survival 
and transmigration of the soul to other 
bodies. Care of the soul involved such prac­
tices as vegetarianism and ritual purification. 
His fame as polymath and enquirer, derided 
by Heraclitus in the early 5th century, sug­
gests he shared the philosophical interests of 
his contemporaries in Ionia. However, in the 
absence of Pythagorean texts of the 6th 
century and first half of the 5th century BC, it 
is difficult to be sure that these interests 
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included the mathematical cosmology that 
Aristotle attributes to 'Pythagoreans' and 
that is found in the fragments of Philolaus, a 
Pythagorean of the late 5th century BC. 

Philolaus saw the universe as made up of two 
kinds of things, the ·unlimited' and 'the 
limiting'. "Harmony' is necessary for the 
combination of these, and this harmony 
seems to be constituted of numerically ex­
pressible ratios (hence the 'music' of the 
heavens). Philolaus also claimed that all that 
is known has number, for without number 
nothing can be known, and that the first thing 
constituted was 'the one'. Aristotle believes 
(Met. I, 5) that the Pythagoreans, confusing 
arithmetical, geometrical, and physical units, 
both made things out of numbers and saw 
things as expressible in numerical ratios. The 
number 10 is perfect as containing all num­
bers, being made up of the first four integers 
which also express the basic musical inter­
vals. We cannot now determine how much of 
all this goes back to Pythagoras and his 
immediate followers. 

When Plato visited southern Italy and 
Sicily in 387 BC, his contacts with Pythagoreans 
there (in particular Archytas) had a profound 
effect. He refers to wise men for whom the 
cosmos is ordered in friendship and to 'geo­
metric equality' ( = proportion?) as of great 
importance for gods and men ( Gorgias 
508a). He writes of a Prometheus who con­
veyed to man the divine doctrine that things 
that always are, are from 'one' and the 
'many', being made oflimit and the unlimited 
(Philebtts 16cd). This doctrine implies a 
method for discerning all forms intervening 
between the one and the unlimited, a method 
which Plato himself applies. Such ideas sug­
gest that the philosopher may use a method 
inspired by mathematics (cf. Meno 86e-87b). 
However, as Plato expresses it in the Republic, 
mathematics, though indispensable, is sub­
ordinate to the highest philosophical know­
ledge ('dialectic'), for dialectic grounds the 
hypotheses of mathematics and is concerned 
with the very source of being and knowledge, 
'the Good'. Dialectic is to guide rulers of the 
ideal state who remind us of the Pythagorean 
figure Timaeus who shows, in Plato's Timaetts, 
how mathematical structures constitute souls 
and the elements of the world. 
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Aristotle's reports on Plato suggest an even 
more extensive mathematizing approach. All 
reality, Aristotle says (Met. I, 6), derives for 
Plato from two principles, the 'one' ( = the 
Good) and the 'indefinite dyad'. From these 
come Plato's Forms, which Aristotle iden­
tifies as ideal or transcendent numbers, 
whence derives the physical world. Much of 
Aristotle's reports remains obscure. Plato's 
immediate successors in the Academy, 
Speusippus (c. 407-339 BC) and Xenocrates, 
(c. 395-314 BC) elaborated on the theories 
reported by Aristotle, which they regarded as 
'Pythagorean'. However, Aristotle rejected 
this Pythagorizing Platonism, distinguishing 
it from pre-Platonic Pythagoreanism. 

The confusion between the metaphysics of 
Plato's Academy and ancient Pythagorean­
ism was complete in the first centuries BC and 
AD, when a number of writings were com­
posed and attributed to Pythagoras and 
ancient Pythagoreans, sometimes plagiariz­
ing Plato and Aristotle and even showing 
traces of Stoicism. Philosophers in the first 
centuries AD such as Numenius (c. 150-200) 
and Nicomachus claimed that Plato merely 
followed Pythagoras, a claim elaborated by 
the Neoplatonist lamblichus. For him Py­
thagoras was the source of Platonism (and of 
what is true in Aristotle), Pythagoras himself 
sharing in the ancient divine wisdom of 
the Chaldeans and Egyptians. Iamblichus 
developed the identifications made by 
Nicomachus and others between the first ten 
numbers and aspects of the world, of man and 
of the gods ('numerology') in a Neoplatonic 
framework. Physics, ethics, and politics he 
saw as being modelled on mathematics, just 
as mathematics foreshadows the science of 
the divine. Numbers correspondingly func­
tion as paradigms of the physical world and 
as images of the gods. As evidence of the 
divine origin of this doctrine, Iamblichus 
collected in his Vita Pythagorica the legends 
associated with Pythagoras. Later Neo­
platonists did not 'Pythagorize' quite so 
much. But mathematics remained for them 
(and geometry in particular for Proclus) the 
model of scientific method, the key to the 
universe and to the divine. 

Pythagorizing Neoplatonism was trans­
mitted to the Latin Middle Ages in particular 
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by Augustine and Boethius. It was hardly a 
dominant trend. However, some thinkers, 
notably those associated with Chartres in the 
12th century, went beyond numerology in 
discussing the cosmological and theological 
applications of numbers. Nicholas of Cusa, 
who read Proclus, inaugurated the return of 
Pythagorizing Neoplatonism in the Renais­
sance in his studies of mathematics in relation 
to the world and God. In the second half of 
the 15th century, Marsilio Ficino popularized 
this sort of Pythagoreanism as part of an 
ancient theory more compatible, he thought, 
with Christianity than with Aristotelianism. 
Thus such ideas as the music of the heavenly 
spheres, the harmony of the universe, the 
mathematical structure of the universe as 
imaging the divine mind, became common­
place and tum up, for example, in Nicholas 
Copernicus (1473-1543) and in Johannes 
Kepler (1571-1630), who quotes, in his 
Harmo11ice mwzdi (1619), from Proclus's 
Commentary 011 Euclid. This text, which had 
attracted the interest of Renaissance math­
ematicians, presents mathematics as an 
exemplary scientific method that can be 
transposed to other domains, in particular 
physics and metaphysics. This is not far from 
the projects of a universal scientific method 
explored by Rene Descartes and by 
Leibniz. 

If today numerology has been driven from 
mathematics into the realm of popular super­
stition, if philosophers who hear the heavenly 
harmony or discern the divine mind in the 
geometry of the world are few, if math­
ematics provides physics with a language 
rather than with its basic truths, if meta­
physics looks more to words than to numbers 
for its insights, still aspects of (Platonist or 
Neoplatonist) Pythagoreanism remain, such 
as the idea that mathematical objects exist, 
the belief in the purity and even beauty of the 
knowledge of such objects, and the aspiration 
to measure, proportion, and harmony as 
ethical ideals. 
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DOMINIC J. 0 'MEARA 

Q 
Qua 

A 'qua' connective, like other conjunctions, 
such as 'if and 'since', links up sentences, 
clauses, and phrases in other sentences. (I use 
'qua' to stand for the generic connective, of 
which also 'in so far as', 'in virtue of. 'with 
respect to' are instances.) 'Qua', and equival­
ent expressions, occur at important points in 
the work of many philosophers: in Aristotle's 
doctrine of being qua being (Met. IV); in the 
supposition of subject terms in sentences like 
'man is the worthiest of creatures' according 
to William of Sherwood (Introductiones ad 
logicam, 77, lS--28); in the analysis of the 
Incarnation by Aquinas (Sentences 111.XI.1; 
Sum. Theo/. IIl.16.S--10), and Scotus (Sent­
ences 111.XI.2). It occurs also in Leibniz's 
formulation of the identity principles and in 
his reduction of relationships; in one of 
Bertrand Russell's solutions to Russell's 
Paradox (Principles of Mathematics I.X.104); 
and in Martin Heideggers's discussion of 'als' 
in Sein und Zeit. The reasons for this re­
peated occurrence are fairly obvious: when­
ever senses of concepts are to be disting­
uished, whenever different aspects and 
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modes of a thing are to be singled out and 
abstracted, whenever an assertion is to be 
qualified in a certain respect, the appearance 
of qua expressions is nearly inevitable. 

There have accordingly arisen analyses of 
the logical properties of qua propositions. 
According to the standard Aristotelian ana­
lysis, worked out in its full form by the end of 
the 12th century, there are two main logical 
types of qua propositions, the reduplicative 
and the specificative. A standard example of 
the reduplicative is: 'every man qua rational 
is risible'; for the specificative, 'the Ethiopian 
is white with respect to his teeth' (Aristotle, 
Soph. El., 167a7). For the reduplicative, the 
inference, 'Sis P qua M; therefore Sis P' is 
valid; for the specificative it is invalid. In a 
specificative qua proposition, the qua phrase 
changes the reference of the unqualified 
subject; in a reduplicative one, it does not. 

An exhaustive analysis of reduplicative 
propositions was given by such philosophers 
as William Ockham and Walter Burley (De 
puritate artis /ogicae tractatus longior). The 
basic analysis for 'Sis P qua M' is 'Sis M, and 
every M is P'; most medieval analyses also 
add: 'and being M entails being P'. Further 
conditions were also added for special types 
of reduplicative propositions; e.g., 'Mis the 
cause of P' for the causal reduplicative. Thus, 
to take the standard medieval example, 'man 
in so far as rational as risible' is to be analysed 
as: 'man is rational, and man is risible, and 
every rational thing is risible, and if some­
thing is rational, it is risible'. On the causal 
analysis, a fifth exponent, 'being rational is 
the cause of being risible' is added (William 
Ockham, Summa /ogicae II.16). As was 
recognized explicitly by those such as John 
Wyclif (c. 1320-84), however, some of the 
conjuncts of these expositions are redundant; 
thus the basic reduplicative analysis may be 
reduced to: 'Sis M, and being M entails being 
P' (Tractatus de logica, I.5). 

Specificative propositions were not ana­
lysed further, except that explanations were 
offered in such a way as to make their 
meaning plainer. Here the formal work 
centred more on how the qua phrase changes 
the reference of the unqualified subject into 
something related to it. This discussion was 
generally put in terms of parts and wholes; 
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e.g., by Albert the Great (De Sophisticos 
Elellchos I.III.6). Thus, as teeth are an 
integral or material part of a whole human 
body, 'in respect of his teeth' when attached 
to 'the Ethiopian', changes the reference 
from the whole, the human body, to the 
integral part, the teeth. 

Aristotle himself, though not giving an 
explicit systematic theory of qua expressions, 
does discuss formal properties of proposi­
tions containing qua expressions (in De Int. 
21a7, Post. All. 73b26, and in Top. 
115bi5). Later Aristotelians codified Aris­
totle's remarks, and developed various 
theories from them. Propositions containing 
qua expressions were called 'reduplicative', 
because Aristotle uses the term 'reduplica­
ti?n' ( wcxliC:n:1..ooL;) in discussing them, as 
his examples of qua propositions generally 
had a repetition, or reduplication, of one of 
the terms. Thus consider his syllogism: "the 
good is known, that ( O'tL) it is good; justice is 
good; therefore justice is known, that it is 
good" (Pr. All. 49all). In the medieval 
period, many important philosophers de­
voted much attention to formal properties of 
reduplicative propositions; Avicenna (AI­
Qiyas, 485, 1 ), Albertthe Great, and William 
Ockham, in particular. Likewise, there was 
much discussion of reduplicative propos­
itions in the post-medieval period, though 
not as much originality. •In the modem 
period, with the decline of interest in formal 
logic, reduplicative propositions fell into 
obscurity. Still, in the 20th century, with the 
renewal of interest in logic, interest in qua 
propositions has revived. 
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ALLAN T. BACK 

Quantum Physics 
All revolutionary results in physics result in a 
necessity of our rethinking our intuitive 
ontological/metaphysical categories in order 
to revise our picture of the world so as to, in 
one way or another, make our metaphysical 
picture and our scientific theories compatible 
with one another. No scientific result has 
been as intractible to metaphysical compre­
hension, however, as has been the quantum 
mechanical picture of the world. While the 
special and general theories of relativity have 
forced us to revise our traditional meta­
physics of space and time, quantum mech­
anics seems to be calling out for a radical 
revision in our very notions of what is to 
constitute the 'objective' states of the world. 
So puzzling are the features of the world it 
describes, and so radical is the theory de­
veloped to account for these features, that 
even now, half a century after the discovery 
of quantum mechanics, no satisfactory meta­
physical accounts of the world exist which will 
do justice to all the perplexing features of 
the quantum mechanical picture of the 
world. 

From the very beginning the basic experi­
mental facts on which the theory rested 
seemed to force us to consider the basic 
structure of the world to be, at one and the 
same time, that of a continuous wave yet that 
of discrete, spatially localized, particles. 
WemerHeisenberg's (1901-76) famous "Un­
certainty Relations" pointed out the direc­
tion in which blatant inconsistency could be 
avoided in this world picture, but only at the 
cost of, at least, placing severe restrictions of 
principle on our epistemic access to the 
world. From this arose the earliest claims that 
the quantum picture of the world was incom­
patible with determinism or even with the 
claim that each event could be causally 
explained by reference to a sufficient ante­
cedent state of the world. 

QUANTUM PHYSICS 

Max Born's (1882-1970) understanding of 
the wave-function as generating probabilities 
of outcomes of measurements carried the 
understanding of the theory further, but 
interference effects showed that a naive 'en­
semble' model of these probabilities could 
not succeed. Niels Bohr's (1885-1962) ex­
traordinary 'Copenhagen Interpretation' of 
the theory provided the first systematic 
'metaphysics' for quantum mechanics with its 
notion of a quantum description as instru­
mentalistic and relative to a chosen measure­
ment process, and its evasion of inconsistency 
by the notion of features of the world being 
'complementary' so that only one framework 
of description was applicable relative to any 
one possible set of measurements. But the 
special role played by 'measurement' as a 
process not describable within the physical 
theory, a role represented in the formal 
theory by the so-called 'projection postulate' 
of John von Neumann (1903-57), left one 
dissatisfied with the account and perplexed 
by its retention of classical concepts for the 
results of measurement while at the same 
time proposing their illegitimacy from the 
quantum point of view. 

Over the years the early suspicion that the 
theory led to a radically indeterministic pic­
ture of the world has been buttressed by a 
series of demonstrations that no positing of 
'hidden variables' is compatible with the 
statistical correlations posited by the theory. 
An early proof of von Neumann's which 
rested on posits stronger than those justified 
by quantum mechanics has been replaced by 
newer developments at the hands of A. 
Gleason, S. Kochen and E. Specker, and J. 
Bell. The Bell result suggests also a radical 
'non-locality' of the world described by 
quantum mechanics. Systems once spatially 
united but now separated so as to be unable 
to causally influence one another show cor­
relations in outcomes of measurements per­
formed upon them which are, by an extraord­
inarily simple argument, incompatible with 
their being explained by a causal route which 
traces back to their initial local correlation in 
a classical way. 

The 'measurement problem' remains the 
most distressingly perplexing puzzle about 
quantum mechanics. The theory seems to 
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describe the world entirely in terms of quan­
tum mechanical states of a radically non­
classical nature. Yet its interpretation refers 
to ·measurements' whose dynamics falls out­
side the dynamical evolution posited for all 
physical interactions by the theory, and 
which results in final states characterized in a 
purely classical way. Formally superposition 
states fail to evolve in a 'unitary' way upon 
measurement. Instead 'interference terms' 
disappear and the wave-packet ·collapses' 
into one of its components in the decomposi­
tion of it into components appropriate to the 
measurement performed. How is this to be 
understood? 

Many approaches try to solve the puzzle by 
denying that projection really takes place. 
The quantum state function is understood 
'realistically' to characterize the objective 
state of the world. All measurement interac­
tions are taken to preserve superposition, the 
appearance of projection being due to the 
macroscopic size of the measuring instrument 
which allows one to take the interference 
terms to be zero without much predictive 
error. But these accounts fail to explain why 
only one component (instead of the set of all 
of them) appropriately describes the world. 
The ·many worlds' interpretations, initiated 
by H. Everett, try to solve that problem by 
arguing that the world 'splits' into many 
different worlds at each interaction, one 
world for each possible component. Here the 
major problem seems to be to explain our 
experience which is of one world and one 
component only. 

Other interpretations are 'instrumental­
istic' with regard to the quantum state. In 
some it is classical states of physical measur­
ing apparatus which are taken as reality. In 
others it is the subjective states of the minds 
of 'observers' which are real. The former ver­
sion suffers from treating large physical ob­
jects as ·outside' the physical realm which 
ought to be universally describable by 
quantum theory. The latter is, clearly, far too 
'idealistic' an account of the world for many, 
especially given the propensity to seek for a 
materialist account of mind. These instru­
mentalistic accounts are all the successors of 
Bohr's 'Copenhagen Interpretation', and all 
utilize in one way or another variants of his 
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subtle methods for avoiding inconsistency in 
the interpretation. Many still share Albert 
Einstein's ( 1879-1955) view that this way of 
viewing the theory achieved irrefutability at 
the price of obscurity and evasion. 

In the 1930s G. D. Birkhoff (1884-1944) 
and von Neumann showed that there was an 
interesting formal sense in which the proposi­
tions of quantum mechanics formed a 'logic' 
weaker than traditional Boolean proposi­
tional logic. In particular, distributivity was 
violated in this schema. Hans Reichenbach 
had once proposed that the puzzles of 
quantum mechanics could be avoided by 
using a many-valued logic. More recently D. 
Finkelstein, Hilary Putnam, and others have 
attempted to show that one could maintain a 
'realistic' metaphysics for quantum mech­
anics if one understood the Birkhoff-von 
Neumann 'logic' as really being the logic of 
the world, that is if one took quantum mech­
anics as showing that we needed to modify 
logic as general relativity showed us we 
needed to modify our geometry of the world. 
The ability of this move to solve the puzzles is 
controversial, as is, of course, the coherence 
of the claim that logic is 'empirical'. Related 
suggestions try to save a realist account ofthe 
world in the quantum mechanical picture by 
rejecting orthodox probability theory in 
favour of a modified theory. One such ver­
sion avoids the apparent demonstration of 
indeterminacy and non-locality of the Bell 
results by allowing conditional probabilities 
to exist where absolute probabilities do not. 
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LAWRENCE SKLAR 

Questions 
This topic has been discussed since Aristotle. 
Here we describe three approaches of current 
import. 

The a111011omous systems approach is rep­
resented by a system of Nuel Belnap. Belnap. 
assumes a standard formalized language and 
adds special symbols to form interrogatives. 
An elememary interrogative has a form that 
indicates a subject and a request. Thus for 
whether interrogatives, the subject is a list of 
distinct statements; these are the alternatives 
presented by the subject. For which interrog­
atives, the subject indicates a formula F that 
has free variables, and perhaps also indicates 
some category conditions corresponding to 
some of those variables; this subject presents 
as alternatives all the statements that come 
from F by substituting closed terms t for the 
free variables in F. where each t must satisfy 
the category condition. if any, that has been 
specified. For all elementary interrogatives, 
the request component has a form that 
indicates: 

I. lower and upper bounds on selectio11 
size, 

2. presence or absence of a completeness 
claim, and 

3. presence or absence of a disti11ct11ess 
claim. 

For any elementary interrogative, each direct 
answer is a statement that: 

I. Selects a number II of the alternatives 
presented, where II is within the bounds 
on the selection size; 

2. claims that these are all of the true 
alternatives if the relevant request in­
dicates that a completeness claim is to 
be made; and 

QUESTIONS 

3. claims that these are distinct alternat­
ives if the request calls for a distinct­
ness claim. 

Xis a complete, partial, elimi11ative, or quasi 
eliminative answer to a given interrogative / 
just in case X implies some direct answer to/, 
is implied by some direct answer to /, implies 
the negation of some direct answer to/, or is 
implied by the negation of some direct 
answer to/, respectively. If the semantics is 
such that every individual has a name, then / 
is true just in case some direct answer to / is 
true. Where not all individuals have names, 
each formula F with free variables presents 
not only nominal alternatives (which are like 
the alternatives described above) but also 
real altematives (which are pairs consisting of 
F plus a function that assigns denotations to 
the variables that are free in F). Then a 
which-interrogative can fail to have true 
nominal direct answers and fail to be nom­
inally true, but still have true real direct 
answers and be really true. An interrogative/ 
presupposes X just in case Xis true whenever 
/ is true. If an interrogative has any presup­
positions, a unique one can be chosen as the 
presupposition. 

The imperative-epistemic approach is that 
of Lennart Aqvist and Jaakko Hintikka. 
They assume a language with imperative and 
epistemic operators (including 'Make it the 
case that' and 'I know that'). Then, e.g., they 
can use 'Make it the case that either I know 
that P or I know that Q' to ask whether P or 
Q, and can use 'Make it the case that, for 
some x. I know that Fx' to ask for one 
example of a thing with the property F. 

In the approaches described above we 
construct a system of interrogatives and then 
either equate questions with the interrogat­
ives or stipulate that questions are denoted 
or expressed by the interrogatives. The Pla­
tonist approach finds that questions exist as 
independent entities, whether interrogatives 
exist to express them or not. In Pavel Tichy's 
system a question is a function on possible 
worlds. Common types of questions are pro­
positions. individual concepts, and prop­
erties; their values for a given world are a 
truth-value, an individual. and a set of indi­
viduals. To a11swer a question is to cite an 
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entity of the right type; the answer is right if 
the entity is the value of the function at the 
actual world. A complete answer cites a single 
entity; an incomplete one cites a class and is 
correct if the right complete answer is in the 
class. 

Consider, for example, the question 'Does 
God exist?' In Belnap's system there is an 
interrogative that presents as alternatives the 
two statements 'God exists' and 'God does 
not exist', and requests that the respondent 
assert 'God exists' or 'God does not exist', 
those two statements being the two 
direct answers. In the imperative-epistemic 
ap-proach one issues the command: 'Make it 
the case that either I know that God exists or I 
know that God does not exist'. In some 
versions of this approach the respondent may 
satisfy the command by some means other 
than simply asserting 'God exists' or its 
negation. In Tichy's approach there exists a 
proposition that God exists. The given ques­
tion can be expressed by saying that God 
exists, and it can be answered completely by 
saying 'true' or 'false'. 

There is a relation between questions that 
holds when every direct answer to the first 
question implies some direct answer to the 
second. Some theorists regard this as a rela­
tion of implication, some call it comainment, 
and some call it obviation. 

Most theorists agree on the meaning of 
whether and which. There is less agreement 
on what, who, how, and why. There is 
agreement that two interrogatives can be 
conjoined via and, and agreement that they 
can be disjoined via one type of or (meaning 
'answer either question') or by another type 
of or (meaning 'Try to answer the first; if you 
can't, answer the second'). Most theorists 
allow conditionals 'If P, then I' (where Pis a 
declarative and / an interrogative) and adopt 
the rule: given P, one may detach /. 

There is disagreement on whether every / 
presupposes that some direct answer to / is 
true, or merely that some core assertion 
(which is implied by every direct answer to I) 
is true. Most theorists agree that, if the 
presupposition of an interrogative is false, 
then the given interrogative commits the 
fallacy of many questions. For a set S of 
sentences to raise a given interrogative it is 
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necessary that Simply the presupposition of 
this interrogative. For S to suppress I it is 
sufficient that S imply the negation of I's 
presupposition. When in doubt about the 
truth of this presupposition, the safe way to 
ask / is to use the conditional 'If the presup­
position holds, then I'. 
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DA vtO HARRAH 

Quine, W. V. 0. 

Willard Van Orman Quine was born on 25 
June 1908 in Akron, Ohio. He majored in 
mathematics at Oberlin College and wrote 
his Ph.D. dissertation at Harvard under A. 
N. Whitehead's supervision. Several of his 
philosophical views grew out of his critical 
examination of Rudolf Carnap's ideas. After 
Carnap and Bertrand Russell, Alfred Tarski 
is probably the author who had the strongest 
influence on Quine, even though Quine's 
originality makes the word 'influence' in­
appropriate. 

Language-theory Conglomerate. It is com­
monly held that there is a difference between 
dictionaries and encyclopaedias. The former 
provide information about linguistic mean­
ing. The latter supply factual information 
about the world. Quine mitigates this distinc­
tion. Sentences are associated with sentences 
in a "vast verbal structure which, primarily as 
a whole, is multifariously linked to non­
verbal stimulation" (Word and Object, 1960). 
Thus, for instance, the sentence 'There is 
copper in this test tube' can be elicited by the 
observation of a green tint resulting from the 
mixing of the contents of two test tubes. 
Admittedly, in this example chemical theory 
which secures the connection can be dissoci­
ated from linguistic meaning. In most cases, 
however. there is no sharp distinction to be 
drawn. Common sense is nothing but a prim­
itive theory. But common sense is built into 
our language. For instance the very existence 
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of common nouns denoting rcidentifiablc 
particulars is a linguistic feature which is 
connected with ··the immemorial doctrine of 
ordinary enduring middle-sized physical ob­
jects'" (ibid.). Hence the above-mentioned 
·vast structure· is neither a language. nor a 
theory. but both: it is a conglomerate for 
which D. F0llesdal has coined the word 
'language-theory·. 

Pierre Duhem (1861-1916) claimed that 
statements of physical theory cannot be con­
firmed or disconfirmed in isolation. Quine 
goes further. Seeing that all branches of 
science share logic and some mathematics. he 
subscribes to a generalized form of epistemo­
logical ho I ism: 

Holi!.m at ib mo:-.t extreme holds that science faces 
the trihunal of experience not !-iCntcncc hy !ioCntcncc 
hut as a corporate holly: 1hc ll'holt• of science (sec 
Hahn and Schilpp 19X6). 

Consequences or Epistemological Holism. 
When epistemological holism is combined 
with a verification theory of meaning it leads 
to semantic holism. as F0llesdal has emphas­
ized. Isolated statements abstracted from 
the scientific theories to which they belong do 
not have a fund of experiential implications 
attached to them. From this it follows that ••it 
is nonsense ... to speak of a linguistic com­
ponent and a factual component in the truth 
of any individual statement"· ( From a Logical 
Poi111 of Viell'. 1953). Hence the distinction 
between synthetic statements ( true in virtue 
of the facts) and analytic statements (true by 
virtue of the linguistic conventions alone) 
collapses. It also f';,llows that the reductionist 
programme of rationally reconstructing 
theoretical concepts of the natural sciences in 
terms of observation terms has to be abando­
ned. Quine replaces it by the study of how we 
actually learn the language of scientific 
theory: 

The scientist himself can make no sense of the 
language of scientific theory beyond what goes into 
his learning of it ( T/w Nllturc• of Natural Kuow­
h•,f.~c•. 1975). 

The paths by which we learn our language 
widely diverge: 

QUINE W. V. O. 

Diffcrcnl pcr!.ons !?rowing up in the !-101mc language 
arc like thfrcrcnt hu!\hC!-> trimmed :m<l trained 10 
lake 1hc !-illi:lpc of idcnllc.:11 clcph,mh. The anatom­
ic,tl dclml, of tw1g!'. and hranchc!-o will fulfil the 
elephantine form differently lrom hu!l>h lo hu~h. 
hut the o\'erall outward rc!-oulb arc alike ( Word and 
Ohj,•,·1). 

The linguist who is engaged in radical transla­
tion. i.e. translation between culturally sep­
arated languages. is very much in the same 
position as the child learning his mother 
tongue: 

Mc1nuals for translatinp. one l::1nguagc into another 
can he set up in divergent way!-o. all compatihle with 
the totality of ~pccch de~criptions. yet incom­
patihlc with one another (ihid. ). 

The thesis of the indeterminacy of translation 
- this is its name - is thus a corollary of 
semantic holism. 

Mutual Containment or Epistemology and 
Ontology. Let us return to epistemological 
holism. If the totality of our knowledge is, as 
Quine says. "like a field of force whose 
boundary conditions are experience·· (From 
11 Logirnl Poi/I/ of" Viell'). then there is no 
space left for an autonomous epistemology. 
i.e. for prior philosophy which would be an a 
priori propaedeutic or groundwork for 
science. Epistemology can no longer be con­
ceived as offering an external foundation to 
science. With Quine. epistemology acquires 
the status of a natural science. Its role is to 
explain the knowledge ability of the human 
subject considered as a natural phenomenon. 
And to that extent it belong~ to ontology. 
which aims at answering the question ·What 
is there'?' Once epistemologists renounce the 
impossible task of providing foundations for 
science. they are entitled to do what was 
denied them previously. i.e. to appeal to 
science. Explaining induction by natural 
selection is no longer apetitio pri11cipii. since 
the epistemologist does not aim at justifying 
science. Even though it has become. in effect, 
a branch of psychology. epistemology can 
still contain natural science in so far as it does 
not take physical objects for granted. but 
studies how the conceptual framework which 
underlies thing-words such as ·trees· or 
·rocks" is constructed by the human mind 
from observational data. 
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Two Perspectives on Ontology. To know 
what there is. one should simply enquire into 
what science assumes to be real entities. 
When unnecessary ontological commitments 
have been withdrawn. science remains with 
two kinds of entities: material objects and 
sets. If there is a one-to-one transformation 
between one set of entities and another - for 
instance. space-time points and quadruples 
of real numbers - we can freely switch 
between them. This freedom was dubbed 
"ontological relativity" by Quine. This re­
lativity. however. concerns the epistemology 
of ontology rather than ontology itself. 

Truth as Immanent to Theories. Just as 
manuals of translation can be set up in 
divergent ways. compatible with the totality 
of speech dispositions. so physical theories 
can vary though all possible observation be 
fixed. This is the thesis of the underdeter­
mination of theories by observation. a corol­
lary of epistemological holism. From the fact 
that conflicting physical theories can be on 
equal footing as far as the assertions they 
warrant are concerned. it does not follow that 
they are equally true. The predicate ·true· has 
meaning only within a theory. It is immanent 
to theories but within these confines it re­
mains absolute. 
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R 
Ramsey, Frank Plumpton 

Frank Plumpton Ramsey (1903-30). the son 
of the president of Magdalene College. Cam­
bridge. was one of the most gifted persons of 
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his time. He became a student of Bertrand 
Russell. G. E. Moore. and John Maynard 
Keynes (1883-1946) and already when he 
died at the age of 26 he left behind a large 
corpus of published and unpublished papers. 
which contributed substantially to such dis­
parate fields as formal logic. foundations of 
mathematics. truth and probability theory. 
philosophy of science. epistemology. and last 
but not least economics. 

Ramsey·s lasting significance lies without 
doubt in his novel approach to the exact 
sciences. developed in his ··Last papers". 
This approach rests on two assumptions: 
first. the ··Principles of finitist mathematics" 
(this is the title of a late manuscript in the 
Ramsey Collection. Pittsburgh. where Ram­
sey discusses different forms of finitism. 
defending the view of Hermann Weyl (1885-
1955) against those of L. E. J. Brouwer 
(1881-1966) and Thoralf Skolem (1887-
1963)). giving the infinite only a theoretical. 
explanatory meaning; and second. on the 
construction of theoretical f1111ctio11s by which 
we explain the inductive generalizations in 
the empirical sciences. This approach. which 
has been widely received thanks to the 
work of Rudolf Carnap. J. D. Sneed and 
Wolfgang Stegmiiller. is still not fully re­
flected in its finitistic origin and its pragmatic 
impact. 

Ramsey is best known. however. for his 
si111plifica1io11 of Russell"s theory of types. in 
which he dispensed with the dubious axiom of 
reducibility. Russell"s solution of the anti­
nomies had led him to postulate hierarchies 
of orders within the hierarchy of types. In 
order to cope with the unwanted hierarchies 
of orders. Russell had to postulate the axiom 
of reducibility. Ramsey. who first distin­
guished between logical and semantical anti­
nomies. was able to avoid the latter by a new 
strategy using Ludwig Wittgenstein"s notion 
of ·truth-functions in extension· with infinite­
ly many arguments. This made the distinction 
of orders. and therefore the axiom of redu­
cibility. superfluous. 

Beside the axiom of reducibility. it was the 
axiom of i11fi11i1y which formed the main 
obstacle in the reduction of mathematics to 
logic; for it was far from clear (indeed it was 
doubted by Russell himself) that the axiom of 
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infinity was a purely logical proposition. At 
the same time, however, it seemed imposs­
ible to build up analysis without the axiom 
of infinity. In "Mathematical logic" (1926) 
Ramsey considered three different ways out 
of this dilemma: 

I. David Hilbert's proof theory, in which 
the axiom of infinity is taken as a mere 
assumption which can be proved (by 
finite means) to be consistent, and 
therefore should be permissible in 
mathematics. 

2. The finitist approach, in which the 
axiom of infinity is abandoned comple­
tely. the aim being then to develop a 
kind of mathematics in which only finite 
and no "transcendental methods" 
would be permitted: "the methods to be 
adopted might resemble those of 
Brouwer and Weyl. These authorities, 
however, seem to me to be sceptical 
about the wrong things in rejecting not 
the Axiom of Infinity, but the clearly 
tautologous Law of Excluded Middle" 
(Foundations, p. 80). 

Needless to say, these proposals were not 
in the spirit of the logicist programme. There­
fore, Ramsey at first accepted: 

3. The tautological interpretation of the 
axiom of infinity. This proposal was 
based on Wittgenstein's assumption 
that general and existential proposi­
tions are conjunctions and disjunctions, 
i.e. truth-functions of infinitely many 
propositions as arguments. On this 
view, the axiom of infinity becomes 
necessarily a tautology, because "if no 
infinite aggregate existed the notion of 
such an aggregate would be self­
contradictory" (Foundations, p. 79). 

Later, however, Ramsey abandoned this 
view as question-begging because it depends 
on the identification of general sentences 
with infinite conjunctions, and this identifica­
tion may be doubted (see Church 1932). In 
other words. except in the finite case. the 
truth-value of a general proposition is not a 
function of its singular propositional in-
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stances. Instead, in "General propositions 
and causality", Ramsey defended another 
view, the position of Wey!, treating general 
sentences not as propositions in the truth­
functional sense but as "variable hypothet­
icals", that is as rules for judgements (An­
weisungen auf Urteile) which means that 
a potential infinite set of concrete judge­
ments can be deduced from it. 

Likewise, an existential sentence, 3xf(x), 
is not a genuine proposition per se but the 
abstract of a judgement,f(a)-+ 3xf(x); which 
is to say that only a concrete judgement like 
'this chalk is white' can justify the claim 'there 
is white chalk' - without the concrete judge­
ment the existential claim would mean 
nothing. This is in particular true for general 
existence sentences like '\lx3yR(x,y)', which 
would not be justified without the actual 
construction ofan underlying 'law', <l>(x) = y, 
which connects in a clearly defined way every 
individual x with its related y, such that we 
can claim the general abstract 'there exists a 
law <I>, such that for allxR(x, <I> (x))' instead 
of the general existence sentence. What Wey! 
calls a 'law' is usually called a Skolem­
function. Both methods, Weyl's and Skolem's, 
to eliminate an existential quantifier within a 
general clause in favour of a function con­
necting the individuals are closely related; 
the main difference lies in the way they 
introduce this function: Wey! requires, in 
contrast to Skolem, a recursive definition of 
the 'law' or function in question. 

In the philosophy of science such a law <I> is 
called a theoretical function and the claim that 
such a function exists in regard to certain 
inductive generalizations (such as 'every man 
has a father') became known as the Ramsey 
sentence of the respective generalization. 
Obviously the existence claim is only justified 
if we can really construct such a function. In 
our little example this means that we must 
construct a law, as G. J. Mendel (1822-84) 
did, according to which we can determine the 
father of every person uniquely. Once we 
have constructed such a law of genetics we 
can explain why every human being has a 
father- in contrast to the case of bees and other 
insects, where the drones have no father. 

In order to eliminate the 'unobservable' 
entities from science, Carnap later proposed 
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the Ramsey sentence as an observational 
equivalent substitute for a theory with certain 
theoretical functions «.~. y. Such a substitute 
would have the same observational con­
sequences as the original theory, yet without 
referring explicitly to the theoretical func­
tions a:,~,Y- The logical trick by which Carnap 
could achieve the desired equivalent sen­
tence was the method of second-order quan­
tification. He substituted the constants refer­
ring to the theoretical functions a:,~,y by a 
corresponding number of second-order vari­
ables a:' ,W, y' and binding these variables by a 
corresponding sequence of existential quanti­
fiers - (3a:'), etc. - placed in front of the 
definitions and axioms of the theory. The 
result is the Ramsey sentence of the theory in 
question (Foundations, p. 231). However, it 
should be stressed that the only goal of 
Ramsey's own proposal was the justification 
of the general existence sentence '\lx3y 
R(x,y)' by the abstract theoretical claim 
"There exists a function <l>(x) such that for all 
xR(x,<l>(x))" - or, more generally, the justi­
fication of an inductive generalization with 
respect to certain empirical judgements by 
introducing a theoretical function which 
would explain the success of the inductive 
generalization. Furthermore, it is clear that 
this goal can only be accomplished, at least 
from a finitist point of view, through the 
actual construction of such a function <I>, not 
through a mere existence claim. Hence, 
Carnap's proposal to use Ramsey sentences 
instead of theories in order to get rid of the 
somehow suspicious theoretical functions is 
quite contrary in spirit to Ramsey's own 
philosophical convictions. 
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ULRICH MAJER 

Ramus, Peter 
Peter Ramus was born in 1515 in Cuth 
(Vermondois) and died in 1572 in Paris. He 
was a French humanist, philosopher, edu­
cational reformer, and rhetorician. In his 
philosophical works he makes use of different 
schools of his time: of the humanistic critique 
of Aristotle, of Cicero's dialectics, of Plato's 
theory of ideas, and of Aristotelian and 
scholastic teachings - without, however, 
arriving at a unified system. The many revi­
sions of his Dialectics, reflecting his con­
tinuous debates with his contemporaries, 
start from the metaphysical position of the 
Dialecticae Institllliones (1543), which rests 
on Platonically based presuppositions, and 
culminate in the Dialecticae libri duo (1572), 
a syncretistic compendium of Aristotelian 
dialectics and Ciceronian terminology. 

Today the version of 1572 is considered as 
the 'Logic of Ramus' because it shaped 
Ramism throughout Europe. Ramus's point 
of departure here is 'natural dialectics' which, 
as a naturally given faculty of thinking, is 
considered a gift of God (i.e. the intellect as 
copy of God). Thus it must be the a priori 
basis of all thinking. This Platonic archetype 
finds its representation first of all in man's 
natural ability to reason. But it is represented 
also as art or doctrine, that is as thesumofthe 
rules one has to follow in order to use this 
aptitude properly, and also as exercise (exer­
citatio), that is as the methodical practice of 
these rules. 

The dialectics follows from the a priori 
presuppositions of the intellect. The 
theorems of its system are a priori reason­
able, not induced from experience. As a 
methodically adequate discussion of prob­
lems, the Dialecticae begin with the 'inven­
tion', that is with the doctrine of the discovery 
of proofs. In the second part, Ramus 
attempts to give the rules for arriving at the 
presentation of arguments and the evaluation 



755 

of their coherence. Perfect cognition is to be 
reached through the three degrees of the 
'i11dic111n': 

1. Syllogism, which as a complex of prob­
lems leads to a preliminary definition of 
truth as knowledge of simple states of 
affairs (according to Ramus dialectics 
arises from the confused or 'common 
sense' of truth which has been imple­
mented in the human mind). 

2. From the knowledge of simple states of 
affairs we move to a unified system of all 
knowledge in order to achieve clarity 
and order of knowledge. Method here­
by leads us to the rational judgement of 
truth. 

3. Ideas found dialectics, that is make 
reasonable the presuppositions of all 
truth (i.e. the vision of pure truth in the 
ideas). 

After being established via a systematic in­
sight into essence, dialectics are applied in 
the particular, which leads to the third part of 
the Dia/ecticae, the 'exercitatio' (i.e. the 
exercise of reason). In the 1572 edition the 
Platonic theory of ideas has been dropped as 
the basis of the argument; the new basis is an 
extended Aristotelian doctrine of principles. 
Dialectics are now defined as a theory for 
discovering truth. As a result a 'logic of 
content' is formed, resting on the material 
meaning of the concepts used, and taught in 
applications. Ramus and his followers under­
stand this logic as a 'fundamental scientific­
theoretical instrument' {i.e. method, prac­
tice, theory of order). After his death 
Ramus's immediate influence affected four 
'schools': 

1. Ramists, who explained the doctrines 
of Ramus's work (e.g. Audomarus 
Talaeus, Franciscus Sanetius Brocensis, 
Rolandus Makilmenaeus, William 
Temple, Johannes Piscator). 

2. Philippo-Ramists, who tried to recon­
cile the doctrines of Philipp Melanch­
thon with those of Ramus {e.g. Michael 
Sonleutner, Heizo Buschner). 

3. Semi-Ramists or 'systematists', who 
founded a syncretistical logic {e.g. 
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Zacharias Ursinus, Bartholomew 
Keckermann, Rudolphus Goclenius). 

4. Logicians who analysed the difference 
between the teaching of Ramus and his 
opponents (e.g. Severinus Sluter, 
Johannes Riger, Paulus Frisius). 
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Rationalists 

Rationalism is a 17th- and 18th-century phe­
nomenon. The most important rationalists 
are Rene Descartes, Spinoza, Gottfried 
Wilhelm Leibniz, and Nicolas Malebranche. 
Other philosophers belonging to this group 
are Antoine Arnauld, Arnold Geulincx, 
Christian Wolff, and Christian August Cru­
sius. 

The characteristic biographical feature of 
the four most important rationalists is that 
they were never professors and thus never 
taught philosophy at a university. Descartes 
and Leibniz were courtiers, and Spinoza was 
a craftsman. Spinoza was indeed nominated 
to a professorship at Heidelberg, but he did 
not accept this nomination. All these philo­
sophers had, however, studied philosophy in 
scholastic universities: Descartes with the 
Jesuits in La Fleche, Malebranche at the 
College de la Marche and as a member of the 
Congregation of the Oratory, Leibniz with 
Protestant Scholastics in Leipzig, and Spi­
noza with rabbinic scholars. Thus it was the 
scholastic philosophy of the 16th and 17th 
centuries that formed the philosophical back­
ground and was at the same time the piece de 
resistance of the rationalists' thinking. This 
dependence on scholastic thinking was in our 
century first shown by Etienne Gilson in his 
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/11dex Sco/astico-Cartesieii of 1912 and in his 
commentary to the Discours de la methode in 
1925. 

One important indication of this depend­
ence is the fact that in their writings all 
Rationalists use scholastic Latin - a language 
containing a philosophical terminology dev­
eloped by analysis and distinctions over six 
centuries. 

Innate Ideas and Inner Experience. 
Descartes, in his Discorirs de la met/rode, 
was seeking for certainty, represented by 
clear and distinct perceptions. He does not, 
however, find it in metaphysics, logic, or 
mathematics as his predecessors did, but in 
inner experience. This inner experience of 
our own mental acts is for Descartes more 
certain than the perception of the external 
world. As example Descartes chooses the 
cogito, an act perhaps best captured by the 
phrase 'I am thinking' and which is character­
ized, like certain other cognitive mental 
acts, by the property of being reflexive. Thus 
if I think, then I think that I think; but if I 
hate, then I do not hate that I hate. Descartes 
uses this reflexivity of higher mental acts, 
already mentioned by Aristotle in his De 
Anima (III, 4), to infer from the existence of 
an act of thinking to the existence of an ego or 
thinking substance. 

Descartes's thought is in some respects a 
continuation of that of Augustine, the first to 
have introduced the notion of inner experi­
ence into philosophy. Augustine, however, 
did not distrust logic in the way that 
Descartes did. On the contrary, he knew that 
logic provides us with necessary propositions 
and with necessary knowledge. 

Intimately connected with the prevalence 
of inner experience in the writings of the 
rationalists is the theory of innate ideas. This 
Platonic theory, already expressed in the 
Meno, claims that the fundamental ingre­
dients of our thinking, e.g. the ideas of 
substance (of God, mind, and matter), of the 
ego, of identity, and difference, are innate. 
These ideas, the materials of judgement and 
belief, are not dependent on experience, 
though their appearance can as it were be 
provoked by perception. Thus we can say 
that innate ideas are psychological dis­
positions, containing an ideal structure which 
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can be revealed by thought and by percep­
tion. 

The scholastic tradition knows and accepts 
only ideas as contents of the divine mind; the 
human mind, however, contains in addition 
notions or concepts which can be contradict­
ory or to which nothing in the world might 
correspond. 'Ideas' here are to be understood 
in something like the Platonic sense. As 
Descartes puts it: 

Some of my thoughts are as it were the images of 
things, and it is only in these cases that the term 
'idea' is strictly appropriate; for example, when I 
think of a man, or a chimaera, or the sky, or an 
angel, or God. 

The thesis that ideas can be present in the 
human mind is not accepted by all rational­
ists. Malebranche, for example, holds that 
ideas are only in the divine mind, and thus all 
perception and cognition of the external 
world is mediated by God. Thus thinking and 
perception are only occasions for participa­
tion in the ideas in God. This occasionalism 
was also shared by Geraud de Cordemoy 
(1620-84) and by Arnold Geulincx. 

Leibniz tries to find a compromise between 
the Aristotelian and the Platonic traditions. 
His formula is: nihil est in inte/lect11 quod non 
prius fuerit in se11s11, nisi intel/ectus ipse. 
(Nothing is in the intellect which was not 
earlier in the senses, except the intellect 
itself.) 

Descartes's analysis was historically 
very successful and important metaphysical 
systems of the Neuzeit each try to achieve a 
synthesis between the metaphysics of Aris­
totle and the thinking of Augustine as revived 
by Descartes. This is so, for example, in the 
systems of Leibniz and also in those of Franz 
Brentano and his pupils. 

Method, Characteristic of rationalist think­
ing is the reflection on method. Descartes 
favours two methods: intuition and deduc­
tion. Intuition, which is characterized by 
Descartes in the Rules as a matter of what is 
produced "by the light of reason alone", is 
the method of inner experience. It gives us 
first of all a direct knowledge of our own 
mental acts. But then also it gives us know­
ledge of the so-called "principles of natural 
light" like: "the same thing cannot be and not 
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be" or "nothing cannot be the efficient cause 
of something" and "two is even and three is 
odd". Characteristic of the method of intu­
ition is that there is no room for doubt in the 
results that it yields. 

Deduction is a mathematical, not a logical, 
method, and as such it is responsible for more 
complicated inferences. Descartes, more 
mathematician than logician, prefers as 
model for this method Euclidean geometry 
rather than Aristotelian syllogistic, both of 
which have an axiomatic structure. The uni­
versality of this method is expressed by the 
Cartesian term "mathesis 1111iversalis'. 

Spinoza favours a deductive or axiomatic 
method. He calls it more geometrico, which 
means the way mathematicians infer, and he 
uses this method in his Ethica, his most 
important work. It is not surprising that his 
idea of a total deductive system has attracted 
logicians ever since. 

Leibniz reveals in his works on method 
an Aristotelian attitude, i.e. he adapts his 
method to the objects he is analysing, and in 
contradistinction to the Cartesians he uses 
also induction. 

With Descartes, Leibniz regards the cogni­
tio i11t11itiva as the most perfect cognition 
and in his Meditatio11es of 1684 he describes 
this kind of cognition, which does not use 
symbols, as the possibility to think together 
and intuitively all the part-concepts of a 
composed concept. Thus the cog11itio illlu­
iriva is a kind of non-combinatoric synthesis 
and Leibniz's account of it is related to later 
theories of perception like the theories of 
Gestalt in the 20th century. In his later works, 
for example in the No11vea11x Essais (1703-5), 
Leibniz concedes that intuitive cognition is 
not so unusual and that we can train it, 
especially in mathematics and logic. 

Substance and the Mind-Body Relation. A 
central object of reflection is the concept of 
substance, a concept which the rationalists 
took over from Aristotle via the Scholastics. 
The reasons for reflecting on substance are 
quite different among the different rational­
ists and therefore so also are their respective 
results. 

Descartes is especially interested in the 
relation of mind and body. and opposes the 
spiritual substance, which he calls res cogi-
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tans, to the so-called res extensa. These two 
kinds of substance are represented on the one 
hand by human selves, and on the other hand 
by all non-human substances like stones, 
plants, and animals. This conception is quite 
new and can be called 'anthropocentric'. in 
contrast to the Aristotelian cosmocentric 
view that had hitherto prevailed. The mecha­
nistic euphoria of his time leads Descartes to 
a mechanistic conception of life: animals and 
plants are seen as machines, and the soul is 
not the principle of life. 

The Cartesian conception of the relation 
between mind and body is rightly called 
'dualistic'. But there is nevertheless for 
Descartes a causal relation or interaction 
between mind and body. serving as the 
foundation of sensual perception. For 
Descartes the res extensa q11a substance can 
very well have a causal influence on the 
production of ideas. This thesis is compatible 
with the Augustinian theory of degrees of 
reality. also held by Descartes. Following this 
theory, individuals such as substances, belong­
ing to the highest level of reality, can have a 
causal relation to individuals of lower levels, 
for example to accidents such as mental acts. 

Leibniz argued in many texts against thii 
conception. He is influenced by Descarte, 
in the sense that he, too, renounces 
Aristotelian-Thomistic hylomorphism as an 
account of the connection of mind and body. 
But, like Bonaventure (1221-74), he accepts 
a hylomorphic structure of monads or spir­
itual substances. These do not have parts, but 
only apperceptions (or reflexive mental acts) 
and perceptions or (non-reflexive mental 
acts). Apperceptions represent the mind or 
active ingredient and perceptions the bodily 
or passive ingredient of spiritual substances. 

In the world, however, there are never 
spiritual monads alone; every monad is 
related to a body. though bodies are only 
phenomena where minds are real. There is no 
causal relation between monads. but only the 
relation of expression or representation. The 
most intensive expression consists in that 
between a monad and its body, more intens­
ive than that between different monads and 
called by Leibniz 'pre-established harmony'. 
Leibniz evidently subscribes to the view now 
called 'psychophysical parallelism'. 



RATION A LISTS 

With Aristotle, Leibniz embraces a cosmo­
centric view of the world, and he thinks that 
there are levels of life: a11ima vegetativa, 
a11ima sensitiva, and a11ima ratio11a/is. These 
levels are cumulative, in the sense that we 
share nutrition and growth with plants, and 
perception and memory with animals. 
Between human beings and animals there is 
only a gradual difference. Animals do not 
have apperceptions and consequently they 
have no ego. no knowledge of necessary 
truths, and no morality. In his Monado/ogy 
he reproaches the Cartesians for not recog­
nizing that animals have perceptions and 
memory. and that they therefore cannot be 
machines of the artificial sort. His main 
argument is a mereological one: in the case of 
natural machines each part is itself a 
machine; not however in the case of artificial 
machines. 

A peculiar theory of substance is proposed 
by Spinoza. He criticizes Descartes's view of 
the mind-body relation. and argues that 
there is exactly one (necessarily existing) 
substance identical with God or Nature. 
What we normally conceive as individuals are 
in fact individual accidents of this single 
universal substance. There is an infinite num­
ber of attributes of the single world sub­
stance, but we know only the spiritual and 
corporeal ones, representing the res cogita11s 
and the res exte11sa as different aspects of one 
and the same psychophysical whole. 

Reductionism. There are tendencies to 
ontological reduction in rationalist thinking, 
for example the reduction of substances to 
their accidents or to sets of accidents. This 
tendency we find especially in Leibniz, who 
had introduced the individual concept as an 
epistemic analogue to the nexus of the indi­
vidual substance and its accidents. containing 
as part-concepts all concepts under which the 
accidents of that substance fall. Every indi­
vidual has one and only one individual 
concept. 

There are also however certain anti­
reductionist conceptions in rationalist think­
ing, as e.g. in the concept of the co11atus or 
in-built tendency of a substance to persist. 
The idea of the co11a111s is first expressed in 
the philosophy of Thomas Hobbes. but we 
find it later also in Spinoza and Leibniz. For 
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Leibniz. the substance has an orgamzmg 
function in respect to its accidents; it embra­
ces as it were a law of succession which 
regulates the different states or accidents of 
the monad as its life unfolds. 

God and His Creation. A typical feature of 
rationalist philosophers is their interest in 
philosophy of theology or in theodicy. In this 
regard rationalism is, surprisingly, much 
more theologically orientated than scholastic 
philosophy has ever been. Spinoza and 
Leibniz even tried to give a metaphysical 
description of the world from God's perspect­
ive. 

Anselm"s proof for the existence of God is 
given new life in rationalist philosophy. The 
reformulation is found in Descartes"s Medita­
tiones and is repeated also by Spinoza. 
Leibniz was not content with Descartes's 
formulation, however. He thought that we 
first have to show that the concept of God is 
possible or without contradiction. Leibniz 
formulates a very sophisticated proof of 
God's existence on the basis of his perfections 
or his attributes as maximally perfect. 
Leibniz's proof, which employs the notion of 
actual infinity, was later reformulated by 
Bernard Bolzano and Kurt Godel. 

Ever since Origen's De Pri11cipiis of the 
2nd century. God's creation of the world has 
been seen as being connected with the con­
cept of possible worlds. Descartes. too, in his 
Discours de la mt!tlwde and in his Pri11cipia 
Phi/osoplriae, discusses the problem of pos­
sible worlds. He thinks that God could have 
created other possible worlds, but that he 
would always have to take the same res 
exte11sa, the same stuff, so that he would 
really have created always the same world. 
Natural laws are necessary for Descartes: 
they are valid in every possible world, 
because there is only one res exte11sa and this 
is identical with the entire physical universe. 

Leibniz, in contrast, holds that God has in 
his mind an infinity of genuinely distinct 
possible worlds. and that he chooses from this 
infinity the best. applying the minimax prin­
ciple. In this decision he follows 'moral 
necessity". i.e. his decision is possessed of a 
very high degree of probability. Even the 
physical necessity of the world is dependent 
on this moral necessity. Hence Leibniz 
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maintains. contrary to Descartes, that natural 
laws are very probable but not in fact 
necessary. 

Spinoza's theme in this context is the 
modal status of the creation of the world. i.e. 
lhe modalitv of God's action. He thinks that 
God created the world as a matter of neces­
sity. Here he follows the Stoic tradition: God 
has to follow his nature and from this nature 
there necessarily results the creation of the 
world. This conception was present already 
in Peter Abelard when he says "necessary is 
that which is demanded by nature··. 

Leibniz opposes this conception. He. too. 
1hinks that for a wise man what is obligatory 
and what is necessary fall together. But there 
is no perfect identity of these two kinds of 
modalities. i.e. of deontic and alethic modal­
ities. The creation of the world is very prob­
able and converges to absolute necessity: but 
ii is never absolutely necessary. i.e. the 
contrary is always possible. even if not very 
probable. There is always a place for freedom 
of choice. 

Reali/as Esse11tialis and Existe11tialis. The 
relation between possibility. reality. and 
thinkabilitv is fundamental for rationalist 
philosoph~rs. Their philosophical optimism 
leads to the maxim formulated by Leibniz: 
"ni/ril aliud realitas q11a111 cogitabifitas" (real­
ity falls together with thinkability). 

For logical and mathematical objects this 
maxim is unproblematic. These depend for 
their existence only on the principle of non­
contradiction. A composite mathematical or 
logical concept free of contradiction is pos­
sible or consistent and thus automatically 
real. and a composite mathematical or logical 
concept full of contradiction is impossible or 
inconsistent and therefore not real. But this 
reality is only the reality of emia 111athe11u11ica 
or the reality of the emia realia essemia/ia. 
entities which have only essential or neces­
sary properties. 

The world of substances. accidents. and 
states of affairs. on the other hand. is con­
tingent. and consequently the principle of 
non-contradiction is not sufficient. Leibniz 
therefore introduces the principle of suffi­
cient reason which tells us why the existence 
of an entity is more probable than its non­
existence. This principle is accordingly also 
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called by Leibniz the ·principle of contin­
gency·. This principle explains the structure 
of a contingent world containing emia realia 
existe111ialit1. 

Leibniz like Descartes believed in innate 
ideas: but he believed also in innate prin­
ciples. i.e. the principles of non-contradiction 
and identity on the one hand and the prin­
ciple of sufficient reason on the other. 
Christian Wolff later made a step backward 
and tried to base his whole system of meta­
physics on the principle of non-contradiction 
alone. 

The real world - as opposed to the ideal 
world. which is dominated by possibility as 
consistency - has a modal structure that is 
dominated by compossibility. and compos­
sibility is characterized by Leibniz with: 
compo.rsibile est, quad 11011 implicat co111radic­
tio11em rnm a/io. (Compossible is. what does 
not include contradiction with other things.) 
For Leibniz there is in God's mind a com­
petition between compossible systems and 
not between individuals. and the compossible 
system which fulfils the minimax principle is 
chosen by God and identical with our world. 
The competition between compossible sys­
tems is decided by the principle of the best. 
Thus e111ia realia exi.,iemialia depend on a 
certain compossible system which is their 
context. They do not exist in an isolated way. 

Mathematics and Logic. The philosophy of 
mathematics and logic is intensively dis­
cussed by the rationalists. The Cartesians. 
represented by Descartes and Malebranche, 
always defended the view that algebra is the 
basic mathematical discipline in the sense 
that other mathematical disciplines and logic 
are dependent upon it. Leibniz opposes this 
view. and he is convinced that there is a basic 
or fundamental formal discipline belonging 
to metaphysics. a discipline which embraces 
both mathematics and logic, and which he 
calls "characteristica 111,iwrsa/is". 

In spite of all their work on method. only 
Leibniz among the rationalists was seriously 
interested in logic and his contributions to the 
discipline rank with those of Aristotle, 
George Boole. Gottlob Frege. and Godel. 
Leibniz was not only the first to develop 
logical calculi. he was also active in applying 
logic to metaphysics. and his most abstract 
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calculi can be interpreted both in a set­
theoretical and in a modal and mereological 
manner. 
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HANS BURKHARDT 

Raymond Lull 
With thinkers like Anselm of Canterbury, 
a new dynamic understanding of reality 
appeared in the West. Although this under­
standing was submerged for a time by the 
effort to recover Aristotelian science, it sur­
faced again in many forms around the begin­
ning of the 14th century. One of the most 
important figures in this evolution was that of 
the Majorcan polymath, Raymond Lull (c. 
1232-1316). Working at the frontier between 
Islam. Judaism. and Christianity, Lull sought 
by means of a new science - the renowned 
Ars /11/lia11a - to convince all peoples of the 
truth of Christianity. Because this science 
was addressed to all faiths, it should not be 
specifically theological, but rather a general 
science which could be applied to all the 
particular sciences of his time. 

Behind this general science there lay, how­
ever, the fundamental vision of a natural 
theology which should approach the true 
God through a method of contemplation on 
the divine names. Lull called these names 
'dignities' or ·axioms' and listed in the final 
form of the Art nine of them: goodness, 
greatness, eternity: power, wisdom, love; 
virtue, truth, and glory. His idea seems to 
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have been based on an Islamic method of 
contemplation which attempted to ascend by 
way of created reflections of the divine 
perfections to the infinite perfection which is 
God himself. He thought that through con­
templation on combinations of these names, 
which are common to all religions, agreement 
could be reached between Moslems and 
Jews, Greek and Latin Christians. 

One recognizes the Neoplatonic Bonum est 
diffusivum sui behind goodness as the first of 
the dignities, perhaps the 12th-century triad 
of potestas, sapientia, benignitas behind the 
second group of three divine names, and -
most importantly - Anselm's id quo mai11s 
cogitari nequit behind the inclusion of great­
ness. But Lull's inspiration for the way in 
which these names are to be understood 
seems to have been taken from Islamic 
mystical writers. He tells us that Moslems 
believe that God has placed even more power 
in his names than in animals, plants, and 
precious stones. His method of contempla­
tion can, therefore, only be understood cor­
rectly if we take the dignities to stand for the 
active powers in things which must be re­
ferred to the supreme power of the Creator. 

Accordingly, Lull developed his method of 
contemplation not only by spelling out -
horizontally. so to speak - nine different 
names of God, but also by making explicit -
vertically- three degrees of the powers of the 
names. He conceived his Art as a means 
of intellectual ascent which proceeds by 
way of two stages: a transcending of sense­
knowledge by an ascent from the positive 
to the comparative degree of the dignities 
(bon11m - me/ius), and a transcending of 
rational knowledge by an ascent from the 
comparative to the superlative degree (melius­
optim11m ). On this level of eternal truth the 
multiplicity and differences encountered on 
the first two levels disappear. In God it is no 
longer possible to distinguish the best from 
the greatest or the most powerful. At the 
superlative degree of reality the mystic dis­
covers the supreme being in whom all the 
divine names coincide or fall together. 

But Lull went even further in his analysis of 
what it means when we say that the powers of 
the divine names are active. He held that we 
can not truly call something good which does 
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not produce a good. Because action pre­
supposes a principle or source. that which is 
produced. and a bond between them. he 
spoke not only of dignities but also of their 
acts and the ·correlatives' of action. As he 
explained: "Act11s . .. bo11i1111is dico bo11ijica­
til'l1111, bo11ijicabile, bo11ijicare; llCIIIS etiam 
111ag11i111di11is s11111 mag11ificativ11111, mag11ifi­
cabile, mag11ijicare; et sic de llliis 011111ib11s 
divi11is dig11itlllibus". Lull generalized this 
idea to the extent that he could speak even of 
the abstract moments of activity as -tiv11111, 
-bile, and -are. He defined these moments as 
the substantial and intrinsic principles of 
action valid for all reality. 

In this way Lull was able to recognize 
images of the triune God in all aspects of the 
created world - in the form. subject, and 
property which make up the nature of the 
angels and in the form, matter, and conjunc­
tion which constitute material things. He was 
aided in his purpose by the analysis of the 
knowledge of the illuminated mystic current 
among some Moslem thinkers who under­
stood Aristotle's description of God as 
VOIJOL\; vmjoEw; as an analogy for the mys­
tical knowledge in which knower, the object 
known, and the act of knowing itself are 
one. Lull was able to join this analogy 
with Augustine's famous comparison of the 
Trinity with human love. In his De amic e 
amar he maintained that true, active love 
presupposes a lover. the beloved. and the 
love itself which unites them. 

Because the correlative principles are in­
trinsic to all activity. it follows that for Lull it 
is not being. but activity and relatedness 
which are the absolute ontological principles. 
Even the divine unity known through faith 
must be structured: as an active unity it must 
have a moment which is to be united. Accord­
ingly. Lull added, in the later forms of the 
Art, nine relative dignities to the absolute 
ones: difference. contrariety, concordance; 
greaterness. lesserness. equality: beginning. 
middle. and end. Contrariety and lesserness 
are found in the created world, but on the 
superlative level of the divine activity there 
remain only equality and concordance. The 
divine op1ima11s can only produce a divine 
op1imat11111 which is its equal; the difference 
between them must be transcended in the 
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concordance which is a divine optima re. the 
three forming the beginning. middle. and end 
of all things. 
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CIIARI.FS H. I.OHR 

Realism, Scientific 

Scientific realism is a label which has been 
used for a variety of different philosophical 
views about scientific knowledge. Common 
to these views is the 01110/ogical thesis that 
there exists a reality independent of human 
minds, and the epistemological thesis that 
scientific theorizing (even when it transcends 
the boundaries of the observable) is a good or 
the best method for gaining knowledge about 
the mind-independent reality. In opposition 
to naive or dogmatic forms of realism, 'crit­
ical' scientific realists further maintain that 
even the most advanced results of scientific 
enquiry are never certain or completely true, 
but at best 'approximate' and ·approach' the 
truth. 

The roots of scientific realism go back to 
the critical, dynamic, empiricist, fallibilist, 
and evolutionary epistemologies of the 19th 
century - such as C. S. Peirce's pragmatism 
and Friedrich Engels's ( 1820-95) dialectical 
materialism. In the 20th century. the demise 
of logical positivism was followed in the 1950s 
by the rise of scientific realism ( Karl Popper, 
J. J.C. Smart. Wilfrid Sellars. David Bohm. 
Hilary Putnam. Mario Bunge. Rom Harre). 
but the tide of neo-pragmatism in the 1970s 
has made anti-realist views fashionable once 
more (Thomas Kuhn. Paul Feyerabend. 
Larry Laudan, Nelson Goodman. Michael 
Dummett. Putnam, Richard Rorty. Bas van 
Fraassen). 



REALISM, SCIENTIFIC 

The ontological position of scientific real­
ism is opposed to all forms of subjective 
idealism (such as solipsism and phenomenal­
ism). On the other hand, the minimal thesis 
that at least part of reality is independent of 
human minds can be combined with reduc­
tionist materialism or physicalism (Smart, 
Armstrong), emergent materialism (Engels, 
Popper, Bunge), mind-body dualism, or 
even objective idealism (Peirce, Bohm). It is 
compatible with nominalism (Sellars) as well 
as 'scholastic' realism about universals 
(Peirce, Armstrong), or with object ontology 
as well as process (Popper) or system onto­
logy (Bunge). Further, it may, or may not, 
assert the reality of potencies (Harre). 

Scientific realists typically are semantic 
realists: they define truth in terms of a corres­
pondence relation between language and 
reality (formally explicated in Alfred Tarski's 
model-theoretic account of truth), and distin­
guish a definition of truth from the epistemic 
indicators of truth. Thus, truth about the 
mind-independent reality is also independent 
of our knowledge and beliefs. Sellars prefers 
to define truth in terms of assertability within 
a language, but his concept of 'picturing' 
reintroduces a language-world relation. 

Metaphysical Versus Internal Realism. 
Putnam distinguished in 1977 between 
metaphysical and illfernal realism. The for­
mer regards truth as a radically non-epistemic 
notion, while the latter defines truth as ideal 
rational acceptability. In this sense, internal 
realism is a variant of the philosophical 
position which, unlike semantic realism, de­
fines truth in epistemic terms- and so is allied 
with pragmatism. verificationism, mathem­
atical intuitionism. and the consensus theory 
of truth. 

According to Putnam, metaphysical real­
ism presupposes a unique 'ready-made' 
world and a privileged conceptual framework 
for describing its structure, while internal 
realism insists that the world can be 'carved 
into pieces' in several alternative ways. Inter­
nal realism thus opposes all ontological and 
epistemological versions of the 'Myth of the 
Given'. Raimo Tuomela 's variant of internal 
realism is based on his sciellfia mensura 
principle: the ultimate results of science, the 
best-explaining theories. are the arbiters as to 
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what there is. Ian Hacking has characterized 
Putnam's new position - all naming and 
classification of objects is imposed by our 
languages and theories - as "transcendental 
nominalismu. 

The semantic realist may accept the fact 
that the world can be described by alternative 
conceptual frameworks, but he will insistthat 
it is still the world itself (rather than we orour 
epistemic states) which decides the truth of 
such descriptions. 

Realism and Truth. Further, while a 
semantic realist denies a definitory or ana­
lytic connection between being true and 
being knowable, he will urge that the method 
of science is self-corrective and truth­
producing in the long run. Even if ourobser­
vations and best theories are corrigible or can 
fail to be true (as fallibilism claims, against 
the naive realism of classical empiricism and 
rationalism), scepticism and Kantian agnos­
ticism can be avoided, since science is able to 
approach the truth. The best explanation for 
the practical success of scientific theories is 
the hypothesis that they are true or at least 
sufficiently 'close to the truth'. The use of the 
systematic methods of science at least makes 
it highly probable that the scientific commun­
ity will eventually reach truth-like or approx­
imately true information about reality. These 
intuitive ideas (Peirce) have been explicated 
by contemporary realists with the aid of the 
concept of verisimilitude (Popper, Pavel 
Tichy, Graham Oddie, Ilkka Niiniluoto). 

As a doctrine about scientific theories, 
scientific realism claims that theories are true 
or false attempts to describe reality. In par­
ticular, postulates about the existence of un­
observable theoretical entities have a truth­
value - and may receive indirect support from 
the empirical success of the theory. Thus, 
scientific realism is here opposed to descript­
ivism (Ernst Mach, the early Vienna Circle), 
which regards theories as merely economical 
descriptions of the phenomena, and to instru­
mentalism (Pierre Duhem, Henri Poincare), 
which treats theoretical statements as un­
interpreted symbolic tools for observational 
prediction and systematization. 

Some scientific realists share with instru­
mentalism the view that theoretical laws have 
no truth-value, but still endorse 'entity real-
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ism'. i.e .. they accept the existence of theoret­
ical entities by appealing to the success of the 
experimental practice in science (Harre, I. 
Hacking, Nancy Cartwright). 

Some philosophers of science accept that 
theories have a truth-value, but still come 
close to anti-realist instrumentalism by claim­
ing that truth is methodologically irrelevant: 
the virtues of scientific theories and research 
programmes should be analysed by their 
predictive power, empirical adequacy (van 
Fraassen), simplicity, or problem-solving 
ability (Kuhn, Laudan). Against this view, 
scientific realism claims that truth ( with infor­
mation content and explanatory power) is an 
essential element of the cognitive aims of 
science. 

See also: Idealism/Realism 
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ILKKA NIINILUOTO 

Reductionism 

The general idea of ·reductionism' is a very 
old one (cf. e.g. the notion of a red11ctio ad 
abs11rd11111 proof). The expression 'reduction· 
has however been used in a number of quite 
different connections. In this century 
Edmund Husserl introduced the concept of 
'eidetic reduction' (or bracketing of exist-
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ence) and of 'phenomenological reduction' 
(or cancelling of the natural attitude). More 
important today is Rudolf Carnap's assertion 
according to which there is: 

a unity of language in science, viz. a common 
reduction basis for the terms of all branches of 
science, this basis consisting of a very narrow and 
homogeneous class or terms of the physical thing­
language (Jnrernational Encyclopedia of Unified 
Science, 1938, p. 61). 

For Carnap, then, terms like 'red', 'hot', 
'small', 'anger', etc., would be reduced to 
'observable thing-predicates'. 

There is no general consensus in contem­
porary philosophy about the concept of re­
duction and as to how reductions are to be 
performed. Two broad tendencies can be 
distinguished: either an item X is totally 
eliminated when reduced to (or by) an item 
Y; or (the reduced) item X continues to have 
some place or play some role in (the redu­
cing) item Y. In general, the understanding 
and application of the concept of reduction is 
situated somewhere between these two posi­
tions. 

Reductions occur in widely different areas, 
of which the most important are: 

1. the ontological area: entity Xis reduced 
to entity Y; 

2. the conceptual area: concept f is re­
duced to concept f'; 

3. the linguistic area: expression e is re­
duced to expression e'; 

4. the theoretical area: theory Tis reduced 
to theory T' (e.g., Newtonian mech­
anics to Einsteinian mechanics, chem­
istry to physics); 

5. the logical area: a procedure or struc­
ture is reduced to another procedure or 
structure. 

Of these five areas, the most fundamental 
questions concern the ontological. All other 
types of reductions imply in some form or 
other an ontological reduction of a conceived 
( or expressed or theoretically articulated) 
entity X to (or by) another entity or type of 
entity Y. 

On one problematic formulation, ontolo­
gical reduction is seen as a procedure which 
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presupposes the existence of an entity ( or 
category) X and of an entity (or category) Y, 
and then seeks to displace X in favour of Y. 
But if entity X really exists, then it cannot be 
eliminated simpliciter. It can at best be 
ignored with respect to some goal or perspect­
ive. 

One can distinguish a strong and a weak 
conception of ontological reduction. The 
strong conception implies a change or shift in 
ontological attitude towards the reduced en­
tity X. Implicit in this conception is the 
presupposed existence of both the reduced 
and the reducing entity. Ifa mental entity Xis 
reduced to a physical entity Yin this sense, 
then it is assumed that both X and Y really do 
exist. 

According to one version of strong reduc­
tion, the reduced entity is somehow incorp­
orated into the reducing entity. A variant of 
strong reduction in this sense is the classical 
account of intertheoretic reduction according 
to which a new theory reduces an older 
theory just in case the new theory, conjoined 
with appropriate bridge laws, logically entails 
the principles of the older theory (cf. Nagel 
1961). By means of the bridge laws or corres­
pondence rules the disparate ontologies of 
the two theories are connected. (This connec­
tion can be expressed via an identity state­
ment, such as temperature = mv2l3k; in these 
terms it seems more appropriate to take this 
classical account as a kind of weak reduction 
(see below).) 

According to another account of strong 
reduction, however, which recalls the discus­
sion of supervenience in the philosophy of 
mind, the reduced and the reducing entities 
are each assigned to different ontological 
domains or worlds. This necessitates the 
acceptance of and accounting for an ontologi­
cal plurality of domains or worlds. The strong 
conception of reduction on this second 
account amounts to abandoning or ignoring a 
(kind of) entity belonging to one domain or 
world in favour of another (kind of) entity 
belonging to a different domain or world. 

The weak conception of ontological reduc­
tion also involves a change or shift. Here, 
however, the shift does not occur in the 
ontological dimension. but rather in the 
dimension of the linguistic expression or 
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theoretical articulation of our knowledge 
concerning an entity. The entity itself re­
mains unchanged or unshifted. 

There seem to be three possible readings of 
this epistemological shift. The falsity or mis­
take account sees it as the replacement of a 
wrong conception ( or expression or theor­
etical articulation) by a more correct one. 
Reduction means elimination of the false 
conception ( or of the mistaken expression or 
theoretical articulation). This position seems 
to rely on the presupposition that the entities 
talked about are completely independent of 
our mind, language, conceptual schemes, 
and theories. It appears inadequate to speak 
of reduction in such a case, however, since 
reduction does not mean the same as elimina­
tion. 

The arbitrariness account of weak reduc­
tion, on the other hand - a reading defended, 
for example, by Paul Feyerabend - under­
stands the reductive shift as the replacement 
of a conception ( or linguistic expression or 
theoretical articulation) by another on an 
arbitrary basis: both the reducing item and 
the reduced item are assigned the same 
degree of acceptability (or even of 'truth' in 
some sense). This concept of reduction as­
sumes that the two items are incommensurate 
and that therefore a reduction can only be 
performed for external ( or contingent) 
reasons. To reduce is to choose. This under­
standing of reduction seems to be presup­
posed, for example, by those authors (like 
Thomas Kuhn) who take theories to be 
incommensurable and yet still reducible to 
each other. The ontological implications of 
this position, if explored, are considerable. 
But it clearly fails to capture the intuitive 
understanding of reduction. 

Finally, the adequacy account of weak 
reduction understands the reductive shift as 
the replacement of one conception (or lin­
guistic expression or theoretical articulation) 
by another more adequate one. This under­
standing presupposes that a notion of increas­
ing ontological adequacy among concepts 
(linguistic expressions, theories, disciplines) 
can be worked out. This seems to be the most 
acceptable concept of weak reduction. 

Are the conceptions of strong reduction 
and weak reduction mutually exclusive? And 
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how might the relation of increasing ontolo­
gical adequacy be exactly understood? To 
these and to similar questions one can find no 
clear answer in contemporary philosophy. In 
general, attempts to determine the concept of 
reduction are limited to standard formula­
tions which symptomatically do not address 
these problems. The following passage of W. 
V. 0. Quine illustrates this omission. He 
distinguishes two kinds of reductive reinter­
pretation. The first enables us "to dispense 
with one of two domains and make do with 
the other alone". The second is of: 

the sort where we save nothing but merely change 
or seem to change our objects without disturbing 
either the structure or the empirical support of a 
scientific theory in the slightest. All that is needed 
in either case. clearly. is a rule whereby a unique 
object or the supposedly new sort is assigned to 
each or the old objects. I call such a rule a proxy 
function. Then, instead of predicating a general 
term ·p- oran old object x, saying that xis a P, we 
reinterpret x as a new object and say that it is the/ 
or a P, where 'f expresses the proxy function 
(Quine 1981, p. 19). 

Quine adds that "the original objects have 
been supplanted and the general terms re­
interpreted". He speaks of a "revision of 
ontology" and the conclusion he draws from 
this is the inscrutability of reference. But it is, 
of course, by no means clear what is meant by 
expressions like "old objects", "supplanta­
tion", "reinterpretation", and the like. 
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LORENZ B. PUNTEL 

Reference 

Many questions of a metaphysical and onto­
logical nature are intimately connected to 
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questions about reference. Typically, refer­
ence is taken to be a relation between ex­
pressions of a language and entities in the 
world. Consider the following sentences: 

( 1) Bertrand Russell was British. 
(2) Paris is in France. 

In these sentences there is a natural division 
between the grammatical s11bject and the 
grammatical predicate. How do the meanings 
of these two major grammatical components 
contribute to the meaning of the sentence as a 
whole? The following seems plausible: the 
subject noun phrase - here a proper name -
refers to some individual, and the predicate 
a11rib11tes some property to that individual. 

Sentences like (3) and (4), although super­
ficially of subject-predicate fonn, do not 
appear to function in this way: 

(3) No Englishman has been into space. 
(4) Every politician is a crook. 

Following the lead of Gottlob Frege, it is 
customary to provide q11antificational ana­
lyses of such sentences. If we remove overtly 
quantified phrases from the class of noun 
phrases we seem to be left with a class 
admitting of the following major divisions: 
proper names ('Russell', 'Paris', etc.), perso­
nal and impersonal pronouns ('she', 'her', 
'herself, 'you', etc.), demonstrative pro­
nouns ('this', 'that'), definite descriptions 
('the first man into space', 'the positive 
square root of 4'), indefinite descriptions ('a 
man', 'a man I met last night', etc.), and 
demonstrative descriptions ('that man', 'that 
man in the comer', etc.). Several intercon­
nected questions now arise. Are all of these 
expressions referential? How do those that 
are referential come to refer? Does the ref­
erent of a referential expression exhaust its 
meaning? 

According to Frege in his paper "On sense 
and reference", a theory of reference is 
inadequate as a complete theory of meaning 
because of the possibility of informative 
identity statements. vacuous names, and the 
failure of substitutivity of co-referring ex­
pressions in certain linguistic environments. 
Consider (5) and (6): 
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( 5) Cicero = Cicero. 
(6) Tully = Cicero. 

Frege argued that these sentences must differ 
in meaning because only (6) is informative 
and that 'Cicero' and 'Tully' must therefore 
differ in meaning despite having the same 
referent. His case was furthered, he thought, 
by the fact that substitution of 'Tully' for 
'Cicero' will not always preserve truth: 

(7) Bill believes that Cicero wrote De fato. 
(8) Bill believes that Tully wrote De fato. 

Even though (6) is true, (7) and (8) may differ 
in truth-value. 

Such considerations led Frege to distin­
guish between the reference and the sense of 
an expression. For Frege, a sense is an 
objective entity - to be distinguished from a 
subjective idea - that determines the expres­
sion's referent. For instance, the sense of the 
name 'Cicero' might be characterized using a 
definite description such as 'the greatest 
Roman orator', in which case, the referent of 
'Cicero' will be the unique individual satis­
fying this description. 

On Frege 's account definite descriptions 
themselves are treated just like names. 
However, Bertrand Russell in "On denoting" 
presented arguments for the view that de­
scriptions are really quantified expressions and 
not genuine referential expressions. A variety 
of interconnected ontological, epistemo­
logical, and semantical considerations lie be­
hind this claim. Take the following sentences: 

(9) The largest prime number lies be­
tween 1023 and 1027 • 

(10) John thinks that the largest prime 
number lies between 1023 and 1027 • 

(11) Mrs Jones wants Mary to marry the 
king of France. 

How are we to treat 'the largest prime 
number' and 'the present king of France', 
which fail to single out objects? Since (9)­
( 11) might be used to make meaningful 
assertions, it simply will not do to say that 
they are meaningless. 

On Frege's account, the occurrence of 'the 
largest prime number' in (9) has no referent 
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and hence the sentence as a whole has no 
truth value, a conclusion which conflicts 
sharply with the intuition that the sentence is 
false. (Frege does not face this problem with 
(10) and (11) because he takes a name 
occurring in the context of a psychological 
verb to refer to its customary sense.) One 
approach to non-referring expressions would 
be to posit a realm of non-existent entities to 
serve as their referents. This approach was 
taken by Russell in some of his works and 
especially by Alexius Meinong, Unter­
suchungen zur Gegenstandstheorie und 
Psychologie, Leipzig: Barth (1904). But by 
1905 Russell felt that this position conflicted 
with a "robust sense of reality", and his 
famous Theory of Descriptions came about, 
in part, as an attempt to purify his ontology. 
According to Russell, if a singular noun 
phrase R can be supposed not to refer, yet a 
sentence containing R still be supposed to 
express a determinate proposition, then R 
cannot be a genuine referring expression. 
Whenever we face this state of affairs, the 
Theory of Descriptions provides the sentence 
in question with a quantificational analysis, 
i.e., an analysis in which there is no 'logical 
subject'. Informally, we may state the main 
thesis of Russell's theory thus: If 'the F is a 
definite description and '( ) is G' is a predicate 
phrase, then the proposition expressed by an 
utterance of 'The F is G' is logically equi­
valent to the proposition expressed by an 
utterance of 'There is one and only one F, and 
everything that is Fis G'. That is, 'The Fis G' 
is treated as equivalent to 

(3x)(Fx & (\/y)(Fy :::, y = x) & Gx). 

On this account, a sentence like (9) is 
straightforwardly false as there is no largest 
prime number. As Russell noted, his analysis 
opens up the possibility of accounting for 
certain de dicto-de re ambiguities in terms of 
scope permutations. For example, (10) above 
may be represented as either (12) or (13), 
according as the description 'the largest 
prime number' is given wide or narrow scope 
with respect to 'John thinks that': 

(12) (3x)(largest-prime x & (1/y)(largest­
prime y :::> y = x) & John thinks that: 
(x lies between 1023 and 1027)). 



767 

(13) John thinks that: (3x){largest-prime x 
& (\/y)(largest-prime y => y = x) & x 
lies between 1023 and 1CJ27). 

(12) is false because there is no largest prime; 
but (13) could still be true. Similarly with 
(11); there is no king of France (at present), 
so (11) is false on the de re reading that results 
from giving the description 'the king of 
France' wide scope. But (11) may express a 
truth on the de dicto reading that results from 
giving the description narrow scope. Thus 
Russell is able to avoid positing an ontology 
that includes such things as a largest prime, a 
king of France, a round square, and so on, 
and at the same time he can treat a sentence 
like (9) as expressing a perfectly determinate 
proposition. The proposition is object­
indepe11de111 in the sense that there is no 
object for which its grammatical subject 
stands, upon which the existence of the 
proposition expressed depends. Unlike a 
genuine referring expression, a definite de­
scription 'the F, although ii may in fact be 
satisfied by a unique object, does not actually 
refer to that object. Sentences containing 
descriptions are quantificational. 

As pointed out by A. F. Smullyan (1948), 
Russell's theory can also be used to explain 
the de dicto-de re distinction as it arises in 
modal contexts. For example, (14) is ambigu­
ous between (15) and (16): 

(14) The number of planets is necessarily 
odd. 

(15) Necessarily (3x)(x numbers the 
planets & (\/y)(y numbers the planets 
=> y = x) & xis odd). 

(16) (3x){x numbers the planets & (\/y)(y 
numbers the planets :::> y = x) & 
Necessarily (x is odd)). 

(15) is false - there might have been, say, six 
planets-whereas (16) is true, on the assump­
tion that 9 is necessarily odd. As Smullyan 
observes, ~ubstitutivity problems simply do 
not arise in modal contexts if one accepts 
Russell's view that descriptions are devices of 
quantification rather than reference. 

P. F. Strawson (1950) argues that referring 
is something that speakers ( rather than ex­
pressions) do, and that, partly as a result of 
this, Russell's quantificational analysis of 
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sentences containing descriptions does not do 
justice to the ways descriptions are actually 
used. According to Strawson, when one uses 
a description 'the F' one typically intends to 
refer to some object or other (usually an F) 
and say something about it; there is no 
question of claiming that some object unique­
ly satisfies F. Consideration of the behaviour 
of descriptions in non-extensional contexts 
(e.g., attitude, modal, and temporal con­
texts) and the possibility of misdescribing an 
individual but successfully communicating 
something about that individual, have led 
many authors to suggest that neither Russell 
nor Strawson had the whole story: sometimes 
descriptions are quantificational, at other 
times they are referential. (See, e.g., Rundle 
1965, Donnellan 1966.) But Saul Kripke 
(1977) has demonstrated that (1) no quanti­
ficationaUreferential distinction can replace 
Russell's notion of the scope of a description, 
and (2) so-called referential uses of descrip­
tions can plausibly be accommodated by 
invoking an antecedently motivated Gricean 
distinction between semantic reference and 
speaker's reference, the latter being of relev­
ance to the theory of communication but not 
to semantics itself. 

Russell went on to extend his Theory of 
Descriptions to cover ordinary proper 
names, which he views as 'disguised' or 
'truncated' descriptions. For instance, the 
name 'Cicero' might be unpacked as the de­
scription 'the greatest Roman orator'. On the 
face of it, this provides Russell with accounts 
-not dissimilar from Frege's-of why (5) and 
(6) differ in informativeness, and of why (7) 
and (8) need not agree in truth value: 'Tully' 
and 'Cicero' are unpacked as different de­
scriptions. But in the light of Kripke's (1972) 
seminal work on names, it is now widely held 
that descriptive analyses of proper names 
cannot succeed. That names cannot be dis­
guised descriptions is best illustrated by 
thinking about counterlactual circumstances. 
Let us grant that the name 'Cicero' abbrevi­
ates some description or other, say, 'the 
greatest Roman orator'. Then on Russell's 
account, (17) will be equivalent to (18): 

(17) Cicero was bald. 
(18) The greatest Roman orator was bald. 
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On the assumption that Cicero was in fact the 
greatest Roman orator, the actual truth con­
ditions of (17) agree extensionally with those 
of (18). But as Kripke points out, in cou/ller• 
factual circumstances they may differ. Sup• 
pose someone other than Cicero was in fact 
the greatest Roman orator; the truth of (18) 
would depend on whether or not that other 
person was bald; but the truth of (17) would 
not depend upon how things are with that 
individual, it would depend upon how things 
are with Cicero. For Kripke a proper name is 
a rigid designator, i.e., an expression that 
refers to the same individual in every possible 
world in which that individual exists. (A 
consequence of this is that, unlike definite 
descriptions, proper names in modal contexts 
do not give rise to the type of scope ambiguity 
illustrated by (14}-(16) above.) Although 
some descriptions turn out to be rigid because 
of the predicates they contain - for instance 
'the positive square root of 4' - unlike names, 
descriptions are not by their very nature rigid. 
The description 'the greatest Roman orator' 
may well pick out Cicero in this world. But 
things would doubtless have turned out 
otherwise if, say, Cicero had decided to 
become a carpenter, or had died at birth. In 
such circumstances 'the greatest Roman or­
ator' picks out someone other than Cicero. 

David Kaplan (1977) has argued that de• 
monstrative expressions like 'this' and 'that', 
indexical pronouns like 'I' and 'you', and 
demonstrative occurrences of personal pro• 
nouns like 'he' and 'she', are also rigid 
designators. Since these expressions are 
context-sensitive, in order to see that they are 
rigid, one must be careful to distinguish the 
context of utterance from the possible world 
at which the proposition expressed is evalu­
ated for truth or falsity. Suppose I point to 
someone at a party and say to you: 

(19) That man is a spy. 

The referent of the demonstrative 'that man' 
is the person I am demonstrating in the 
context of utterance. However, we do not 
want to say that the description 'the man I am 
demonstrating' gives the meaning, or fixes 
the referent of 'that man' ( as used on this 
occasion). The proposition expressed by (19) 
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is true at worlds in which I never point during 
my lifetime. And descriptions such as 'the 
man I am talking about' or 'the man I have in 
my mind' will not do because the proposition 
expressed by (19) is true at some worlds in 
which (e.g.) I never utter a word or think 
about anyone. A sentence of the form 'That F 
is G' is semantically very different from a 
sentence of the form 'The Fis G'. Whereas 
'that F is a rigid designator, 'the F need not 
be. 

The semantical and ontological concerns 
that drove Russell to distinguish between 
genuine referring expressions and definite 
descriptions crop up again with pronominal 
reference. While some occurrences of per• 
sonal pronouns are rigid referring expres• 
sions, there are anaphoric occurrences that are 
not. (Let us say that a pronoun ex is anaphoric 
on a phrase 13 iff ex depends for its interpreta• 
tion upon the interpretation of 13.) Pronouns 
anaphoric on referential expressions, as in 
(20) and (21), do seem to be referential: 

(20) John went to see his mother. 
(21) That man is a spy. He tried to bribe 

me. 

But pronouns anaphoric on quantified 
phrases must be handled rather differently. It 
is customary to treat the pronouns in ex• 
amples like (22) and (23) as bound variables, 
in the manner familiar from the predicate 
calculus: 

(22) Some man loves his mother. 
(23) Every man loves a woman who loves 

him. 

However, G. Evans (1977) has shown that 
not all pronouns with quantified antecedents 
can be treated in this way. Consider: 

(24) John bought some donkeys and Harry 
vaccinated them. 

If the pronoun 'them' in (24) is treated as a 
variable bound by ·some donkeys', the logical 
form of the sentence will be: 

(25) (3x)(donkey x & John bought x & 
Harry vaccinated x). 
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But this is incorrect; (25) can be true even if 
Harry did not vaccinate all of the donkeys 
John bought, whereas (24) cannot. For ex­
ample, if John bought ten donkeys and Harry 
vaccinated only two of them, (25) would be 
true whereas (24) would not. 

Evans notes that a plausible paraphrase of 
(24) is (26): 

(26) John bought some donkeys and Harry 
vaccinated the donkeys John bought. 

This suggests that it might be possible to 
analyse the unbound anaphor as going proxy 
for a plural description recoverable from the 
clause containing its antecedent. Similarly 
where the antecedent is singular as in (27) 
and (28): 

(27) John bought a donkey and Harry 
vaccinated it. 

(28) Just one man drank rum at my party 
and lie was ill afterwards. 

We might interpret 'it' as 'the donkey John 
bought' in (27), and 'he' as 'the man who 
drank rum at my party' in (28). (Bound 
analyses again deliver the wrong truth condi­
tions.) On Evans's original account, it should 
be noted that such pronouns - .. E-type" 
pronouns as he calls them - do not actually go 
proxy for descriptions but have their refer­
ences rigidly fixed by them. However. it is 
now widely held that the proxy view is 
preferable because it allows for the possibility 
of pronouns taking narrow scope in sentences 
like the following: 

(29) A man murdered Smith. The police 
have reason to think l,e injured him­
self in the process. 

(30) Hob thinks that a witch killed Trig­
ger. He also suspects that she blighted 
Daisy. 

There is a reading of (30) that can be true 
even if there are no witches. Suppose Hob 
thinks there are witches and has been led to 
believe that a witch killed Trigger. Suppose 
he is then led to believe that a witch blighted 
Daisy and that one witch is responsible for 
both acts. The proxy view allows the pronoun 
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'she' to be interpreted as a definite descrip­
tion 'the witch that killed Trigger' and given 
narrow scope. Russell's insights concerning 
overt descriptions carry over to pronouns 
interpreted as descriptions, and again we are 
assured a sensible interpretation of a sen­
tence containing a non-denoting expression 
without ontological inflation. 
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Reichenbach, Hans 
Hans Reichenbach, philosopher of science, 
was born in 1891 in Hamburg. He studied 
engineering, physics, mathematics, and 
philosophy. In 1926 he became professor for 
philosophy of physics in Berlin. He was in 
close contact with Moritz Schlick (1882-
1936), Rudolf Carnap, and the Vienna 
Circle, and was one of the editors of the 
common Berlin-Vienna journal Erkenntnis. 
In 1933 he had to leave Germany and taught 
in Istanbul until 1938. when he moved to Los 
Angeles. There he stayed until his death in 
1953. 
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Reichenbach ·s philosophy was dominated 
by the breakdown of Kantian metaphysical 
principles in the revolution of physics in the 
first decades of our century. He was deeply 
impressed by Albert Einstein's (1879-1955) 
two theories of relativity and later by 
quantum mechanics. The new physical 
theories clashed with Euclidean geometry. 
with determinism and with some other vener­
able metaphysical principles, which had until 
then been considered indispensable tools for 
science. Reichenbach, however, had learned 
from Kant that knowledge about objective 
things in the world is more than a report on 
observed phenomena or sense impressions. 
According to Kant, it is the synthetic a priori 
principles which have to be combined with 
sense-data in order to yield experience. 
Reichenbach replaces these by additional 
principles and definitions. In order to talk 
about more than sense-impressions, about 
objective reality, we have either to introduce 
new terms (as for instance 'length', 'time', 
'simultaneity') by "coordinative definitions", 
or to postulate "coordinative principles" 
(1920) or "extension rules" (1951). 

Can there be a conflict between such 
principles and the observations of scientists? 
Reichenbach's argument proceeds on three 
lines. 

I. The principles, rules or definitions are 
neither self-evident nor derivable from 
a priori premisses. We are not forced 
by a kind of metaphysical intuition to 
believe some principles rather than 
others. Thus we may imagine a world 
in which rigid bodies and light rays 
behave like measuring rods and 
straight lines in spherical geometry. 
Reichenbach tries to free his readers 
from the apparent pure intuition of 
Euclidean geometry by describing pos­
sible experiences in a non-Euclidean 
world. He tries to explain geometrical 
intuition in terms of a psychological 
mechanism which leads us to expect with 
absolute certainty what in fact is only 
implied by our favourite conventions. 

2. Some of the principles are "coordina­
tive definitions". Length, for instance, 
is defined by the transport of rigid 
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measuring rods which are called 'rigid' 
if they are not affected by "differential 
forces". These are forces which cannot 
be screened off and act differently on 
different bodies. But some other prin• 
ciples, like for instance the "principle 
of Euclidean geometry", are of a dif­
ferent kind. They belong to the "exten­
sion rules" which also extend the lan­
guage from the observed phenomena 
to objects assumed for their explana­
tion. They are more than mere defini­
tions. Some of them may, in combina­
tion with empirical observations, come 
to contradict others and the "coordina­
tive definitions", and thus they may 
clash with experience, as was the case 
for the extension rules of classical 
physics. Thus physics may lead to a 
change in our world view. 

3. Not only coordinative definitions but 
also extension rules may be replaced 
by others leading to "equivalent de­
scriptions" of the world. For the de­
scription of the microworld of atoms 
and electrons, two-valued logic and 
the principle of action by contact 
together are not compatible with the 
observed phenomena. But we may, for 
example, replace the principle of ac­
tion by contact with a principle which 
allows for causal influence spreading 
with arbitrary high or even indefinite 
speed, or we may replace two-valued 
logic by three-valued logic (using a 
third truth value 'indeterminate'). In 
the first case we obtain a wave descrip­
tion of the microworld leading to 
causal anomalies, such as instantaneous 
changes of the waves which arise when 
the position of an electron is measured. 
In the second case causal anomalies are 
avoided at the price of a non-standard 
logic. These different descriptions of 
the world are both compatible with the 
same possible phenomena and in this 
respect equivalent. We cannot claim, as 
some dogmatic realists have done, that 
from two different empirically equival­
ent descriptions the simpler or more 
economical one is more likely to be 
true. 
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If two descriptions of the world. one sim­
pler than the other. are compatible with the 
same past. present. and future phenomena. 
they do not differ except in ··descriptive 
simplicity .. and may both be true at once. 
They are only descriptions of the same facts 
in two different languages. If. however. two 
descriptions. both compatible with the same 
known phenomena. differ in the predictions 
they make for possible experiments. induct­
ive reasoning yields that the simpler is more 
hkelyto be true. since in this case the theories 
differ by .. inductive simplicity .. which is rel­
evant to truth. 

!fall coordinative principles of knowledge 
are (more or less) conventional. what about 
the principle underlying inductive reasoning? 
In 1925 Reichenbach called this principle the 
--principle of probability... It could not be 
conventional by itself. since this would have 
made induction an arbitrary procedure. In 
the 1920s Reichenbach believed it to be a 
--metaphysical principle ... At that time he 
could have been classified as a probabilistic 
logical empiricist for whom knowledge rests 
on three pillars: induction. logic. and obser­
vations. In 1933 or somewhat earlier. he had 
the idea that the whole theory of induction 
may be derived from one single proposition. 
the .. principle .. or .. rule of induction ... It says 
that it is rational to assume that if events of a 
cenain kind have appeared /1 times in a series 
of II events they will appear in the long run 
approximately in I, of II cases or with prob­
ability p = 1,/11. He believed himself to be 
able to show that the principle is a necessary 
precondition for any kind of systematic ex­
perience. He did not. however. consider this 
argument as a kind of transcendental deduc­
tion in the sense of Kant but rather as a 
pragmatic justification. since he did not claim 
to have pro,·ed the principle by this reason­
ing. From 1933 on he rather claimed to be a 
logical empiricist who believed in nothing 
except in logic and empirical observations. 
One has merely to accept the principle as a 
guide for action. 

Thus "knowledge·. strictly speaking. i.e. 
scientific theories and the hypotheses of pre­
scientific knowledge. is not k11ow11 at all but 
only taken for granted as a basis for practical 
action. 
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Reid, Thomas 

Thomas Reid was born in Strachan. near 
Aberdeen. in 1710 and died in Glasgow in 
1796. Many of his contributions to philo­
sophy and psychology derive from his criti­
cisms of the uses made of 'ideas ( mental 
tokens) by his contemporaries and predeces­
sors. He rejects the view that .. ,he immediate 
object of thought is always some impression 
or idea ... Reacting to David Hume·s sceptical 
conclusions. he understands that a funda­
mental flaw is involved in the admission of 
such mental tokens. The debate launched by 
Reid is not merely epistemological. however. 
but bears on doctrines that have ontological 
import. especially in the philosophy of mind 
and action. Reid's views prove astonishingly 
modern and have often been restated in 20th­
century philosophy. (Quotations are from 
Works. 8th ed .. 1895. Edinburgh: J. Thin; 
repr. 1983. Hildesheim: Olms.) 

Mental Activity without Ideas. In his many­
sided discussion of mental activity. Reid adopts 
a distinction between act and object: '"In per­
ception. in remembrance. and in conception. 
or imagination. the act of the mind about its 
ob_ject is one thing. the object is another thing .. 
( Essays 011 the /11telle<'lllt1I Powers of Mm,. 
1785. 292b). This expresses the notion of 
intentionality (directedness upon an object) of 
mental acts. But unlike Franz Brentano. Reid 
does not conceive of intentionality as the 
distinguishing character of mental phenomena. 
since he holds that sensations lack it. 

Perception. In his /11q11iry imo the Human 
Mind (1764). which deals with the phenom­
ena of sense-perception. he distinguishes be­
tween ·perceptions·. which have an object 
distinct from the act. and ·sensations·. which 
have none - pain being here the paradigm 



REID, THOMAS 

case. The function of objectless sensations is 
to serve as ·natural signs' of the qualities of a 
perceived thing. Specific sensations naturally 
'suggest' the various contents of perception. 
Among the qualities one thus attributes to 
the thing perceived, some are primary. in the 
sense that a thing's having them occasions 
sensations that ·suggest' knowledge of the 
thing's structure to us, while others are 
secondary, in the sense that no such know­
ledge is 'suggested'. 

Vision. In his account of vision, Reid 
develops an original non-Euclidean geo­
metry, the geometry of visibles, in order to 
show, against George Berkeley, that the 
"proper object of vision" has its own metric 
(Daniels 1989). The local overlapping of 
visibles with tangibles allows him further to 
escape Berkeley's rejection of features com­
mon to both sight and touch. 

Non-Existing Objects. Reid's view about 
objects of mental acts appears natural in the 
case of perception, since there is an object 
involved whenever a person is correctly de­
scribed as 'perceiving something'. But what if 
the object does not exist, as may be the case 
in imagining or conceiving? Many had held 
that one must here postulate some object 'in 
the mind' - that is, an idea - as a substitute 
that may allow the act to be about it. Reid, 
however. insists that objects of thought are 
not bound to exist. Like Alexius Meinong, 
he criticizes the prejudice "that, in all the 
operations of understanding, there must 
be an object of thought, which really exists 
while we think of it" (Essays 011 rite 
In1el/ec111al Powers of Man 368b ). Reid 
maintains that, in the case of my imagining a 
centaur: 

This one object which I conceive, is not the image 
of an animal - it is an animal. The thing I conceive 
is a body of a certain figure and colour. having life 
and spontaneous motion [while the idea) has 
neither body. nor colour. nor life, nor spontaneous 
motion (ibid. 373a-b). 

He thus gives an illustration of the later 
Meinongian "principle of independence of 
being and so-being·• according to which pre­
dicates can be truly asserted of an object 
independently of its existence. 
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Generality. The object of a conception may 
be general, according to Reid, even if the act 
of conception is always particular: 

Suppose I conceive a triangle. The act ol my 
understanding in conceiving it is an individual act, 
and has real existence; but the thing conceived is 
general. 

As a merely general thing, it does not exist, 
Reid holds, and "it cannot exist without other 
attributes, which are not included in the 
definition [of the triangle]" (ibid. 394a). In 
the case of our conceiving a non-existing 
item, the item possesses only the character­
istics that are specified by the relevant defini­
tion. Items serve as universals in lacking the 
characteristics appropriate to any existing 
thing, first of all location in time and space. 
Generality is thus restricted to non-existing 
objects of conception. Qualities treated as 
existing items are as particular as the things 
they are the qualities of (ibid. 395a). 

Belief. Reid rejects Lockean and Humean 
theories of belief and judgement, both of 
which derive from the 'theory of ideas'. 
Judgement, though it implies the conception 
of a proposition ( and thus proves to be one of 
the many cases of one-sided inseparability 
Reid is interested in), is an original act of the 
mind (Inquiry info 1/ze Human Mind !07a­
!08a, Essays on the bztel/ectual Powers of 
Man 413af. ). Reid often speaks of affirma­
tion and denial as opposite attitudes to one 
and the same proposition. In this, he shows 
himself an heir of the Cartesian doctrine of 
judgement. He then reconstructs a theory of 
belief formation that remains independent of 
the main tenets of the 'theory of ideas'. His 
theory includes the description of a large 
range of 'first principles' that account for the 
whole extension of common-sense beliefs 
(Essays on the /111el/ect11al Powers of Man 
434af.): for example, "That those things do 
really exist which we distinctly perceive by 
our senses, and are what we perceive them to 
be", which is one of the "first principles of 
contingent truths". while mathematical ax­
ioms belong to the "first principles of neces­
sary truths". 

Persons and Their Identity. Reid also dis­
agrees with a number of empiricist doctrines 
concerning persons and their identity. He 



773 

objects to Hume's view of the self as amount­
ing to nothing more than a bundle of percep­
tions, holding that the existence of a subject 
or self is presupposed by each perception. He 
objects to John Locke's view. that the iden­
tity of a person is determined by an identity of 
consciousness and memory. that it confuses 
personal identity with the evidence one has 
for it. Further, he remarks that if Locke's 
account and the transitivity of identity are 
admitted, then lapses of memory would im­
ply that one was both identical and not 
identical with oneself in the past ( Essays on 
the /111el/ec111al Powers of Man 350a-353a). 

Agency. Reid advocates a notion of agency 
according to which agents have the power to 
act as efficient causes (Essays on the Active 
Powers of Man, 1788, 527bf.). They thereby 
act freely, i.e. have power over the deter­
minations of their will. In Reid's view, an 
active power controls all that is necessary 
to the production of the relevant effect: a 
change in thought. a particular will, etc. 
(ibid. 603b). He therefore rejects determin­
ism. which implies that necessary conditions 
of these effects remain outside of the active 
power's scope. 

Social Acts. Reid considers acts that are not 
'solitary' as perceiving or conceiving are, but 
'social' in their very nature: questioning, 
commanding, giving testimony ( Essays on the 
/111el/ect11a/ Powers of Man 244a-5b). Such 
acts involve the use of language and are 
necessarily addressed to persons other than 
the speaker. He attacks Hume's account of 
promising on grounds similar to those of the 
later speech act theorists (Essays on the 
Active Powers of Man 663a-70b). 
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REINACH, ADOLF 

Reinach, Adolf 

Adolf Reinach was born in Mainz in 1883 and 
studied in Munich from 1901 onward. where 
he imbibed phenomenology as propagated by 
his fellow student Johannes Daubert. 
Reinach also espoused Daubert's ontological 
realism and shared his interest in logic and 
language. Taking his habilitation under 
Edmund Husserl in Gottingen in 1909 (with a 
now lost manuscript, "Wesen und Systematik 
des Urteils"), Reinach became the mentor 
and teacher of the Gottingen phenomeno­
logists (including Hedwig Conrad-Martius, 
Dietrich von Hildebrand, Roman lngarden, 
Alexandre Koyrc!, Hans Lipps, and Edith 
Stein). In 1914, Reinach joined the army; he 
was killed in battle in 1917. 

Reina ch sets out from the view of the early 
Husserl as expressed in the Logical Invest­
igations, according to which all uses of lan­
guage express meaning-bestowing inten­
tional acts. Perceptions or presentations are 
expressible by names referring to objects; the 
act of apprehension, however (in the sense of 
a seeing or hearing that), constitutes those 
objects into special forms called states of 
affairs or Sachverhalte. This act of apprehen­
sion generates also on the subject side a belief 
or a conviction that this state of affairs is the 
case. Reinach 's paper "On the theory of the 
negative judgement" of 1911 contains both a 
detailed ontology of states of affairs and a 
thorough account of the relations between 
conviction and assertion, particularly as con­
cerns the issue of negative conviction or 
disbelief and of negative assertion and the 
polemical negative judgement. Belief or con­
viction can, Reinach points out, be expressed 
in an explicit assertive act. Conviction and 
assertion differ, however, in that the convic­
tion is a lasting unitary state admitting of 
varying degrees of certainty, where the asser­
tion depending on it is a punctual act or event 
with a propositional structure tied to 
language. Yet the correlate they both intend 
is an identical state of affairs. 

The world of existing objects is positive 
throughout; yet both positive and negative 
states of affairs subsist or are the case. 
Objects come and go, but states of affairs, 
according to Reinach, are atemporal. 
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Reinach here embraces thereby what might 
be seen as a Platonistic ontology of states of 
affairs. States of affairs are also such as to 
possess modalities. There are no probable 
things, but states of affairs may be the prob­
able, possible, or necessary. Finally, states of 
affairs alone stand in the relation of ground 
and consequent. No object follows from 
another object, but from its existence or non­
existence certain things may be derived. In 
the same way a proposition's content 
depends on what is the case, the laws of logic 
therefore depend on the formal links con­
necting states of affairs. 

To perception, conviction etc., their lin­
guistic expression is accidental. To an asser­
tion, in contrast, its expression is essential, 
since it is the very expression of an internal 
conviction. Thus one may utter an assertion 
in speaking to oneself in soliloquy. Other 
uses of language, however, necessarily must 
be addressed to other persons. Reinach was 
the first to discover the peculiarities of 
those language-dependent actions, nowadays 
called speech acts (he himself termed them 
social acts). Assertions are built upon con­
victions, and social acts, too, presuppose 
some mental state (a question presupposes an 
uncertainty, a command, a will to see some­
thing done). However, they do not express, 
register, or report it, and therefore cannot be 
true or wrong. Moreover, they are performed 
by the very utterance (of a question, of a 
command or promise). This is shown by the 
fact that 

I. social acts are invariably performed in 
the first person singular present, and 

2. they can be amplified with a self­
referring 'hereby' ('I hereby promise 
you .. .'). 

Social acts give rise to certain objective 
formations (from a promise there springs of 
necessity a claim and obligation). These, in 
contrast to states of affairs, are temporal 
(when the promise is fulfilled, the obligation 
ceases to exist); yet, in contrast to things such 
formations are ideal. Reinach lists also 
various modifications of the social act, in­
cluding what today are called infelicities. 
Thus a social act may be performed by proxy 
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(a promise may be given in the name ol 
another person), its mental basis may be 
lacking (insincere promise), it may not be 
taken up or registered by the person it 
addresses ( the promise is refused or is not 
caught), it may be conditional ('In case this or 
that will happen, I promise you .. .'), etc. 

These ideas are expounded by Reinach in 
his monograph '"The a priori foundations ol 
civil law", published in Husserl'slahrbuch in 
1913. As the title indicates, Reinach sketches 
here a new view of the status of legal utter­
ances, falling between the traditional natural 
law theory and more modern theories of the 
positive law and in some respects finding 
room for the insights underlying both. The 
determinations of positive law, especially, 
are accounted for by Reinach as speech acts 
of a hitherto unrecognized sort. 

Reinach made important contributions 
also to the history of philosophy, dealing 
particularly with Kant's views on David 
Hume, and showing especially how Kant 
misinterpreted Hume's views on causality 
and necessity. Reinach's thinking in this 
respect led to a new, non-Kantian under­
standing of the a priori. 

Reinach 's thinking on the a priori can be 
summarized as follows. From Kant to John 
Searle there has held sway amongst philo­
sophers quite generally a tendency to seek to 
view the a priori as something logical or 
epistemological. For Reinach, in contrast, as 
also for Husserl and Max Scheler (1874-
1928), there are a priori structures i11 re, 
structures which exist as items of worldly 
furniture and are capable of being invest­
igated as such, in a priori disciplines modelled 
on Euclidean geometry. Hence the world as it 
is in itself, according to Reinach, manifests 
dimensions of intrinsic intelligibility and our 
a priori knowledge is as it were a secondary 
matter, triggered by our familiarity with the 
corresponding intelligible structures in the 
world. 
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KARL SCHUHMANN 

Reism 
Reism is a view according to which the 
ontological inventory of the world exclusively 
consists of things. The most comprehensive 
system of reistic ontology was proposed by 
Tadeusz Kotarbinski (1886-1981), a modem 
Polish philosopher. Rudiments of reism may 
be also found in some ideas of Leibniz, Franz 
Brentano and the so-called 'young Brentan­
ists' A. Kastil and 0. Kraus; for history of 
reism, see Kotarbinski 1976 and B. Smith 
1990. All proponents of reism agree that 
reality is made up exclusively of co11creta 
(things). However, there are considerable 
differences among reists. For Leibniz, things 
are spiritual in their essence. Brentano and 
the young Brentanists represented a dualistic 
reism: the world consists of souls and cor­
pora. Yet, Kotarbinski's view, developed by 
him independently of earlier reistic doctrines, 
is that things are extended and resistant ob­
jects: this is materialistic reism, sometimes 
termed by Kotarbinski as 'pansomatism •. He 
also used the term 'concretism' in order to 
stress the nominalism involved in reism. 
Perhaps reism as something common to 
Leibniz, Brentano, young Brentanists, and 
Kotarbinski may be characterized as a formal 
ontological theory that all rea/ia are indi­
vidual objects. Now. particular versions of 
reism differ with respect to their meta­
physical content which may be consistent 
with spiritualism, dualism. or materialism. 
This characterization uses the distinction 
formal ontology/metaphysics related to that 
developed in phenomenology. In that which 
follows, I shall concentrate on Kotarbinski's 
reism; for further information see Kotarbin­
ski 1929 and Wolenski 1989 and 1990. 

Kotarbiiiski's reism has two dimensions: 
ontological and semantic. The first was de­
scribed as follows in terms of a general 
characterization of reism: ontological reism 
states that things (regarded as extended and 
resistant corpora) and only things exist. Re-
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ism is also a view concerning language. These 
two aspects of reism were, in the first stage of 
Kotarbinski's philosophy. not sharply dis­
tinguished but later reism became mainly a 
semantic view. 

Kotarbinski used in his considerations a 
table of ontological categories proposed by 
Wilhelm Wundt (1832-1920) and consisting 
of four items: things, states of affairs, rela­
tions, and properties. The basic thesis of 
ontological reism may be formulated in two 
sentences: 

(RI) Any object is a thing. 
(R2) No object is a state of affairs or 

relation or property. 

A crucial distinction of semantic re ism is that 
of genuine and apparent names (onoma­
toids). The former are names of concrete 
objects - things in Kotarbiiiski's sense - but 
the latter have alleged reference to abstract 
objects, alleged since reism denies the exist­
ence of abstracta. Although onomatoids have 
no denotation, they are not empty but 
genuine names which occur in meaningful 
sentences. Rather, sentences with apparent 
names are devoid of literal meaning. The 
difference may be illustrated by ·a square 
circle is round', a false (meaningful) sentence 
with a genuine empty name 'square circle'; 
and 'properties are abstract objects', a mean­
ingless pseudo-sentence with the onomatoids 
'property' and 'abstract objects'. Kotarbiiiski 
points out that this analysis assumes a so­
called fundamental meaning of the copula 
'is'. Roughly speaking, the fundamental 
meaning of 'is' is defined by Stanislaw 
Lesniewski's ontology (calculus of names). 
However, it should be noted that reistic 
semantics does not follow from Lesniewski's 
logic. The usefulness of this logic for reism 
consists in that sentences of the form 'A is B' 
are interpreted so that the referent of A is 
also denoted by B. This interpretation en­
ables us to regard common nouns as genuine 
names of individual objects. 

Sentences with apparent names may be 
used but, according to reism, this is an 
abbreviated way of speaking, admissible only 
if they can be replaced by sentences in which 
only genuine names and logical constants 
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occur; for instance, the sentence 'Whiteness 
is a property of snow' may be expanded into 
'Snow is white'. 

Kotarbinski stressed that reism is a quite 
natural interpretation of everyday language. 
Moreover, everyday experience consists in a 
contact with bodies in the reistic sense; asser­
tions of the existence of abstract objects are 
hypostases (like Francis Bacon's idola Jori) 
created by abuses of languages with onoma­
toids and a contamination by metaphysics. 
Reism was developed by Kotarbinski as an 
anti-speculative programme. He expected 
that therapy via reistic semantics was a good 
device for campaigning against speculative 
metaphysics. 

Reism encounters various difficulties. Its 
critics (see papers in Wolenski 1990) stress 
that (Rl) and (R2) are not reisticassertions at 
all. Other difficulties concern a reistic inter­
pretation of mathematics (especially set 
theory), physics (especially the reality of 
fields), semantics (especially its intensional 
parts), and humanities (especially all con­
cepts in which values are involved). Doubt­
less, these are very serious problems. On the 
other hand, reism is more successful than 
other nominalisms are, possibly because of its 
connections with Lesniewski's logic. 
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Relation 
I: History 

JAN WOLENSKI 

There are some ontological approaches to the 
problem of relations in the pre-Socratics and 
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in Plato (e.g. Plato's exposition of a secrel 
pre-Socratic doctrine in the Theaetetus, 
15-60). Aristotle is the first to discuss the 
question of relations as significant expres­
sions in his treatment of the problem of the 
category 'relative' (:n:p6c;i:t; Cat. Chapter7). 
The very name 'relative' tends to define lhe 
problem as being not one of relatedness, bul 
of related beings. 'Relative' is thus a property 
of things: e.g. it is the masterortheslavewbo 
is relative, not the relation between mastery 
and slavery. 

Relations are expressed in various lin• 
guistic forms and their analysis must there­
fore be distinguished from the analysis of 
grammatical expressions. Relatives can occur 
in the following linguistic forms: as relative 
predicates (e.g. is bigger than); as one-place 
relative predicates (being big - in relation to 
Harry); as transitive verbs (e.g. to see some­
one), or as in the so-called oblique case (e.g. 
is a teacher of Harry). 

The first definition in the Categories 
(6a36-37) seems to refer to grammatical pos­
sibilities. Relative expressions need a supple· 
ment in another case: 'We call a thing relat­
ive, when it is said to be such as it is from its 
being of some other thing or, if not, from its 
being related to something in some other 
way'. But this poses the problem of bow 10 

distinguish relatives from substances and on 
the other hand relatives from accidents in the 
remaining categories (e.g. quality, posture, 
state, etc.). Is there no substance which could 
be called a relative? Is for example a 'hand' a 
relative because it is always the hand of 
someone? What is the difference between 
relatives and other accidents, if the quality 
'knowledge' is named relative as well, e.g. in 
the sentence 'knowledge is thus of the know­
able'? At the end of this chapter, Aristotle 
tries to solve these problems by introducing a 
stricter definition: "those things are true 
relatives only, whose very existence consists 
in their being in some way or other related to 
some other object" (8a32-34). 

But what is such a being-related? What 
does a relative expression denote, aside from 
its relata? This problem touches on a vehe­
mently disputed ontological problem, be­
cause the essence of a relation seems to differ 
from that of its relata which are - on the 
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Aristotelian approach - substances. The re­
lation differs also from the remaining acci­
dents or properties, for a relation is neither 
an ultimate independent being nor an acci­
dent of just one substance. Relations do not 
signify properties of an individual, but the 
connections between individuals. Aristotle 
and the Aristotelian tradition in the Middle 
Ages understand relations as accidents, 
founded in substances that are re/ara or 
ftmdamellla relation is. Whether a relation is 
distinguished from its re/ata by reason 
(ratio11is), in reality (realiter) - as an entity in 
ils own right - or on the basis of form 
{formalirer) is the classical question of the 
nature and ontological status of relations. 

The Stoics did not admit a real existence of 
relations but only an existence in thought. 
This view was transmitted by Sextus Empiri­
cus (c. 150--c. 225), Plotinus (c. 205-c. 270), 
and Simplicius (fl. c. 530) and reinforced by 
an argument of a key text in Aristotle's 
Physics (225bll-13; cf. also 1088a29-35): 

nor is there motion in respect of relatives: for it 
may happen that when one correlative changes, the 
olhercan truly be said not to change at all, so that 
in these cases the motion is accidental. · 

Sox can be or cease to be related toy without 
being internally changed, and therefore, as 
Aristotle concludes, the relation is least of all 
accidents a kind of real object and existing 
lhing (1088a30), whereas the Stoic con­
clusion is that relation exists only in thought. 

In the Middle Ages the following two 
alternatives were mainly discussed: 

I. Relario rarionis is an ens rationis, a being 
produced by reason, illustrated by the 
relation of subject and predicate. 

2. Real predicamental relations (so-called 
relation es real es). instanced by the re­
lation of father and son. These fulfil in 
the philosophy of John Duns Scotus the 
following criteria: they have real objects 
as their re/ata, and they are really dif­
ferent from these (Ord. I, d.3 q.un; Var. 
VI, 204). In agreement with Aristotle 
(1088a29-30.) Thomas Aquinas calls 
the reality of such real predicamental 
relations an ens minimum (Sell/. I. d.26, 
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q.2 ar.2, ad 2). So the relation of simil­
itude, for example, is founded not in a 
substance, but in accidents, namely in 
qualities (e.g. white), the relation 
'greater than' in quantities (e.g. great). 

Duns Scotus distinguishes also transcend­
ental relations, e.g. the relation of diversity, 
which are not really, but formally different 
from their re/ata: every entity differs from 
every other. 

As a consequence of his nominalism, which 
admits only singular substances and singular 
qualities, William Ockham denies any reality 
to the relation beyond that of the individual 
re/ala. A relative term is a connotative name 
and signifies only the relara - just as the 
relation is nothing beyond the relara. 
Relation is for him many things (multae res; 
Sent. I, d.30, q.5). If the relation were 
something beyond the relara, he argues, then 
the movement of a finger through space 
would change the reality of the finger at every 
moment. Relation can be predicated of sub­
stance without a real change in the substance. 
For Ockham a relation cannot be a real 
accident, because it would have to be 
founded in two distinct subjects. Whereas for 
Ockham real relation is mulrae res only, Peter 
Aureoli ( died 1322) takes up the Stoic thesis 
that relations have an existence in reason 
only. 

In early modern philosophy there is a 
strong tendency finally to reduce all cat­
egories to substance and relation. In the New 
Science of the 17th century, and especially in 
the work of Rene Descartes and Galileo, 
qualities are reduced to quantity (extension), 
which makes possible a natural philosophy of 
a mathematical sort. Leibniz reduces quant­
ity to relation and understands mathematics 
as a theory of relations, so that the Aristo­
telian division of things into substance and 
accident becomes a division into substance 
and relation. The accidents of bodies are 
defined in terms of the relations among 
bodies, which is to say in terms of action and 
reaction and of the connections in a system. 
Nature is thus understood as a system of 
relations. 

On the other hand the understanding of 
relation as a name (term) or as an idea 
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becomes increasingly more important. This 
trend appears already in Ockham 's division 
of all terms into absolute terms (substance, 
quality) and connotative (i.e. relative) terms 
(all other categories). The latter does not 
stand for relative entities, but for another 
mode of signifying individual substances or 
qualities. Relations in modern philosophy 
are not real predicamental accidents; they are 
relations of thought. There are only indi­
vidual substances. The relation of one sub­
stance to another exists only in the intellect of 
the observer. Thus the Cartesian Johannes 
Clauberg (1622-65) thinks that every relation 
is nothing but a comparative act of the 
intellect ( Op. omnia phi/os., l, 318). Relation 
becomes an act of comparing two or more 
things. 

If, however, we suppose that relation, i.e. 
the uniting of a plurality of individual things 
into a relative concept, is a mental act, the 
question arises how statements about rela­
tions can claim objective validity. For their 
fundamentum is not in things but in the mind. 
The answer of Kant's transcendental philo­
sophy is that even objectivity is constituted by 
the uniting activity of the understanding. In 
this tradition the relations that are deter­
mined by the laws of nature are constitutive 
for the nature of things, which is now a 
function, a lawful connection or law - as for 
example in neo-Kantianism, in Ernst 
Cassirer or in A. N. Whitehead. Things are 
no longer understood in terms of substance 
and accidents, but in terms of relations, 
structures, or laws. In post-Kantian philo­
sophy, therefore, a fundamental change in 
the nature of relation occurs: things, the 
objects, are defined by relations, not by an 
oua(a (substance), and Nature as a whole is 
thought of as a system of relations. This 
change could be characterized as a change 
from an ontology of substances to an onto­
logy of functions or relations. Relation is 
furthermore not considered from the point of 
view of its relata but in its own right, as 
relatedness. 

The logic of relations reflects this change in 
ontological theory. In modern logic relations 
have a logical structure different from that of 
properties, so that from this point of view 
classical logic could not have adequately 
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treated relations since they interpreted pre• 
dication always in the light of the ontological 
structure of substance and accident: an acci­
dent is said of a substance. Because relation~ 
an accident, its logical structure is the same as 
that of properties. Although already Galen 
( c. 130--200) investigated relational argu­
ments (e.g. Sophroniscos is the father of 
Socrates, therefore Socrates is the son of 
Sophroniscos; Introduction to Logic, XVI). 
as did Joachim J ungius and Leibniz, Ihe 
adherents of classical logic were not able fully 
to describe the properties of such argumenlS. 

Augustus De Morgan (1806-71), Charles 
S. Peirce, Ernst Schroder (1841-1902), and 
Gottlob Frege were the first to succeed in 
this. The most complete investigation was 
that of Bertrand Russell and Whitehead in 
the Principa Mathematica. Modem work on 
the logic of relations, today a part of the logic 
of predicates, played an important part in 
helping to replace the old subject-predicale 
logic (with its substance-accident scheme) 
with the modern predicate logic (with iIS 
argument-function scheme). In modem 
logic, relations are distinguished from prop­
erties (qualities, characters, characteristics; 
see Rudolf Carnap, Meaning and Necessity, 
1947). A property-term is an unsaturated 
expression making a meaningful proposition 
by substitution of an individual constant in 
the argument place. A relation-term is a two­
or many-place unsaturated expression; thus 
predicates of n arguments are called n-ary 
relations. In logic relation-terms are thus 
two- or more-place unsaturated or incom­
plete expressions predicated of subjects or 
of relata. Anthony Kenny distinguishes n­
adic predicates from relational expressions in 
the strict sense: it appears to be of the essence 
of a relational expression in the strict sense 
that its polyadicity should be stable. 
' ... bigger than .. .' is always a 2-adic predic­
ate. Actions however are n-adic predicates 
having a variable polyadicity according to the 
circumstances: in the sentence 'Brutus killed 
Cesar', the predicate 'killed' is 2-adic. But in 
completing the same sentence with: with a 
knife, in the bathroom, etc., the same verb 
can be used as a 3- or 4-adic predicate and 
therefore is not a relational expression in the 
strict sense. 
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PETER SCHULTHESS 

Relation 
U: Mathematical Relations 
With the development of set theory and of 
the mathematics of structure there arose a 
concept of relation which is important not 
only for the foundations and the architecture 
ol mathematics, but also for a precise and 
adequate explication of traditional meta­
physical relation-talk. 

I. Let us suppose that we have some set­
theoretic language in which the functor "the 
ordered pair of .. and .. ' - in short: '( ..•.. )' -
and the predicator' . .is an ordered pair' have 
been defined in one of the known ways 
with recourse to unit-sets and pair-sets, so 
that the order-lemma 'If [x,y) = (11,w), thenx 
= 11 and y = w· holds. The first component of 
[x,y] = x, the second component = y. It is 
then possible to define relations as sets of 
ordered pairs, and whatever holds for sets in 
general is true of relations in particular. The 
phrase 'the ordered pair of x and y is an 
element of R' (or '[x,y) ER') shall be replaced 
in what follows by expressions such as 
'xstands in R toy', · R holds between x and y' 
etc. - or 'xRy' for short. There is a special 
criterion of identity for relations: R = S iff 
(xRy iff xSy). Subsets of relations are rela­
tions, too. Because of this, the intersection of 
a relation R with an arbitrary set M preserves 
the relational character of R. Similarly if one 
subtracts some arbitrary set M from a relation 
R, then a relation also results, whereas the 
union of two sets is a relation only if the two 
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unified sets are relations. Furthermore it is 
possible to describe the relational part of an 
arbitrary set M as the set of all ordered pairs 
which are elements of M. 

2. If there is a z that stands toy in R, theny 
is a domain-term of R; and if there is a z to 
which y stands in R. then y is a range-term of 
R. Anentityy is a term or re/atumof R, ifyisa 
domain-term or a range-term of R. The set of 
domain-terms is the domain, the set of range­
terms the range of R, and the union of the two 
is the field of R. The elements of a relation -
by definition ordered pairs - have to be 
separated from its terms. The tradition 
uses 'subiectum re/ationis', 'fundamentum 
relationis', 'terminus a quo' for 'range-term', 
and 'terminus relationis', 'terminus ad quern' 
for 'domain-term'. The Cartesian product C 
of any sets U, Mis defined as the class of all 
ordered pairs whose first component is an 
element of U and whose second component is 
an element of M. C, then, is a relation, with U 
as range, Mas domain and the union of U and 
M as field; conversely every relation can be 
seen as a subset of the Cartesian product of its 
range and domain. 

3. The converse of a set R is the class of all 
ordered pairs [y,x] for which xRy. The con­
verse of an arbitrary set is always a relation. 
The converse of the converse ofa relation R is 
identical with R. (The converse-operation 
thereby makes transparent the nature of the 
so-called 'Reflexionsbegriffe'.) The relative 
product of R and S is the set of all ordered 
pairs [u,w] such that there is an x with uRx 
and xSw; thus relative products are always 
relations and the operation of taking relative 
products is not commutative, but associative. 
The image of the set Munder R is the set of all 
y which stand in R to at least one elementx of 
M. Thus the R-image of {x} is the class of all 
y, which stand in R to x. If a set M is a subset 
of a set N, then the R-image of Mis a subset of 
the R-image of N. Further, if R is a subset 
of S, then the R-image of Mis a subset of the 
S-image of M. A relation R can be range­
restricted to a set M, resulting in the set of all 
ordered pairs of R whose first component is 
an element of M. The notion of domain­
restricted and field-restricted relations can be 
similarly defined. Restricted sets are always 
subsets of the original sets. 
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4. A relation R is left si11gle-va/11ed if xRy 
and zRy imply x = z. The property of being 
right si11gle-va/11ed is defined analogously. 
Relations which are both left-and right 
single-valued are 011e-to-011e relations. The 
converse of a left single-valued set is right 
single-valued and conversely. F1111ctions, 
now, can be identified as left single-valued 
(alternatively: right single-valued) relations. 
If/is left single-valued andx is in the domain 
off, then the valueofffor x isy or f(x) = y iff 
yfx. Arbitrary functions f,g are identical if 
their domains are identical and if it is true for 
all /-arguments x that f(x) = g(x). f is a 
function 011 A ifffis a function, whose domain 
is a set including A. fis a mapping from A illlo 
B iff fis a function on A, so that the /-image of 
A is a subset of B.fis an injection from A into 
B ifffis the right single-valued mapping from 
A into B. fis a surjection from A imo B ifffis a 
mapping from A into B so that Bis a subset of 
the /-image of A. f is a bijection from a illlo B 
iff f is both surjection and injection from A 
into B. 

5. The structural properties of relations, 
i.e. the properties which are invariant with 
regard to isomorphism, are of particular 
interest in respect of the theory of order and 
equivalence. R is isomorphic to S iffthere is a 
bijectionffrom the field of R into the field of 
S, so that for all R-termsx,y there holds: xRy 
iff [f(x)f(y)]eS. There are four kinds of 
structural properties: (i) R is totally reflexive 
iff each entity stands to itself in R. R is 
reflexive iff each R-term stands to itself in R. 
R is irreflexive iff there is no entity which 
stands to itself in R. (ii) R is symmetric iff xRy 
implies yRx. R is asymmetric iff xRy excludes 
yRx. R is amisymmetric iff xRy and x * y 
together exclude yRx. Asymmetric relations 
are always antisymmetric. Irreflexive and 
antisymmetric relations are always asym­
metric. If all relations were symmetric, i.e. if 
the order of the elements were of no im­
portance, then reference to pair-sets would 
suffice for the definition of relations; the 
introduction of the notion of ordered pairs 
would be superfluous. (iii) R is transitive iff 
whenxRy andyRz it is also true thatxRz. R is 
intransitive iff when xRy and yRz it is not true 
that xRz. R is left-comparative iff when yRz 
and xRz it is also true that yRx. R is right-
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comparative iff with zRy and zRx it is also 
true that rRx. (iv) R is connected iff for all 
R-termsx,y:xRy or x = yoryRx. Risstrongly 
co1111ected iff for all R-terms: xRy or yRx. For 
reflexive relations connectedness and strong 
connectedness coincide. Asymmetric rela­
tions are irreflexive; transitive and irreflexive 
relations are always asymmetric. ArelationR 
is transitive and symmetric iff R is left­
comparative and reflexive iff R is right-com­
parative and reflexive. 

Some further structural properties of order 
can be dealt with as follows: R isS-reflexiveilf 
for arbitrary x ,y with xSy it also holds that 
xRy. R is S-irreflexive iffwhenxSy it does not 
hold that xRy. R is S-antisymmetric iff when 
xRy and notxSy it does not hold thatxRy. Ris 
S-connected iff for arbitrary R-terrnsx,ythere 
holds: xSy or xRy or yRx. (Ifone choosesSso 
that it is the identity-relation which is restrict­
ed on the field of R, the originalpropertyo!R 
results.) Finally, R is S-extensional, if it is 
true for arbitrary x,y,11,wthat, ifxSu andySw 
and xRy, then uRw. 

6. Given a theory of the natural numbers, it 
is possible to define: tis an n-tup/e (in M) ilft 
is a function, n is a positive natural number 
and the domain oft is the positive segment, 
which is restricted to n ( and the range of I is a 
subset of M); n-tuples are finite sets. Each 
non-empty finite set can be seen as the range 
of an n-tuple. The I-tuple of x - in short: 
<x>-is the function, whose single element is 
the ordered pair [x, 1 ]. Analogously: <x,y> 
= {[x,1), [y,21}; <x,y,z> = {[x,1], [y,2), 
[z,31}, etc. An order-lemma holds for 2-
tuples- if <x,y> = <u,w>, thenx = u andy 
= w - exactly as for ordered pairs. Yet 2-
tuples are different from ordered pairs. 
Given tuples can be concatenated to new 
tuples. 

fis a finite sequence (in M) iffthere is ann, 
such thatfis an 11-tuple (in M).fisaco,mtable 
infinite sequence (i11 M) iff f is a function 
whose domain is identical with the set of 
positive natural numbers (and whose range is 
a subset of M). f is a finite dem1111eration (in 
M) ifffis a right single-valued finite sequence 
(in M). The concept of infinite denumeration 
is defined analogously. B is an n-adic con-
11exio11 (in M) iff all B-elements are 11-tuples 
(in M). The i-th domai11 of Bis theclassolall 
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11 for which there is an 11-tuple I of B with i in 
the domain of I and u the I-value ofi. We now 
define: p is an 11-111ple-pair iff p is an ordered 
pair whose second component is an 11-tuple. 
For example [ 11, <x>) is a !-tuple-pair, 
[11.<x,y,z,w>) is a 4-tuple-pair. R is then an 
11--adic relatio11 (i11 M) iff all R-elements are 11-
1uple-pairs ( and the range of R is a subset of 
Mand the domain of R is an 11-adic connexion 
in M). Since 11-adic connexions are reducible 
to 11-l-adic relations, they can therefore be 
treated as relations. f is an 11-adic operatio11 
(i11 M) iff f is an 11-adic left single-valued 
relation (in M). 
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GEO SIEGWART 

Relation 
ill: Internal Relations 
Some philosophers have held that the rela­
tions between things are all of them internal, 
some that all are external, and some that 
there are relations of each kind. Others have 
thought that some or all are internal to one 
term, but not always or perhaps ever to the 
other. (For simplicity, attention is restricted 
to two-term relations.) 

We can take ·external' as meaning 'not 
internal'. but what does 'internal' mean? 
Relations seem to have been called 'internal' 
on three different grounds. Sometimes a 
thing's 'internal' relations. in the sense of its 
relations to its parts or of its parts to one 
another, are contrasted with its ·external' 
relations to things outside it. This ordinary 
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usage is not prominent in philosophy but its 
lurking presence sometimes confuses discus­
sion of two more important grounds on which 
a relation may be called 'internal'. 

I. Relations are sometimes called 'in­
ternal' because they are 'ideal', in the sense 
of being relations of contrast, or affinity, or 
difference of degree, in the inherent charac­
ters of things (characters the things possess 
strictly within their own boundaries either in 
a spatial or analogous sense). That one apple 
is rosier in colour than another will be an 
ideal relation between them. (Also describ­
able as 'ideal' - in a sense more or less 
different according as to how one thinks 
things stand to their characters - are the 
corresponding relations between the charac­
ters themselves.) Such relations, primafacie, 
have nothing to do with what may be called in 
contrast the 'real' relations between things, 
relations of juxtaposition in a common en­
vironment, of causation and perhaps of other 
types similarly not merely ideal. Most empiri­
cists and realists have allowed that some 
relations are internal in the sense of being 
ideal and as thereby contrasting with rela­
tions which are external in the sense of being 
real. 

2. However, some philosophers believe 
that things can stand in real relations to other 
things which are internal to them in the sense 
that being in that relation to the other is 
necessarily bound up with what they are 
within their own boundaries. A. N. White­
head and C. Hartshorne believed that the 
most basic sorts of real relation are internal at 
one end, external at the other. When an 
event is individually remembered it is in­
ternal to the memory that it registers that 
particular past event but not internal to the 
event that it would be so registered; more­
over, properly understood the relation be­
tween effect and cause is always of this sort. 

Absolute idealists have tended to think 
that all relations. or perhaps that all real, 
relations are internal at both ends. This is 
associated with the view that at least all real 
relations are what we may call 'holistic' 
relations. A relation is not holistic merely 
because it holds between parts of a whole. To 
be holistic a relation must actually be the 
precise way in which the terms form a whole 
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together, perhaps with the aid of other 
things. (Alternatively, perhaps, it may be a 
species of whole/part relation, but the quali­
fications this requires would complicate our 
account unduly.) On the face of it a holistic 
relation need not be internal to either of its 
terms. Why should there not be relations 
which are the way in which the terms combine 
to form a whole without their inherent na­
tures being so pervaded by that whole that 
they could not be the same outside it? 
However, absolute idealists have argued that 
this is not really possible and that a holistic 
relation must be internal, namely a matter of 
the way the terms belong together in, and 
help to constitute, a larger whole where the 
nature of the whole, as a whole, so pervades 
these parts that their being in these relations 
is reflected in their individual inherent na­
tures. Thus the social relations between 
people in a group were held to enter into 
what each was individually. 

A thing's ideal relations to other things and 
its real internal relations to other things have, 
or would have, in common their close in­
volvement with its inherent nature. But they 
differ in that the real internal relations would 
be a partial determinant of its inherent na­
ture, while the ideal relations would merely 
follow from that inherent nature (though not 
from it alone, for the other thing would have 
to exist and possess an appropriate charac­
ter). Thus the two sorts of internal relation 
seem to be very different. If A has a real 
internal relation to B, the existence and 
character of B is somehow implied by A's 
inherent character, but this is not implied by 
any merely ideal relation it may have to it. 
Moreover, the prima facie possibility of a 
relation which is internal only at one 'end' 
only holds with those which are real. It is the 
real internal relations whose existence is 
seriously controversial ( apart perhaps from 
the special case of relations between whole 
and part). 

Note that the inherent nature in the rel­
evant sense of a continuant is what it is like 
within its own bounds when it stands in the 
relation whose type is in question. Discussion 
becomes hopelessly confused if it is taken for 
some enduring essence of a continuant which 
it cannot acquire or lose. Discussion of the 
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whole issue tends to be clearer when the 
terms of the relation are conceived as events. 

We have been describing relations as in­
ternal or external with reference to particular 
terms which they relate rather than merely in 
the abstract. However, a relation will pre­
sumably have the same such status in any 
instantiation of it, and can be categorized 
accordingly. 

Especially interesting discussions of inter­
nal and external relations are to be found in 
F. H. Bradley, William James, George San­
tayana, Edmund Husserl, Bertrand Russell, 
A. N. Whitehead, C. Hartshorne, and Lud· 
wig Wittgenstein; of earlier philosophers the 
views of Leibniz and David Hume are of most 
importance. Leibniz thought, in effect, that 
all relations were ideal; Bradley that all were 
holistic; Russell that all were external; 
Hume, Santayana, and Wittgenstein that 
they must be either ideal or external. The 
other thinkers resist such summary classifica­
tion. A modern argument for the internality 
of all relations is that of T. L. S. Sprigge. 

One source of confusion is between de 
dicto and de re internality. It is sometimes 
said that the relation between Socrates and 
Socrates' wife is internal but the relation 
between Socrates and Xanthippe is external. 
This is mere trifling, though we can call it de 
die to ( turning on the way the things are 
referred to) internality and extemality if we 
wish. The serious question is the de re one as 
to how far these two persons, however re­
ferred to, have natures intrinsically bound up 
with being in these relations. This is some­
times dismissed as an idle dispute as to which 
of a thing's characteristics pertain to its 
nature. But if, as is best, we relate the issue to 
a thing's inherent nature, understood as what 
the thing is within its own bounds at the 
relevant time, the question whether that 
nature can point to the way the thing is 
related to things beyond it in the way in which 
Hume famously maintained it cannot is a 
serious and vital one. 
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TIMOTHY L. S. SPRIGGE 

Relativism 
Relativism - a doctrine implying the essential 
relativity of the type or notion under invest­
igation to some term or frame - stands 
opposed to absolutism, which admits no need 
for a relation; consider for example the 
dispute as regards space, as to whether 
relation to some framework is required for 
mere position. Relativism is then relativity of 
so and so with respect to such and such; so it is 
two-way determinable. That is, it involves 
determination, first, as regards type. through 
topic or subject (e.g. truth-whence semantic 
relativism; knowledge - whence epistemic 
relativism; belief - whence doxastic relativ­
ism; value or ethics - whence ethical relativ­
ism, etc.); and, second, as regards relativiz­
i11g term (e.g. for ethical relativism: indi­
vidual, society. culture. system). Thus for 
example ethical relativism takes such forms 
as subjectivism and cultural relativism as well 
as ethical conventionalism and situational 
ethics. Contrary to widespread social scient­
ific opinion, types of relativism exhibit signi­
ficant independence. In particular. doxastic 
relativism (for which there is appealing initial 
evidence through cultural divergences in 
beliefs) affords in general no guarantee of 
semantic relativism. Total relativism is relativ­
ism across all subjects (in some respect); it is 
the doctrine that (relatively speaking, of 
course) there are no absolutes; everything is 
relative. 

Part of the case for relativism derives from 
the variability of views and positions, none of 
which seems rationally compulsory, or en­
forceable by argument over all others. The 
contemporary drift to relativism, particularly 
marked now in the philosophy of science, was 
much stimulated by an exponentiation in 
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information-gathering, especially in recent 
anthropology and sociology. The results have 
shattered many former absolute certainties, 
by revealing the vast extent of cultural vari­
ation, and also the arbitrariness and conven­
tionality of the historical consensus-making 
procedures by which present certainties were 
reached. However, variability does not on its 
own establish relativity (since many vari­
ations may be wrong or otherwise defective); 
still less does it establish orthodox undiscrim­
inating relativism, according to which no 
variation is better than any other (since some 
variations may be relatively superior). 

There are several stock arguments against 
relativism, which certainly do serious damage 
to over-ambitious relativisms, including 
orthodox forms. The most famous of these is 
the argument, essentially deployed by Plato 
against Protagoras, that relativism is self­
defeating, facing the following dilemma. 
Either relativism is self-refuting, catching 
itself in its own scope, or it is ineffective. For 
self-refutation, consider the relativist thesis 
itself, applied to 'rightness' of some type, 
which is advanced as right. If it is right, then 
by the thesis itself nothing is right, including 
itself; therefore, by reductio ad absurdum, it 
is not right. So the thesis is both right and not 
right, which is impossible. Sometimes an 
attempt is made to push the argument 
further, to absurdity proper ( or 'incoher­
ence') along these lines. Adoption of the 
thesis is said to undermine the very notion of 
rightness, rendering rightness unintelligible 
(e.g. it converts rightness into a notion that is 
not significant, 'relative rightness'). 

The main argument thus far proceeds on 
the assumption that relativism is advanced, 
or defended, as right, i.e. in a way that 
appeals to apparently non-relativistic features. 
(It also depends upon, what is less remarked, 
the assumption that relativism is classically 
rational, to the extent of accepting certain 
argumentative principles, such as reductio 
and the classical total embargo on contra­
dictions, principles now contested.) Should 
that non-relativistic assumption be aban­
doned and relativism be presented only 
relativistically. then, according to the other 
horn of the dilemma, relativism is impotent. 
No case can be made for relativism against a 
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non-relativist oppos1t1on; to present relat­
ivism relativistically is not to defend it 
(rationally) at all. for, byitsown admission, it 
is not better than its alternatives. Again an 
attempt is made to press the argument 
further; relativism gets condemned as 
absurd. because it is now forced to rely upon 
'relative rightness'. 

Consider. for a more specific example duly 
detailed, metaphysical relativism applied to 
truth and made framework relative. If the 
thesis of such semantical relativism is stated, 
in the absolute form. that all truth is frame­
work relative, then the thesis itself so formu­
lated affords a counterexample to the claims 
made. That is, if the thesis is true, then it is 
framework relative, contradicting the abso­
lute claim it purports to make. But the 
argument cannot stop there. For the problem 
of self-refutation is straightforwardly avoided 
by making the thesis framework relative, to a 
given relativist framework. But then, so the 
criticism continues, the thesis ceases to 
deliver the apparently devastating attack on 
absolutism that it appeared to be offering; it 
appears ineffective against alternatives. 

The famous refutation is not. however. 
decisive; it is rather, as duly detailed invest­
igation reveals, the beginning of a dialectic 
that has yet to run its full course. First, the 
additional absurdity charge is easily re­
moved. and rightness (correctness, truth) 
defined with respect to a relativizing frame, 
as in standard semantics. (The charge is then 
made that relativism assumes a non-relat­
ivistic framework, both syntactically and 
semantically. And so on.) Second, levels are 
infiltrated. Somewhat more plausibly. right­
ness is distinguished into types, and a type 
theory deployed. So, for example. a less 
comprehensive thesis of ethical relativism, 
asserting that ethical rightness is relative, 
escapes the more sweeping self-refutation 
argument deploying rational rightness. But 
such type theory has its own serious prob­
lems. Less plausibly still, relativism, like 
verificationism. is converted into a rule or 
higher-order thesis, in another attempt to 
avoid self-refutation. 

Third, and importantly, ineffectiveness is 
disputed. For one thing, a brazen relativism 
may just dig in; it does not pretend to 
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compete non-relativistically with absolutism, 
simply to undermine it. (Indeed, by simply 
waiting for support for absolutism to die out, 
relativism may not only exhibit its survival 
power. but may even come to be generally 
accepted.) For another. the detailed argu· 
ment to ineffectiveness characteristically pre­
supposes an equality (or neutrality) thesis, 
that relativism cannot claim to be any better. 
or nearer right, than alternatives. But a more 
discriminating relativism, where complete 
neutrality does not prevail, need not be so 
impotent. It can readily allow that some 
positions ( including, from its own standpoint, 
itself) are better than others, and accordingly 
can stand. 

Granted, however. orthodox relativism is 
more ambitious and less discriminating. It 
does assume an equality thesis, such as that 
any position is as good as any other, that no 
person's opinion ranks above any other, even 
( with P. K. Feyerabend) that 'anything goes'• 
Of course, such relativism itself violates the 
equality thesis, if seriously advanced; to 
begin, the thesis itself is supposed correct, 
better than its repudiation - whence deriv­
ative self-refutation. 

The other stock arguments, though telling 
against certain orthodox relativisms, are even 
less decisive against more discriminating 
relativism. Several of these arguments march 
under the banner: relativism is false to the 
facts (assumed non-relative facts, of course). 
In the supporting arguments, there is appeal 
to evident non-relative truths, knowledge, 
and so on, especially truths of elementary 
mathematics and empirical science. There is 
appeal to imagined cultural absolutes, such as 
invariant claims concerning science, health, 
happiness, and the family. But relativism can 
admit some invariants, e.g. those concerning 
framework structure (as illustrated by relat· 
ivity theory in physics). Among the facts 
called upon in support are those of serio11s 
disagreement between positions, which relat· 
ivism is supposed to be unable to account for 
satisfactorily: especially contradiction. in­
compatibility. etc. But serious disagreement 
can be explained in relativistic ways. for 
instance _through limited common ground. 
overlapping frameworks, and so on. A re­
lated group of arguments is to the effect that 
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rdatil'ism is wmecessary, for example to 
account for the facts upon which it is based 
but to which it is, by its own lights, not 
entitled. Thus, for instance, such apparently 
relative general maxims as 'When in Rome 
do as the Romans do' are said not be relative 
but really to encapsulate a universal principle 
applicable to any similar place. So it is with 
principles that what is right is whatever is 
actually commended wherever one happens 
to be. But plainly this idea, that relativism 
wrongly formulates non-relative themes con­
cerning relations, succeeds only in certain 
special cases. It does no damage to a more 
discriminating relativism. 
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RICHARD SYLVAN 

Relativity Theories 
Metaphysical theories of the relativity of 
motion (such as Leibniz's or Mach's) require 
that motion be a symmetrical relation among 
objects, needing no reference to space. If we 
could define positions simply as relations of 
distance and angle among objects. and define 
motion simply as change of position, the 
theory would be analytic. Then we could 
choose any object. quite arbitrarily. to fix a 
frame of reference. i.e. a scheme for identify­
ing the same place at different times. How­
ever, no theory of physics clearly conforms to 
this metaphysical ideal. 

Sir Isaac Newton followed Galileo in 
arguing that mechanics allowed no observ­
able distinction between rest and uniform 
motion. Nevertheless, Newton said that real 
motion was motion through absolute space, 
and motion relative to another body merely 
apparent motion; it fell to later physicists to 
claim that there could be no physical basis, 
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observable or otherwise, for preferring one 
inertial frame of reference to any other. (A 
frame relative to which the first law of motion 
holds is called inertial.) But only inertial 
frames of reference could properly be used in 
mechanics. So only objects at rest in these 
frames could be regarded as properly at rest. 

James Clerk Maxwell's (1831-79) equa­
tions for electromagnetism imply that the 
speed at which influences, especially light, 
move in an electromagnetic ether is constant. 
Thus this speed appears to be absolute be­
cause the ether is a universally pervasive 
medium for light. This idea offered an ex­
perimental test for whether any inertial frame 
is at rest or in motion in the ether. Notorious­
ly, the tests gave no result, though sensitive 
enough to reveal one. 

The Theory or Special Relativity. Albert 
Einstein's (1879-1955) Theory of Special 
Relativity of 1905 recasts Maxwell's equa­
tions not as characterizing an absolute ether 
but as invariant under transformation among 
inertial frames. The ether is replaced by an 
electromagnetic field, the same for every 
inertial frame, which affords no basis for 
preferring any of these special frames to any 
other. That aspect of the theory was con­
servative, needing only slight changes in the 
laws of mechanics. However, the range of 
properties of things which vary under trans­
formation among frames is much increased, 
thus greatly changing the concepts of space 
and time for the first time in the history of 
physics. Two spatially separated events are 
simultaneous only relative to a frame; a clock 
has some rate, a body has its spatial dimen­
sions, mass and so on only relative to a frame. 
The theory implied the radical consequence 
that if an accurate clock were moved fast 
enough round a closed path, relative to some 
inertial frame, it would measure less time 
taken by the journey than would a clock 
which remained at rest in the inertial frame. 
This surprising result is called the clock or 
twin paradox. It is not a contradictory result 
of the theory. despite its still being debated as 
if it were. 

Special relativity allows us to use only 
inertial frames. This leaves the metaphysical 
question ofrelative motion unclear. Though 
it allows no absolute rest frame, the theory 
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does yield an absolute motion. since light is at 
rest in no frame and has the same speed 
relative to all. Also. the so-called law of 
addition of velocities (directed speeds) at 
least hints at a distinction between velocity 
(as relating an object to a frame) and the time 
rate of change of distance and angle among 
bodies (in a frame). whereas metaphysical 
relativity has generally taken for granted that 
the concepts are the same. 

Einstein ·s highly operationalist account of 
simultaneity made his theory look subjectiv­
ist. observer dependent. and essentially epi­
stemological: this has misled debate on its 
structure. The view arose that one was free 
not only to choose a frame of reference. but 
also to define simultaneity. conventionally. 
within it. Though the view is not flatly 
mistaken. it is essentially confused and read­
ily leads to misunderstandings. such as that 
there is no objective size. shape. or mass 
which objects have when they move in an 
inertial frame. but that we choose to describe 
them as if they had such properties objec­
tively according to a convention about the 
matter. 

Space-time and Relativity. In 1908. Her­
mann Minkowski (1864-1909) offered a new 
interpretation of the theory according to 
which space and time were to be understood 
as separate dimensions of a four-dimensional 
space-time. in which the uniform relative 
motion of one inertial particle to another is 
represented by an angle between their corres­
ponding (straight) four-dimensional world 
lines and in which accelerated motion is 
represented by curved world lines. The basic 
structure of Minkowski space-time is the light 
cone ( or null cone). This defines. at each 
point. the trajectories of all light signals. It 
thereby separates temporal 'directions· 
(within the cone) from spatial ones (outside 
it). It can be used to define the topology of 
space-time and thus is fundamental to it. A 
space-time treatment of special relativity has 
the great advantage of representing the world 
independently of the standpoint of any refer­
ence frame. The frame-relative properties of 
three-dimensional things are absorbed into 
invariant properties of four-dimensional 
things: all clocks measure the same intervals 
along their respective world lines and the 

786 

puzzle of the clock paradox is merely a 
difference between the intervals along 
straight as against curved world lines joining 
two points in space-time. The metaphysically 
puzzling relativity of properties to frames is 
the natural product of the inclination of one 
frame to another. Thus it is quite like the way 
coordinate quantities vary as one describes 
the same figure. in ordinary three-dimen· 
sional space. from the viewpoint of one 
coordinate system and then another. rotated 
relative to the first. Thus the Minkowski 
representation identifies real quantities in a 
four-dimensional world with properties in· 
variant under frame transformations and 
removes at a stroke the puzzling appearance 
of subjectivity and observer dependence in 
the original formulation of the theory. 

The (double) light cone structure at a given 
space-time point distinguishes events in the 
upper lobe of the cone as absolutely later 
than events in the lower lobe; it does nothing 
to order events outside the cone. relative to 
the given point. Thus space-time yields no 
one (hyper)surface of simultaneous events 
which might be seen as a metaphysical pre­
sent. partitioning space-time into a global 
past. present. and future. lfthisisso.itdeals 
a fatal blow to the metaphysical idea of the 
flow of an ontically distinguished time. the 
present. through all events. moving towards 
the future and leaving past events somehow 
in its wake. 

The Theory of General Relativity. Special 
relativity is inconsistent with Newton's 
theory of gravity. for the latter requires 
gravity to act instantaneously across the 
space separating mutually attracting bodies, 
whereas Einstein"s theory requires all such 
influences to be propagated at speeds no 
greater than that of light. The Theory of 
General Relativity is best understood as 
resolving this inconsistency rather than as 
lifting the special theory's restriction to iner­
tial frames. General relativity is essentially a 
theory about space-time. 

General relativity casts gravity as a curva­
ture of space-time. rather than a force acting 
continuously in time across space. The space­
time of special relativity is quite like Eucli­
dean geometry in structure. and described as 
flat. This analogy is abandoned in the general 



787 

theory in favour of a curvature of space-time 
which varies from point to point, so as to be 
equal to the density of mass energy as defined 
at the points. The curvature and matter-density 
equality can both be expressed as a tensor 
equation. The world line of a force-free par­
ticle lies on a geodesic ('straightest' line) of this 
variably curved space-time, so that, when this 
is projected down in to the motion of an object 
in the space of an appropriate reference frame, 
the motion is accelerated. It is important to 
grasp that it is the variable curvature of space­
time, rather than that of the space of any 
reference frame, which explains gravity. 

Though the relativity theories reject an 
absolute space, they do appear to commit us 
to the existence of space-time as an entity of 
our ontology. This seems especially clear in 
the case of general relativity, where the 
distribution of matter and the curvature of 
space-time place constraints each on the 
other, though the issue is still the subject of a 
vigorous and complex debate. 

II is no simple matter whether the theory 
does permit a general relativity of motion in 
the metaphysical sense some philosophers 
have long wanted. That depends on the 
particular detailed structure which space­
time actually has, which is fixed by initial and 
boundary conditions; it does not depend on 
the structure of general relativity itself. In flat 
Minkowski space-time, curved world lines do 
not correspond in a suitable way to frames of 
reference, nor does an 'accelerating' particle 
give a unique way of specifying the time-like 
curves of a coordinate system for space-time. 
In curved space-times there may be struc­
tures which prefer some reference frame 
uniquely, even though. in other possible 
space-times, no frame is preferred. It is 
difficult to discuss the matter further without 
looking at cases in detail. 

Current metaphysical and ontological 
questions to which relativity theories give rise 
thus concern such issues as whether space­
time is to be understood as an entity in our 
ontology or whether it may be reducible to 
causal relations among events. But there are 
questions about the existence of structures 
within the entity, which are also debated, as 
to how the metric is defined, and how the 
direction of time is characterized. 

RELEVANT LOGICS 
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GRAHAM C. NERLICH 

Relevant Logics 
Relevant logics are both philosophically and 
mathematically motivated: but in both cases, 
a prime objective is to avoid paradoxes or 
incoherence, of one sort or another, a feat 
accomplished through restored or improved 
connections, especially relevant connection 
in implicational and inferential linkages. 
Relevant implications, the focus of most 
research, are those whose components (A 
and B in implication A -+ B) are relevant to 
one another, i.e. have enough to do with one 
another. Broadly relevant, or sociative logics 
assert none but relevant implications; all 
implicational theses of such logics are 
relevant implications. Under a technical 
explication (of weak relevance), relevant 
implications and logics are explained in the 
following way: a logic or logical system is 
relevant if its propositional part contains no 
theorems of the form A-+ B where A and B 
fail to share a parameter. So any system 
which includes or validates paradoxes of 
implication - such as that contradictions 
imply everything and anything implies what is 
necessary (e.g. in standard symbols of the 
literature)_: 

A &-A-+ B, B-+. Cv-C,A &-A-+. 
C &- C, etc. 

is irrelevant. Mainstream logics, such as 
classical and intuitionistic systems, are irrel­
evant. 

There are as many types of sociative logics 
as there are different ways of busting the 
paradoxes of implication. more exactly of 
invalidating the stock arguments that lead to 
irrelevant implications. The main types are 
these: 
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I. relevant logics, which qualify the prin­
ciples of Antilogism (e.g. A & B--+ C 
--+. A & -C--+ -B) and Disjunctive 
Syllogism (e.g. A & (-Av B)--+ B); 

2. conceptive or colllai11melll logics, which 
limit Addition (e.g. A--+. A v B); 

3. co1111exive logics, which restrict Simpli­
fication (e.g. A & B--+ A) as well as 
Addition; 

4. 11011-tra11sitive logics, which limit Trans­
itivity (e.g. at least the rule, A --+ B, 
B--+ CIA--+ C); and 

5. 11011-po11ib/e logics, which restrict 
Modus Po11e11s (i.e. A, A--+ BIB). 

Logics of these overlapping types may well 
not be subsystems of classical (i.e. Boolean) 
logic; all types admit of non-classical exten­
sions, and some are characteristically classic­
ally incompatible, such as connexive logic 
which normally includes Aristotle's thesis: 
-(A --> -A), no statement implies its own 
negation. 

All these types of sociative logics have 
historical roots, most reaching back at least to 
medieval times. For example, semantical 
reasons for the serious qualification of Dis­
junctive Syllogism were anticipated in the 
15th century by the Cologne School and 
Domingo de Soto; for they realized that 
where both A and -A hold (as in non-trivial 
inconsistent theories and many kinds of 
intensional situations), A does not exclude 
-A, A's negation, so B's holding is in no way 
guaranteed. Generally, however, the histor­
ical connections were rediscovered later, 
after contemporary investigations had 
begun. In particular, technical studies of the 
best known of these sociative types, relevant 
logics proper, were well advanced before it 
was realized that some of the ideas (e.g. that 
relevant implication explicated genuine 
deducibility) were not quite so new, and that 
popular arguments against the theory appeal­
ing to the logical tradition could be matched 
by rival traditional arguments from dissent­
ing schools. But certain recently neglected 
features of logical tradition - notably the 
requirements of preservation of releva11ce 
and 11ecessity in an implication - were early 
seized upon by Anderson and Belnap (1975), 
who made these requirements central to their 
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elaborations of entailment, as encapsulated 
in the system E ( of 'entailment'). To them we 
owe both the title 'relevance logic' and the 
main systems of relevance logics, a subclass 
of properly relevant logics in the vicinity of E, 
a system itself adapted from the (theorem­
wise equivalent) system of 'rigorous implica­
tion' of W. Ackermann (1896-1962), who 
really initiated contemporary technical stud­
ies in 1956. 

A great deal is now known about the main 
relevance logics, E ('entailment'), R 
('relevant implication'), and T ('ticket entail­
ment'), promoted by the Pittsburgh School 
that flourished around Anderson and Bel­
nap; and also about certain deep relevant 
logics, the D (for 'deducibility' and 'depth') 
systems. rival, more appropriately powered 
systems favoured in Australia. These rival 
classes do have an important common core, 
as will be explained in a small technical 
detour. For all the zero order ( or proposi­
tional) logics share a common first-degree 
logic (where no nested implications occur), 
they are all distributive lattice-based, with a 
De Morgan negation as opposed to a 
paradox-inducing Boolean negation (though 
of course relevantized intuitionisms are feas­
ible). Where the rival classes differ is as to 
higher degree principles, such as the nested 
(S3-ish) principle B-, C--+. A-+ B--+.A➔ C 
(typical of strengthening to n. the neces­
sitation theme ((A --+A)--+ B)--+ B (of the 
stronger E), and the commutation theme 
A --+. (A -, B) --+ B ( of the still stronger R). 

For relevant logics virtually all the interest­
ing styles of mainstream logical formulation 
have been matched in one way or another: 
natural deduction, Gentzen, tableaux, 
semantical, algebraic, and so on (an import­
ant exception is resolution, which depends 
upon irrelevant principles). Moreover, the 
stronger, relevance logics have proved to 
have certain interesting technical features, 
such as undecidability and uninterpolability. 
Much less is known - yet, for work proceeds 
apace - about elaborations (e.g. to higher 
order) and about applications (e.g. in higher 
mathematics) of relevant logics. But some 
important results have already been obtained 
(e.g., positively, R. Brady's on the non­
triviality of relevant set theory, and, negat-
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ively so far. R. K. Meyer's on the admissibil­
ity of Ackermann's rule y in relevant arith­
metic). Less still is known, in the main, about 
other types of sociative logics. Useful in­
formation has, however, been gleaned by a 
synthesizing strategy: that of carrying these 
other logics on better-understood basic sys­
tems. For example, the systems of analytic 
implication (worked out by W. I. Parry, 
following Kantian intuitions, beginning in the 
1920s) can be carried by modal logics (upon 
adding a requirement of content inclusion, as 
K. Fine showed). Similarly, relevant con­
tainment logics can be carried by relevant 
logics proper; non-transitive relational logics 
can be carried by modal logics (upon adding a 
relational coupling), these again having 
relevant analogues; and so on ( for details, see 
Sylvan et al. 1989). 

Although the main motivation for investi­
gations of relevant logic was initially philo­
sophical and mathematical - those of para­
dox, puzzle and problem neutralization or 
removal - more recently. especially with 
automatization of logical procedures, these 
investigations have acquired a technical life 
of their own in computing and information 
theory. Early objectives obviously included 
the quest for satisfactory theories of entail­
ment and implication, theories which were 
paradox-free and natural but adequate for all 
legitimate inferential purposes; but also soon 
envisaged were applications to paradox­
removal in mathematics, in the development 
of coherent type-free foundational systems. 
Although Ackermann's rigorous implication 
was not suitable for formalization of non­
trivial inconsistent theories (because it con­
tained the primitive rule y of Material 
Detachment: A, -A v BIB), subsequent 
relevant logics were (the main art in reaching 
system E consisted in deletion of y, which 
subsequently proved an admissible rule), and 
accordingly admit immediate foundational 
application to inconsistent theories. In fact 
relevant logics proper form a central sort of 
paraconsistent logics. logics which allow for 
handling of inconsistent information, that is, 
they admit extension by contradictions which 
do not trivialize them. Because there is no 
need to reset such systems should they 
encounter inconsistency ( or incomplete-
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ness), some olthese systems, the deeperones 
especially. are ideally suited to neutralize 
logical and semantical paradoxes. The 
penalty of triviality such paradoxes carry in 
stronger and irrelevant settings is defused. 
With implicational and logical paradoxes 
eliminated, and therewith many paradoxes 
parasitic on these (e.g. those of deontic logic, 
of conditionality. of confirmation theory, and 
so on), a grander project came into view: 
total removal of paradoxes of logical kinds, 
and the development of appropriate logics to 
implement paradox-freed reasoning satisfact­
orily. For with the vision came the realiza­
tion that a great many puzzles, problems. and 
paradoxes, have been induced elsewhere in 
theory and in conceptual thought by imposi­
tion of the wrong logic or reasoning proce­
dures, typically through disastrous classical 
procedures. That logical liberation pro­
gramme is still in process. 
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RICHARD SYLVAN 

Renaissance Philosophy 
Renaissance philosophy refers to a movement 
that is connected with the renewal of ancient 
culture. especially in Italy, in the period 
1400-1600. This 'humanist' movement is to 
be distinguished from the university philo­
sophy of this period which continued the 
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medieval concern with Aristotle's philo­
sophy. Outside the universities Platonism 
and Stoicism form the background for philo­
sophical reflection and speculation; together 
with the humanist ideal of individual fulfil­
ment they offer a completion or an altern­
ative to Christianity. University philosophy 
itself develops autonomously during this 
period, and becomes more critical towards 
older interpretations; the most progressive 
thinker in this respect is Pietro Pomponazzi 
(1462-1525). The main representatives of the 
non-university philosophy, in contrast - that 
is to say, of thinkers at the courts and in the 
cities - are Lorenzo Valla (c. 1405-57), 
Marsilio Ficino (1433--99), and Giovanni Pico 
dell a Mirandola ( 1463--94). These try to 
reconcile Christianity and (ancient) philo­
sophy, taking a critical attitude towards 
medieval positions. Knowledge of the ancient 
sources increases; manuscripts are dis­
covered and are read in the original Greek or 
are newly translated. 

The main characteristics of the Platonist 
view of man and the universe are: the uni­
verse is infinite and is united by the band of 
love; in the whole cosmic hierarchy every­
thing has its own place and man is at the 
centre; by means of love he can strive to 
higher levels and finally be united with God; 
but he can also fall and become lower than 
the animals; his will is superior to his intellect 
and he has an immortal soul; true knowledge 
is formed by the intellect and is not depend­
ent upon the senses; the universe is to be 
understood in its own mathematical order. 

Lorenzo Valla was the first great Renais­
sance philosopher, working in the fields of 
ethics and rhetorics. He studied in Rome, 
taught at Pavia, and became secretary to 
Ferdinand, king of Aragon, and later papal 
secretary. His most influential work was a 
handbook of Latin style (Elegances of the 
Latin Language, 1444), but his ethical work 
was also highly esteemed by many later 
thinkers, including Martin Luther and Leib­
niz. He used the dialogue form, perhaps in 
order to conceal his own convictions, so that 
there is still discussion about his true 
opinions. He appreciated the Epicurean 
moral viewpoint as against that of the Stoics, 
and seemed to combine the Christian and the 
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Epicurean position by showing that in both 
cases the highest good consisted in lust and 
pleasure, either in this life or hereafter. 

In his On Lust (1431, later called On 
the True Good, 1433) Valla defends the 
Epicurean ideal of a normal life on earth with 
its own specific happiness, but this is attacked 
by the Christian partner in his dialogue. In his 
On Free Will, written between 1435 and 1443, 
he tries to reconcile God's foresight with 
human freedom, continuing the argument of 
Boethius in his Consolation of Philosophy. 
He defends human responsibility, sees 
human acts as resulting from character and 
free choice, yet affirms that one's character 
itself is not chosen, but created by God. It 
remains a mystery why God created bad 
people. In his rhetorical work Dialectical 
Disputations ( 1439) he favours Aristotle 
against medieval scholastic logic. With crit­
ical acumen he discovered that the so-called 
Donatio Constantini, meant to support the 
papal power, was a medieval forgery. 

Marsilio Ficino was the most influential 
Platonic philosopher of the Renaissance 
movement. He studied philosophy and medi­
cine in Florence, where one of his teacheIS 
was Niccolo Tignosi. He learned Greek and, 
stimulated by Landino and Cosimo de 
Medici, started in 1462 his translations of the 
Hermetica, Plato, Plotinus, and other Greek 
philosophers and commentators. Also in 
1462 the Platonic academy at Careggi near 
Florence was established as a centre for the 
study and discussion of Plato's philosophy. 
Ficino wrote commentaries on Plato's dia­
logues On Love (1469) and systematic works 
Platonic Theology (1482), and On Christian 
Religion (1476). His main concern was to 
create a synthesis between Christian theology 
and (Platonic) philosophy; for him both were 
in harmony and supported each other; faith 
and reason are in full agreement. 

In his concept of God, the universe, and 
man he sees all three as being connected in 
mutual relationship in one hierarchical order 
represented as a circular movement from and 
towards God. The whole universe is divided 
into five levels: God, the angelic world, the 
rational world, qualities, and matter. What 
binds them together is eros or Platonic love 
(identified with the Christian caritas). Man is 
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in the central position, related to everything, 
and striving towards his ultimate goal which is 
the contemplation of God. In so far as he 
cannot reach this in this life, he will reach it 
hereafter. Therefore he has an immortal 
soul; he will gain total knowledge in his 
eternal life, for real knowledge does not need 
the body and the senses. The soul participates 
in the whole universe and transcends its own 
individual existence. In this way man is 'God 
on earth'. True morality is not the obedience 
of prescriptions, but the fulfilment of the 
contemplative, inner life. 

Giovanni Pico della Mirandola was a bril­
liant representative of Renaissance syncret­
ism. He studied law at Bologna at the age of 
14 and philosophy at Ferrara and Pisa, where 
his teacher was the Jewish Averroist Elia del 
Medigo. He learned Greek, Hebrew, and 
Arabic and was very much interested in the 
Cabbala. In 1496 he planned to defend 900 
theses; as an introductory speech he wrote his 
0ratio (later called Oration 011 the Dignity of 
Man), the delivery of which was, however, 
forbidden by Pope Innocent VIII. Pico fled to 
France, was arrested, and was thereafter 
allowed to stay in Florence (in close connec­
tion to Ficino) until his early death. 

Pica's intention was more ambitious than 
that of Ficino. He tried to create one all­
inclusive philosophical system, but in fact he 
was able to present only some few elements 
of it in his short lifetime. He published an 
interpretation of the book of Genesis in a 
cabbalist vein (1489) and combined Plato and 
Aristotle in Abo111 Bei11g a11d One (1491). 
Pico's view on the universe was not unlike 
Ficino's. He, too, divided it into different 
levels in a hierarchical order: God, the an­
gelic sphere, a celestial sphere of the eternal 
souls, the sphere of man in the centre and 
below man the lowest sphere of animal life 
and matter. Man is not fixed in his sphere: he 
has it in his power to ascend or to descend. 
The dignity of man consists in his freedom to 
live his own life. Man is an independent 
being, free from influence from outside, 
especially from the stars. Pico attacked astro­
logy because of its determinist tendency. His 
glorification of man is in sharp contrast with 
lhevision of many contemporary theologians 
who stressed the misery of man. Pico believes 
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that philosophy is able to develop the human 
potentialities and find universal truth. In the 
dream of Jacob about the angels ascending 
and descending, Pico sees a metaphor of the 
movement of the universe from and towards 
God. 
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WIM YAN DOOREN 

Representation 
Representation is bound up with two pheno­
mena: that of one thing (event, state of 
affairs, etc.) standing for another (e.g., a dot 
on a map standing for a town), and that ofone 
thing indicating something about another 
(e.g., the height of a mercury column indicat­
ing the current temperature). Most philo­
sophers have concentrated on standing for. 
The efforts of Charles Sanders Peirce and 
Charles Morris (1901-79) are notable among 
modern studies of 'standing for' but neither 
of them provides an acceptable analysis of the 
phenomenon. 

Peirce wrote ( Collected Papers, 2.228) that 
all representation involves a sign, standing in 
some respect for an object, so as to bring 
about the existence of a second sign (the 
interpretant) which also stands for the object. 
In the central case the interpretant is a mental 
'sign' employed by the person understanding 
the original sign. A sign is a sign to a person 
because it creates a sign of its object in the 
person. For one thing to stand for another to 
an interpreter is for it to be treated by the 
interpreter, for certain purposes, as if it were 
that other thing (2.273). It remains somewhat 
mysterious just in what ways names, signal­
flags, musical notations, and so on are treated 
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as if they were the things represented. In 
addition. on Peirce's theory, any utterance 
"signifies what it does only by virtue of its 
being understood to have that signification". 
This seems wrong; representation may cer­
tainly presuppose, e.g., that in most cases 
there is correct understanding, but it does not 
require correct understanding in every in­
stance. 

Morris provided a clear and non-trivial 
analysis of what it is for one thing to stand for 
another (in Signs, language and Behavior, 
1946). Following Peirce, he concentrates on 
things that represent other things to inter­
preters. Morris analyses this relation in a 
behaviouristic way: a sign creates in the inter­
preter a disposition to behave, under appro­
priate conditions, in a goal-seeking manner 
toward the object. Whatever its merits as a 
hypothetical test for whether something is a 
sign, Morris's analysis no longer seems a 
plausible principle about what it is for a thing 
to stand for another. 

At first blush, it does not seem very likely 
that an account of 'standing for' can be given 
in terms of indication. Surely, indication is 
the easier notion to grasp; when one thing 
indicates something about another, some of 
its features correspond for law-like reasons to 
certain features of the other thing. Peirce 
gave the name 'index' to signs that, for 
reasons of real, causal connections, indicate 
something about their objects. The problem 
with explaining ·standing for' in terms of 
indication is that. first, not every case of 
indication is either a case of standing for, or 
even of representation (witness the coloured 
soil which indicates. but does not represent or 
stand for, the climatic conditions of its neigh­
bourhood in a certain era); and, second, not 
every case of 'standing for' is a case of 
indication (witness false statements, like one 
of 'David is here', when he is not). 

Fred Dretske has presented an analysis of 
'standing for' which avoids those pitfalls. A 
thing stands for or represents another. he 
claims, when it is its function to indicate 
something about the other thing. Of course, 
such a thing need not always indicate some­
thing about its object; in the case of the false 
statement, the words used stand for their 
objects in virtue of their linguistic function of 
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indicating facts about these objects, not be­
cause they indicate such facts on the occasion 
of that statement. The analysis also avoids 
the other problem with assimilating 'standing 
for' to indication: the soil's colour indicates 
facts about the climate, but it is in no sense its 
function to do so. It is an open and interesting 
question whether the elusive notion of 'func­
tion' can bear the weight placed on it in 
Dretske's analysis. Certainly, the analysis 
seems more satisfactory with regard to the 
central cases of mental and natural-language 
representation than it does with regard to 
musical notation, artistic depiction, and 
allegory. 

Complex Representation. Although Lud­
wig Wittgenstein shed no light on what it is 
for a thing to stand for another, he gave in the 
Tractatus an interesting account of how struc­
tured combinations of signs can represent 
possible states of affairs. According to his 
'picture theory' of representation, a complex 
sign like a sentence shares a logical form with, 
or is isomorphic to, the state of affairs it 
represents. The component signs stand for 
things and relations, and the holding of 
structural relations among the component 
signs within the complex sign reflects the 
logical structure of the represented state of 
affairs - determining just which relations are 
represented as holding between which ob­
jects. For example, suppose that 'the cat' 
stands for the cat. 'the mat' stands for the 
mat, and 'is on' stands for the relation of 
being atop. Consider, now, the sentence 'the 
cat is on the mat'. Wittgenstein held that it is 
the fact that, in the sentence, the term 'the 
cat' stands to the left, and 'the mat' to the 
right, of 'is on', that represents the state of 
affairs of the cat being atop the mat. Very 
roughly, representation of complex states of 
affairs demands structural isomorphism be­
tween the representation and what is repre­
sented. The isomorphism presupposes an 
unexplained 'projection' relation which re­
lates the simple. component signs with the 
things and relations they stand for, and which 
relates structural features of the complex sign 
with logical features of the designated state of 
affairs. 

Intentionality. In the philosophies of mind 
and language. discussions of representation 
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are bound up with debates about 'intentional­
ity'. Our thoughts and words are about 
things; things are represented in thought and 
language. A live issue in this area is whether 
or not the representational ability - the 
intentionality- of language is derivative upon 
that of mind: can we talk about things 
only because we can think about them? 
This thesis has been defended, as has the 
opposite thesis, that the intentionality of 
thought is dependent on our abilities to use 
language. 

Artificial Intelligence. The view that men­
tal representation involves an organized sys­
tem of mental entities is familiar from 
theories of concepts and ideas, and has been 
given new support by advocates of repres­
enratio11alism. Recent work in artificial in­
telligence and cognitive science under the 
name of 'knowledge representation' explores 
lonnal, computational models of mental rep­
resentation (see Brachman and Levesque 
1985). A widely held thesis in this field is that 
mental representation demands a system of 
representations - a language-like vocabulary 
of structured states or objects internal to the 
mind, which is endowed with representa­
tional ability, and upon which the mind oper­
ates computationally (see Fodor 1975). This 
thesis may be placed in some peril by the 
success of 'connectionist' models of various 
cognitive phenomena. notably memory and 
language understanding. which one might 
have expected to be the chief grist for the 
conceptualist mill. Connectionist models in­
volve networks of simple units. or processing 
nodes, together with connections of various 
weights, or strengths, between them. While it 
is plausible to hold that connectionist systems 
perform representational tasks. one is at least 
uncomfortable with the claim that they do so 
in virtue of having a system of representa­
tions. Such a system. which can represent, or 
remember. many states of affairs simultan­
eously, does not break up naturally into 
parts which themselves represent states of 
affairs. Instead, the burden of representation 
seems to be distributed in a very woolly way 
across the entire system (see Rumelhart and 
McClelland 1986). 
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Roger Bacon 
Roger Bacon (c. 1214/20-92) lectured on 
the Physics and Metaphysics of Aristotle at 
Paris sometime between 1237 and 1247. His 
metaphysics and ontology, however, are not 
purely Aristotelian. He interpreted Aristotle 
with the aid of Neoplatonic sources. The De 
hebdomadib11s of Boethius, the Fons vitae of 
Avicebron (Ibn Gabirol), the Metaphysics of 
Avicenna, and the Liber de Ca11sis are the 
texts which Bacon used to interpret the 
problems in the Aristotelian Metaphysics. 

Bacon's philosophy divides into two separ­
ate parts: 

1. His early commentaries on Aristotle 
and the Liber de Ca11sis (c. 1237-47). 

2. His later works c. 1247-92, especially 
1266-92. 

The latter emphasized grammar, logic, 
language studies, mathematics, optics, ex­
perimental science, and moral philosophy. 
Unfortunately, he left no treatise on meta­
physics or on ontology from this period. His 
ideas on these topics have to be discovered 
from his Comm11nia 11at1tralium. The one 
work from this period entitled Metaphysica 
Fratris Rogeri (= Opera, ed. Steele, Fasc. I) 
is a rhetorical piece concerned with the vices 
treated in the study of theology. None the 
less. from a reading of this work and from the 
Moralis philosoplria, one can discover that in 
his later works there is a marked tendency on 



ROYCE, JOSIAH 

Bacon's part to subordinate an Aristotelian 
ontology to a Neoplatonic metaphysics, and 
to subordinate metaphysics to morals. 

Bacon's doctrine of the ontology of the 
person is clearly influenced by Boethius; 
Bacon's rejection of the agent intellect as a 
part of the soul, and his identification of 
the agent intellect with God as illuminative 
source is clearly a favouring of Neoplatonic 
metaphysics. The close connection between 
metaphysics and morals is in imitation of 
Avicenna. Bacon's theory of universal hylo­
morphism and plurality of forms simply re­
produces the doctrine of Thomas of York 
(c. 120()...{iQ) as represented in the latter's 
Summa sapientiale. Indeed, Bacon's work 
makes no advance at all on Thomas of York 
and Robert Kilwardby (1215-79). 

The central doctrine of Bacon's physics 
and metaphysics is his account of the multi­
plication of species. Central to this is a 
physics of light. Its proximate historical 
origin is the metaphysics of light in Robert 
Grosseteste (c. 1168-1253). Species is not 
Porphyry's fifth universal. It is the name for 
the first effect of any naturally acting thing. In 
any natural action, the agent changes the 
matter so that a form can be brought forth. 
Bacon treats of being and becoming in the 
context of his account of generation. For 
Bacon, generation confers existence on 
things. And like all forms of becoming, 
generation in the strict sense, that is, animate 
generation, involves a material, a formal, an 
efficient, and a final cause. 

For Bacon, matter has a number of mean­
ings: 

I. Matter as the subject of action, 
2. Matter, in its most proper sense, as the 

essence that with form constitutes the 
composite, and which in this manner 
exists in every created substance, 

3. Matter as the subject of generation, 
4. Matter as the subject of alteration, 
5. Matter as individual in relation to uni­

versal. 

In brief, Bacon, following Thomas of York, 
holds that matter in essence is ingenerable 
and incorruptible; it is generable only by 
accident and through privation. It is the 
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subject of contraries and is knowable only by 
analogy with form. 

Bacon rejects a nominalist account of 
universals. Scholars disagree as to whether 
Bacon's account of universals is one of 
moderate or extreme realism. In Communia 
naturalium (from 1260s), Bacon assigns onto­
logical priority to individuals over universals. 
In doing so, he anticipates Duns Scotus in 
speaking about the absolute nature of the 
individual as something that is more import­
ant than the universal by which one indi­
vidual agrees with another. 
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Royce, Josiah 
The main metaphysical works of Josiah 
Royce (1855-1916) are The Religious Aspect 
of Philosophy (1885), The Spirit of Modern 
Philosophy (1892), The Conception of God 
(1897), The World and the Individual (1900, 
1901), and The Problem of Christianity 
(1913). Royce argues for absolute idealism 
through reflections on the relation between 
an 'idea' and its object. These show that the 
universe is an infinite eternal thought (alias 
the Absolute, the ultimate self, or God), 
which experiences itself as a single unit. Its 
basic elements are finite states of mind like 
ours, organized into finite selves, and other 
units of the same essential kind. 

The argument in The Religious Aspect of 
Philosophy is roughly this. Whatever else 
may be doubtful one thing is for sure, that 
there is such a thing as error. For the belief 
that there is cannot be false; if it is true, then 
there is error, while if, per impossibile, it is 



795 

not. it itself would be an error. Even so, there 
is a problem as to how error is possible. For it 
can only consist in an idea which misrepres­
ents the character of its object. But how can 
an idea ascribe to its object any character 
which clashes with what it is envisaged as 
possessing? For no merely causal account of 
how an idea is related to its object is viable. 
Instead it must pick it out either by the way it 
depicts it or through an immediate confronta­
tion. But in the first case it can pick out only 
ils own intentional content and cannot but 
depict it correctly and. in the second, only 
what is so present to it that error is imposs­
ible. 

For a solution we must examine falsehoods 
recognized as such. If I attend to some 
present content of consciousness I can enter­
lain false thoughts about it, e.g. that this blue 
sense-impression is red. Here the sense­
impression is my idea's object because it is 
consciously directed towards it, and the idea 
is false as predicating of it what manifestly 
clashes with its given nature. Now suppose 
!hat there is a consciousness in which an idea 
is similarly applied to some content which it 
manifestly misrepresents but that the idea 
(andnotthe content) falls within some part of 
lhe total consciousness with an illusory sense 
of itself as a unit on its own (an illusion 
manifest to the including but not to the 
included consciousness). Then the idea could 
be an error. for it could contain some dim 
sense of being about something beyond its 
own boundaries while envisaging that only in 
the character it predicates of it. Such. indeed. 
comends Royce, is the only possible account 
of error. which shows that our thoughts, as 
possibly erroneous. must be elements in a 
more comprehensive mental totality which 
includes everything they are capable of being 
about, in short. everything. 

One might object that an error need not be 
'about' some actual object. It may simply say 
that there is something which there is not. 
However, Royce claims that our 'ideas' or 
thoughts always have a certain de re charac­
ter, even if only by being about some time 
beyond the present. 

Royce's argument may impress more now 
than in the heyday of Bertrand Russell's 
theory of descriptions. which might once 
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have seemed to provide its refutation. For the 
de re element in thought is now widely 
emphasized, while usually explicated in 
causal terms along lines Royce effectively 
criticized. As it is, the most notable response 
to it to date is that of William James whom it 
stimulated to the pragmatist view that the 
object of an idea is that with which it prepares 
us to cope practically. 

In The World and the Individual Royce 
reaches the same point via an enquiry into the 
meaning of 'to be'. This is assimilated to the 
question what it is for there to be a thing such 
as some idea posits. He describes three 
traditional answers and proposes his own 
fourth. 

1. For the realist conception the object 
posited by an idea really is if and only if 
its possession of its own character is 
logically independent of the possession 
by the idea of its. Royce professes to 
show the impossibility of such inde­
pendence by two (shaky) arguments. 

2. The mystical conception identifies 
being with an immediate experience in 
whose luminous presence all ideas of it 
or of anything else must simply fade 
away. Royce objects that ideas, after 
all, have their own being and that a 
reality incompatible with their presence 
has no claim to be a reality. 

3. The critical rationalist view (typified by 
Kant) identifies the being of the object 
of an idea with the possibility of experi­
ences which the idea would recognize as 
verifying it. But this, says Royce, rests 
on a notion of possibilities and of coun­
terfactual conditionals which can only 
be explicated by a more basic notion of 
the object's being. Moreover, a genuine 
existent must have an individuality not 
fully cashable in the universals by which 
a merely verifiable, and not verified, 
idea can alone specify its object. 

4. The fourth conception utilizes a con­
trast between the internal meaning of 
an idea. roughly its intension, and its 
external meaning. roughly its extension 
or reference. The first is an incom­
pletely fulfilled purpose which the idea 
feels itself as embodying, while the 
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second can only be an experience of that 
purpose's complete fulfilment. This 
must be actual, not merely possible, if 
the idea has an object to be right or 
wrong about. Thus every idea points 
to an all-containing consciousness in 
which it is felt together with some fuller 
experience of which it is the more or less 
adequate intimation. The distinction 
between thought and will is superficial, 
since a true thought is a satisfied voli­
tion, satisfied, at least, in the Absolute 
(hence Royce calls himself an 'absolute 
pragmatist'). 

Royce is clearer about time and eternity than 
most absolute idealists, exploiting brilliantly 
the notion of a specious present. The dura­
tion of these varies greatly, and the 'in itself 
of most of the physical world consists in 
minds so different in this respect from ours 
that social relations between us are impos­
sible. The total Universe or Absolute is a 
frozen specious present and it feels within 
itself the genuine temporal relations between 
its elements. However, it is not itself in time 
for it does not emerge from or pass into any 
other experience. 

In opposition to F. H. Bradley and others, 
Royce thought a mathematical model of how 
the Absolute combines the many into one 
possible. Discoveries such as Georg Cantor's 
(1845--1918) and Richard Dedekind's (1831-
1916) put paid to Hegelian objections to the 
'bad' infinite of mathematics and to Bradley's 
objections to relations for leading to an 
infinite regress. (He acknowledged, how­
ever, that his own main argument was an 
application of Bradley's principle that re­
latedness can only hold within a concrete 
whole.) The Absolute experiences the actual 
infinity of details that follow from the freely 
chosen formula by which it defines itself as an 
infinitely self-representing conscious system 
of such systems. But Royce's discovery of 
defects in his handling of such topics in The 
World and the Individual led to substantial 
revisions of his metaphysics in The Problem 
of Christianity. Here the felt unity of the 
Absolute, if not abandoned, falls into the 
background and it is depicted rather as a 
community of minds, or more ultimately 
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(inspired byC. S. Peirce'sdoctrineofsigns)a 
network of ideas the meaning of each of 
which is interpreted to another idea by a 
mediating idea. 

Evil, like error, is central to Royce's 
thought. The model for both lies within our 
own consciousness. The highest good we find 
there is the overcoming of our own evil 
propensities and weaknesses. This shows 
how evil at large may be an essential ingre­
dient in the greatest good there can be, that of 
an infinite series converging on a limit situ­
ation in which it would be finally overcome. 

Royce's metaphysics was closely related to 
his ethics. Initially moral goodness was char­
acterized as an openness to the aspirations of 
all other consciousnesses falling within the 
single absolute consciousness. Later it was 
identified with loyalty to loyalty, that is, a 
loyalty, to some community or cause, which 
encourages all others in loyalty to their owo 
community or cause. Royce is also important 
in the history of formal logic in the United 
States. 
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Russell, Bertrand 
Bertrand Arthur William Russell (1872-
1970) attended Trinity College, Cambridge 
(1890-94) where he was 'indoctrinated' with 
the philosophies of Kant and Hegel, and 
where he was awarded a fellowship (1895-
1901) and later became a lecturer in philo­
sophy (1910-16), a position he lost in 1916 
because of his militant pacificism. His public 
written advice to conscientious objectors led 
to his imprisonment for six months in 1918. 
He subsequently visited Russia, lectured in 
China, and later held professorships at the 
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universities of Chicago and California. In 
1944 he was re-elected to a fellowship at 
Trinity, and in 1950 he was awarded the 
Order of Merit and the Nobel Prize for 
Literature. 

Russell held a number of different meta­
physical positions throughout his career, with 
the idea of logic as a logically perfect lan­
guage being a common theme that ran through 
each. His first such position, when he was still 
a student in 1894, amounted to a brief flirta­
lion with absolute idealism and the doctrine 
of internal relations, from which he quickly 
moved on to a form of semi-Kantianism that 
he defended in his 1896 book on the founda­
lions of geometry. In that book Russell 
agreed with Kant that the mind must innately 
possess some form of externality in order to 
experience space; but whereas for Kant 
Euclidean geometry provided the a priori 
laws that explained our experience of space, 
for Russell it was the a priori laws of pro­
jective geometry (which includes non­
Euclidean as well as Euclidean geometry 
as special cases) that were the logically neces­
sary basis of any form of externality. 

By the turn of the century, under the 
influence of G. E. Moore, Russell rejected all 
internal relations and developed a form of 
realism that he called pluralism but which 
loday would be called a possibilist form of 
Platonistic logical realism. The position was 
possibilist because it was committed to there 
being possible real concrete objects (such as 
lhe objects of fiction) that do not in fact exist 
but which could have existed had certain 
propositions having those objects as con­
slituents been true. (Contrary to a view 
sometimes ascribed to him, Russell was never 
willing to admit into his ontology the imposs­
ible objects that he. thought Alexius Meinong 
was committed to.) The possibilism lasted 
until 1905 when, armed with his new theory 
of denoting, Russell came to believe that 
merely possible objects were superfluous and 
could be analysed away in terms of his now 
well-known theory of definite descriptions. 
The Platonism remained, however, in Russell's 
continued commitment to such abstract en­
tities as properties, relations, and proposi­
tions. The position was Platonist not only 
because predicates and sentences were taken 
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to stand for such abstract entities, but also 
because, unlike Gottlob Frege's fonn of 
logical realism, the same abstract entities 
were taken as the denotata of the nominalized 
fonns of those predicates and sentences as 
abstract singular terms. (Russell briefly held 
a quasi-Fregean view in 1898 when he main­
tained, e.g., that human does not have being 
until it is transfonned into a tenn, humanity; 
but he later rejected that view.) 

A fundamental notion of Russell's logical 
realism, sometimes also called ontological 
logicism, was that of a propositional function, 
the extension of which Russell took to be a 
class as many. Initially, as part of his response 
to the problem of the One and the Many, 
Russell had assumed that each propositional 
function was a single and separate entity over 
and above the many propositions that were 
its values, and, similarly, that to each class as 
many there corresponded a class as one. 
Upon discovering his paradox, Russell main­
tained that we must distinguish a class as 
many from a class as one, and that a class as 
one might not exist corresponding to a class 
as many. He also concluded that a proposi­
tional function cannot survive analysis after 
all, but 'lives' only in the propositions that are 
its values, i.e. that propositional functions 
are nonentities. 

In his 1906 substitutional theory, Russell 
attempted to carry out his logicist programme 
without assuming the existence of either 
classes or propositional functions. Being was 
univocal in this framework in the sense that 
every entity, whether concrete or abstract, 
was assumed to be the value for a single 
type of unrestricted variable. Properties, 
relations, and propositions, but not classes or 
propositional functions, were all values of 
that variable. The proposed reduction of 
classes and propositional functions was given 
in terms of a double form of quantification 
over propositions and their constituents as 
values of the one type of unrestricted variable. 
(E.g., instead of (q,)(qix :J q,y) to express the 
indiscemibility of x and y, Russell's 1906 
substitutional notation gives us (p)(z)(plz ;x 
::> plz ;y), where plz ;x stands for the result of 
substituting x for z in p.) But this reduction 
was problematic, and in 1908 Russell aban­
doned the idea of a univocal mode of being 
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and developed instead a theory of ramified 
types in which being was partitioned into 
an infinity of different logical types, with 
concrete particulars as the objects of the 
lowest type. (Contrary to his earlier ter­
minology, Russell now took only concrete 
particulars to be 'individuals', while the 
notion of an object became systematically 
ambiguous and carried the burden of the 
'individuality' of the abstract entities as well. 
This shift in terminology has misled some 
philosophers into thinking that Russell's 
theory of types can be given a nominalistic 
interpretation.) 

Classes now were taken as analysable in 
terms of propositional functions, even 
though the latter were still construed as 
nonentities, i.e. as reducible to the many 
propositions that were their values. Later in 
1910, the ontological roles of propositions 
and propositional functions were reversed; 
i.e. propositions were then taken as non­
entities while each propositional function was 
assumed to be ( or to have corresponding to 
it) a real property or relation. This reversal 
was a consequence of Russell's rejection in 
1910 of his earlier theory of belief and judge­
ment (as a relation between a mind and a 
proposition) in favour of his then new mul­
tiple relations theory (as a relation between a 
mind and the constituents or components of a 
proposition), which required that proposi­
tional functions, but not propositions, be real 
single entities. 

As a result of arguments given by Ludwig 
Wittgenstein in 1913, Russell, from 1914 on, 
gave up the Platonistic view that properties 
and relations could be logical subjects. Predic­
ates were still taken as standing for proper­
ties and relations, but only in their role as 
predicates; i.e., nominalized predicates were 
no longer allowed as abstract singular terms 
in Russell's new version of his logically 
perfect language. Only particulars could be 
named in Russell's new metaphysical theory, 
which he called logical atomism, but which. 
unlike his earlier 191{}-13 theory. is a form of 
natural realism, and not of logical realism. 
since now the only real properties and rela­
tions of his ontology are the simple material 
properties and relations that are the com­
ponents of the atomic facts that make up the 
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world. Complex properties and relations in 
this framework are simply propositional func­
tions, which, along with propositions, are 
now merely linguistic expressions. (Russell 
remained unaware that as a result of the 
change in his metaphysical views from logical 
to natural realism his original theory oftypes 
was restricted to the much weaker sub-theory 
of ramified second-order logic, and that he 
could no longer carry through his logicist 
programme. This reinforced the confusion of 
nominalists into thinking that Russell's 
earlier theory of types could be given a 
nominalistic interpretation, since such an 
interpretation is possible for ramified second­
order logic.) 

From 1914 to 1940, the simple particulm 
of Russell's atomist ontology were events: 
ordinary physical objects were analysed as 
complexes constituted of a 'compresence' of 
events. From 1940 on, Russell took events to 
be themselves complexes consisting of a com­
presence of simple qualities, where a com­
plete complex of compresence of such qual­
ities was to count as a space-time point. 
Ordinary physical objects were then taken to 
be bundles of such simple qualities. Russell 
believed that such a move allowed him to 
adopt a weakened form of the principle of 
atomicity according to which a name in the 
atomic sentences of his ideal language could 
name a complex even though the name itself 
must be logically simple and must not be 
allowed to exhibit the structure of that 
complexity. 
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Santayana, George 
George Santayana (1863-1952), the Harvard 
Spaniard, developed an elaborate ontology 
in his later, far too little appreciated work. 

He is sometimes misunderstood as a philo­
sopher primarily interested in the claims of 
scepticism when, in truth, he wished to free 
philosophical construction from the sup­
posed need to combat it. He argued that all 
partial scepticisms (e.g. like those he thought 
basic to idealism) are based on principles 
whose logical culmination is in a "scepticism 
of the present moment" or even a mere 
contemplation of 'essences' not recognized as 
existing at all. and that since these are stances 
no one can genuinely endorse or recommend, 
scepticism should no longer haunt philo­
sophy. The proper course for the philo­
sopher, then, is to work out a view of things 
frankly based on "animal faith", that is, on 
our practically compulsory beliefs as to what 
is, and as to what methods can reveal more of 
what is, dropping only those beliefs which 
animal faith itself eventually bids us discard. 

On this basis Santayana committed himself 
to what he misleadingly called 'materialism', 
the view that the only genuine explanations 
of phenomena are physical. However, be­
sides "the realm of matter" he recognized 
three other realms, of essence, of truth, and 
of spirit. Spirit is essentially consciousness, 
something he thought produced by, and 
entirely determined in its course by, physical 
processes. It arises when organisms develop 
brains and sense organs which respond to 
external stimuli in ways which promote sur­
vival and successful procreation. This epi­
phenomenalist doctrine is accompanied by a 
conception of the psyche, which is tanta­
mount to the conception of mind advocated 
by a modem materialist like David M. 
Armstrong. Santayana's account grants all 
that is positive in such a conception, but 
insists that as well as the mind in that sense 
there is spirit or consciousness. This is a quite 
novel form of being through presentation to 
which (in a form highly relative to the needs 
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of the particular organism) the natural world 
first acquires genuine values, positive and 
negative. 

Essences for Santayana are the forms and 
qualities which existent things may or may 
not possess. Whether any existing things 
actualize these essences or not makes no 
difference to their being as essences. If some 
quality, which some thing actually has, had 
not been possessed by anything, then it would 
have been true that nothing possessed it, and 
that means that it, whether simple or complex 
in its constitution, and whether any mind 
could or could not have conceived of it, 
would have had the eternal being of some­
thing which might have been actualized in 
existence. Santayana's is a doctrine of un­
actualized essences, not of non-existent 
particulars, such as figure in the philosophy 
of Alexius Meinong. However, essences 
include absolutely specific forms of being 
such as might constitute the whole of what 
some particular was within its own bounds, as 
well as more generic properties; relations are 
also covered though seen as posing special 
problems. 

There are some unclarities in Santayana's 
account of truth but essentially he held that 
whether anyone knows it or not, there is a 
precise truth as to the character and relations 
of each thing and of the existent world as a 
whole. True thoughts are true because they 
envisage such a truth, but whether envisaged 
or not, the truth about a thing is neither a 
thought in anyone's mind about it, nor the 
thing itself, nor the mere essence of the thing 
as an eternal element in the realm of essence. 
Thus truth is a further realm of being, though 
in a sense a hybrid one in which eternal 
essence and existent particular meet. San­
tayana's treatment of truth is related to a 
profound treatment of time. 

To have literal knowledge of a truth about 
something is to intend that something and 
envisage it with that essence. The essence is 
exemplified in a special 'objective' manner in 
consciousness but the associated feeling of 
intending-an-existent-object only homes in 
on a definite actual object in virtue of the 
organism's causal or behavioural relation 
thereto. Most knowledge, moreover, is 
symbolic rather than literal. In this the 
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essence exemplified in our mind is not an 
actual essence pertaining to the object but 
only an appropriate rendering of that object 
for the consciousness of an organism which 
must deal with it. (Some think Santayana's 
epiphenomenalism is under strain here; how­
ever. there is no actual inconsistency.) In 
either case what makes it knowledge, rather 
than mere belief, is that it is a belief gener­
ated in ways which typically do generate true 
belief. The similarity to many modern ac­
counts of knowledge will be clear. 
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Sartre, Jean-Paul 

Jean-Paul Sartre was born in Paris in 1905. 
He taught philosophy in various lycees until 
1944. After 1945, he created Les Temps 
Modernes and participated in many political 
activities. His work ranges from philosophy 
to literature. He was awarded the Nobel 
Prize. which he refused, in 1964. He died in 
Paris in 1980. From the beginning of his 
philosophical career before World War II, 
Sartre had attempted to build a philosophy of 
psychology based on the notion of conscious­
ness. In his first important philosophical 
work, The Transcendence of the Ego (1936), 
he used Edmund Husserl's notion of inten­
tionality to show that the ego is not in 
consciousness, but outside it, in the world 
upon which it is 'projected'. He thereby 
shows how consciousness 'irrealizes · itself by 
creating imaginary objects. His major philo­
sophical work, Being and Nothingness 
(1943), takes up these themes and attempts to 
build a 'phenomenological ontology'. But 
like most of his French contemporaries, 
Sartre's 'existentialist' version of phenom-
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enology owes little either to the Husserl of 
the Logical Investigations or to the idea of 
phenomenological reduction, and is by no 
means a 'formal ontology'. Intentionality, for 
Sartre, is not the basis of an intuition of 
essences, and does not create a realm of 
intentional objects. 

Sartre owes as much to Hegel as to Husserl 
or Martin Heidegger. The basic ontological 
structure in Being and Nothingness is dual­
istic: it rests upon the Hegelian categories of 
the "in-itself' and the "for me". Very little is 
said of being in-itself, except that it is pure 
indifference and identity to itself. The "for 
me", on the contrary, is pure difference and 
opposition, and cannot be assimilated to a 
thing or substance. Its nature is conscious­
ness, which is the pure negativity, or power to 
create nothingness, by which Sartre defines 
freedom. Sartre reaches this conclusion 
through an analysis of time. The passing of 
time, as it is experienced by a conscious 
being, creates a gap which is the origin of our 
notion of the absence of an existing thing. 
The gap created by this experience of 
negation is our freedom, which can be experi­
enced in such a feeling as anguish. 

Consciousness (mine or another's), and 
the fact that my world is shaped by the 
consciousness of others, is one of the domin­
ant themes of Sartre's work. This reduces 
being to appearance, esse to percipi. Every 
attempt to eliminate the essential non-iden­
tity of consciousness to itself is the source of 
what Sartre called "bad faith". This is not 
(like self-deception) a psychological, but an 
ontological, phenomenon. Most of the 
"phenomenological descriptions" of Being 
and Nothingness are - in conformity with the 
existentialist slogan 'existence precedes es­
sence' - descriptions of silllations, through 
which Sartre creates a new genre (in parallel 
with his own literary work), the genre of the 
ontological novel (such are the famous de­
scriptions of the waiter, the seduced woman, 
and many other 'ontological' anecdotes). 

Absent from Sartre's work is the idea ofan 
ontological structure which would pre-exist 
the dual ('dialectical') structure of the in­
itself and the for-me. There is no other 
possibility for apprehending being than the 
perspective of human subjectivity. Every 
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other perspective would amount to a claim 
that being 'invents' man, instead of the inven­
tion of being by man that is proposed by 
Sartrean existentialism. Sartre has never 
given up this position. It was the basis of his 
later attempts (in the Critique of Dialectical 
Reason, 1960) to promote an existentialist 
version of Marxism, against what he took to 
be more or less theological versions of this 
doctrine (he had a similar reaction towards 
the late Heidegger, Maurice Merleau-Ponty, 
and the 'structuralist' philosophers). On this 
analysis, social groups take over from the 
individual of Sartre's earlier works. They are 
the active subjects of a history which they 
create freely against a background of deter­
mined circumstances. 

Sartre described his philosophical work as 
an attempt to overcome the traditional altern­
ative between realism and idealism, and to 
repudiate any version of substantialism. But 
it may be asked whether his ontological 
dualism is not a radicalization of Cartesian 
dualism, and whether his definition of being 
as freedom does not amount to locating 
within subjectivity that contingency which 
the 19th-century French spiritualists (from 
Felix Ravaisson to Charles Renouvier and 
Henri Bergson) located within nature. 
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PASCAL ENGEL 

Scepticism 

The term 'scepticism· refers to positions and 
attitudes in epistemology or the theory of 
knowledge. Most people associate with scep­
ticism the position that nothing can be known 
for certain. This conception of scepticism can 
be found already in early Christian philo­
sophy (Augustine, Co11tra Academicos) and 
it has been prevalent since the Middle Ages. 
But 'scepticism' is used also in connection 
with a tradition in ancient philosophy and, in 

sCEmCISM 

this case, the term refers to an attitude or a 
me/Ital capacity: 

Scepticism is an ability. or mental altitude, which 
opposes appearances to judgements in any way 
whatsoever, with the result that, owing to the 
cquipollcncc of the objects and reasons thus 
opposed, we arc brought firstly to a stale of mental 
suspense and next to a stale of .. unperturbedncss" 
or "quietude" (Scxtus Empiricus, Outline of Pyr­
rhonism, Loeb Classical Library, trans. R. G. 
Bury, I, 8). 

Scepticism in this sense was applied not only 
to claims to certain and justified knowledge 
but also and probably foremost to beliefs as 
to the real nature of things. 

Taken both ways, as a position and as an 
attitude, scepticism has primarily to do with 
the theory of knowledge. But it can be 
brought to bear on problems of metaphysics 
and ontology by being applied to claims to 
metaphysical or ontological knowledge. A 
sceptical position declares metaphysical and 
ontological knowledge to be impossible. Thf 
sceptical attitude or capacity opposes meta 
physical and ontological beliefs and results ir, 
suspense of judgement. At first blush, then, 
either brand of scepticism seems to have 
negative implications only with regard to 
metaphysics and ontology and seems not to 
be committed to any metaphysical or onto­
logical stance. 

At closer analysis, however, this impres­
sion cannot be upheld. For it can be argued -
as we shall presently see - that scepticism in 
either form shares assumptions which are 
made also by metaphysical realism. I take it 
that metaphysical realism is the conjunction 
of three theses: 

1. Human judgement has the power of 
representation; i.e. human judgements 
are true or false descriptions of - in 
general - judgement-transcendent sub­
ject matter. 

2. Reality represented is - in general -
causally independent of its being rep­
resented (correctly or incorrectly) by 
human judgement and the way of its 
being thus represented. 

3. Human judgement can reach a know­
ledge ofreality, and, as a matter of fact, 
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to a certain degree we obtain such 
knowledge. 

1. is a semantic thesis, 2. might be con­
sidered the metaphysical thesis of realism, 
and only 3. is of epistemological character. 

Obviously. scepticism does not opt whole­
sale for metaphysical realism. This is so 
because scepticism does not adopt the epi­
stemological thesis 3. On the other hand, it 
seems as though the metaphysical and the 
semantic theses are presupposed by scepti­
cism. In order to show this I shall first discuss 
strategies used by ancient sceptics for bring­
ing about suspense of judgement in them­
selves and in others. Then I will take a very 
cursory look at modern scepticism; that is, 
sceptical traditions since the 16th century. 

Sextus Empiricus (c.150- c. 225) in his 
Outline of Pyrrhonism describes the strat­
egies adopted by the ancient scepticist. As 
can be seen from the above quotation the 
moving force of the sceptical attitude in 
antiquity was the hope of reaching mental 
quietude. The sceptics started this process by 
opposing each judgement to an equipollent 
alternative. They believed that people do not 
take a firm stance on a subject matter when 
confronted with equally plausible alternat­
ives. In this way the sceptic comes to sus­
pense of judgement, a state of mind in which 
he does not affirm or deny anything. This 
procedure involves metaphysical realism 
(minus thesis 3.) in two ways. 

First, it seems to be suggested that there is 
a reality independent of human judgements 
and of the people passing judgements, a 
reality with things having an ultimate nature. 
This is indicated by the sceptic's use of terms 
like rpm v6µcvov and rptlmi;. Central to the 
sceptic's procedure is the opposition of dif­
ferent 'appearances' (rpcnv6µEvar): it is as­
sumed that things can appear in different 
ways to different persons or even to the same 
person. If these appearances are equipollent 
we are led to suspension of judgement with 
regard to the rptlmi; of the things investigated. 
Here rptloL<; seems to refer to the nature of 
things, to how things really are (e.g. Outline, 
I, 27, 28, 30, 59; see also Sextus's talk of 
ta E;WitEv u11oxE[µartar - i.e. of external 
substances or external realities, e.g. I. 54). 
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Whereas the appearances vary, the nature of 
things, their rptlmi;, is taken to remain fixed. 

Second, the sceptical strategy brings dif­
ferent appearances into opposition to each 
other. The appearances are opposed to each 
other, ONCLXE[µcvar. But what does it mean 
for judgements or appearances to be opposed 
to each other? When confronted with oppos­
ing appearances, says Sextus, we cannot 
assent to all of them. For in this case, "we 
shall be attempting the impossible and 
accepting contradictories" (I, 88). Hence, if 
opposed judgements or appearances are 
equipollent we are led to suspension of judge­
ment. This suspension is, as we have seen, 
with regard to the rptloL<; of things, their real 
nature. The suspension of judgement, thus, 
seems to regard the truth of the judgements 
involved. Two judgements, then, are op­
posed to each other if it is impossible that 
both can be true at the same time. This talk of 
opposition seems to presuppose that judge­
ments can be true or false descriptions of the 
nature of things, and this means that they 
have the power of representation. Thus, 
ancient scepticism is committed also to the 
semantic thesis of metaphysical realism. 

Sceptical strategies in antiquity were con­
nected with scepticism as an attitude and 
were aimed at the quietude of mind. Modem 
sceptical strategies are linked to scepticism as 
a position (which may be either merely 
entertained or fully adopted) and are less 
practically oriented. Many thinkers used 
sceptical arguments for the defence of Christ­
ian faith against possible clashes with claims 
of reason (see Richard H. Popkin, TIie 
History of Scepticism. From Erasmus ro Spi­
noza, 1979). Other thinkers used sceptical 
strategies as preparatory to the attempt to 
give a foundation for metaphysical and sci­
entific knowledge. But this modern kind 
of sceptical thought also presupposes the 
semantic and metaphysical parts of realism. 
A case in point is Rene Descartes. In his 
Meditations, with the method of universal 
doubt he wanted to liberate the mind from all 
prejudice and make it capable of indubitable 
true judgement (see the first Meditation). 
Universal doubt was used to make plausible 
the position that all our beliefs, perceptual 
and otherwise, could be false. An evil demon 
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might deceive me completely with regard to 
the external world and even with regard to 
my body and mind. This sceptical strategy 
also operates with the concepts of truth, 
falsity, and deception. Thus it acknowledges 
that human judgement has the power of 
representation, even though it may misrepre­
sent reality. With this it is supposed that the 
external world, and even our body and mind 
could be otherwise than we judge them to be. 
The way they are is taken to be independent 
of our judgement. Therefore, also the meta­
physical thesis of realism is presupposed. 
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AXEL BOHLER 

Schapp, Wilhelm 

Wilhelm Schapp (1884-1965) took his doc­
torate under Edmund Husserl in Gottingen 
with a dissertation entitled Contributions to 
the Phenomenology of Perception (Beitriige 
wr P/riinomenologie der Wahrnehmrmg, 
1910). Here Schapp utilizes the phenomeno­
logical method of description in an attempt to 
save reality (the ·world of things') from 
empiristic phenomenalism. For Schapp, it is 
not only impressions and ideas that are given 
immediately to consciousness, but also re­
lations between these, which differ from 
arbitrary associations and bear some relation 
to the perceptual structures later investigated 
by the Gestalt psychologists. In the form of 
perception the structure of the world of 
things is thereby already implicit. In accord­
ance with Husserl's concept of the inten­
tionality of consciousness, Schapp interprets 
the relation between the subject and its 

SCHAPP, WILHELM 

objects not as a picturing or copy relation but 
as a matter of representation. 

The representation theory proves however 
to be insufficient, for it remains unclear how 
pure thoughts (relations, ideas) can be trans­
formed into concrete reality. Ontology, as 
the analysis of forms, becomes a theory of 
representation. At this point the latent ideal­
ism of phenomenology clearly emerges. In 
this way it is not possible for a phenomeno­
logist like the early Schapp to get beyond 
what amounts to a sort of perceptional fic­
tionalism. 

Gradually, however, Schapp recognized 
· the lack of reality in his representation 
theory. In his book Entangled in Stories (In 
Geschichten verstrickt, 1953) he broke away 
from the phenomenological theory of percep­
tion. Instead he adopts a kind of pragmatist 
viewpoint, in which reality is seen as being 
tied to the context of human actions and life. 
Not the immediate data of perception but 
man's entanglement in what Schapp calls 
'stories' or 'histories' (Geschichten) forms the 
fundamental element of experience, beyond 
which we cannot penetrate. 'Entanglement in 
stories' therefore corresponds to a sort of 
Heideggerian 'being in the world'. In stories, 
reality is experienced not as a world of things 
but as a world of 'things of use' (Wozudinge) 
whose reality consists only in the context in 
which they are produced and used. 

In his later works, Schapp tried to trans­
form the ontological categories of the tradi­
tion into structural forms of 'stories'. In this 
way he performs a sort of linguistic tum in 
philosophy without however lapsing into an 
analytical formalism. For the structural forms 
of stories are forms of speech but, at the same 
time, also forms of life. In his Philosophy of 
Stories (Phi/osophie der Geschichten, 1959) 
Schapp rightly rejects Husserl's 'idea of pure 
grammar' as insufficient basis for the consti­
tution of reality. This is because it abstracts 
from the performative dimension which, 
through our fundamental entanglement in 
stories, remains ever present. 

One difficulty in Schapp's position is: how 
can the idea of 'entanglement' be brought 
into conformity with the 'narrative scheme' 
as this is described by A. C. Danto? For 
surely, in order to be able to narrate one must 
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already have distanced oneself from en­
tanglement. Life has to be transformed by 
fantasy into symbolic pictures. At this point it 
appears that aesthetic moments become 
important for the narrative constitution of 
reality. 
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Scholasticism, Post-Medieval 
I: 15th and 16th Centuries 

The greatest centuries for Scholasticism were 
the 13th and 14th. but it continued to flourish 
thereafter. even though coming under strong 
and increasing attack. especially from the 
humanists. Lorenzo Valla ( 1407-57). for 
example. believed that the scholastic preoc­
cupation with a certain type of logic had been 
disastrous for metaphysics. This logic was 
based on a highly artificial language. a 'scient­
ific' Latin. which was far from the linguistic 
practices of ordinary people. practices by 
which people were well equipped. linguis­
tically at least. to talk about reality; but the 
sheer artificiality of the language of the 
scholastic logicians. Valla held. made it 
impossible for them to make serious ad­
vances in the philosophical enterprise of 
revealing new and profound truths about 
realitv. In this criticism Valla was followed 
by R~dolph Agricola (c. 1443-85). and in the 
following century by Peter Ramus. Whatever 
the merits of this criticism. however. import-

ant work in the field of metaphysics and 
ontology continued to be done. and by men 
who had been educated in the despised logic 
of the Scholastics. 

Amongst those who made a major contri­
bution to scholastic metaphysics in the 15th 
century is Nicholas of Cusa. As with all 
scholastic philosophers. his metaphysics are 
God-oriented although. in line with a well­
established tradition. he stressed the factthat 
the chief topic of metaphysics. the being of 
God. is opaque to human understanding. 

We find within the created order. accord­
ing to Nicholas. a whole host of differences 
and oppositions. and of course in the created 
order oppositions must remain even though 
we might regard ourselves as committed by 
our nature to an ethical imperative to seek to 
overcome oppositions. and to replace them 
by harmony and synthesis. At the heart of 
Nicholas·s metaphysical system lies precisely 
this concept of a harmonization of the differ­
ences which characterize our world. What 
differences and oppositions are at issue here? 
Among them are unity and multiplicity. and 
essence and existence. Each of us is one. but a 
one which is characterized by a configuration 
of many distinct parts and features. Each of 
us has an essence but it is no part of our 
essence that we exist. Whatever exists. other 
than God himself. exists by virtue of an acl of 
God's will. not by virtue of its own nature. 
Nicholas's doctrine is that God exists as a 
coincidemia oppositorum. Opposites which 
characterize creatures exist in God without 
being in opposition to each other. He tran­
scends them. though he does so in a way we 
cannot grasp. 

Most especially. the distinction in us 
between essence and existence is not a dis­
tinction in God. His essence is to exist. This 
chief metaphysical opposition in creatures is. 
then. one in God. But having said all that. 
Nicholas reminds us of our inability to grasp 
the mystery of this oneness; we can at best 
grasp its mysteriousness. By an exercise of 
reason we can follow through the logic of the 
concept of God as the coincidence of oppos­
ites. but the knowledge yielded up by this 
exercise of reason is not positive knowledge. 
It is negative. We remain ignorant. This is 
not. however. the ignorance of the unedu-
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cated person, but of the metaphysician who 
has such a clear grasp of the metaphysical 
realities that he knows why he is and, in this 
life, must remain ignorant. Hence the title of 
Nicholas's most famous work, De Doc/a 
lg11ora111ia (Educated Ignorance). In adopt­
ing this epistemological response to the 
metaphysical verities he has presented, 
Nicholas is clearly an heir to a tradition which 
had included central figures such as Moses 
Maimonides (whose influence is acknow­
ledged by Nicholas) and Thomas Aquinas. 
The tradition would, in due course, exercise a 
profound influence on others such as Thomas 
Cajetan who, at the end of the 15th century, 
developed his highly detailed theory of ana­
logy as a means of accounting for the fact 
!hat, despite the opaqueness of the transcen­
dent reality, our language is not totally in­
adequate as a means of describing that reality. 

The ignorance in question, one routinely 
acknowledged by men in the scholastic tradi­
tion, is of the transcendent God. But in a 
sense God is also immanent, and merely to 
know the world is to know him, for all 
existence comes from God, and in a sense is 
God's. Thus for all the emphasis the late 
Scholastics place on the otherness of God, 
they fully acknowledge that that otherness is 
only half the story; the other half is the being 
of God in the created order. 

In the following century a major battle was 
fought by scholastic metaphysicians over the 
relation between God and his creatures, a 
battle in which 20th-century philosophers 
with 20th-century concerns are now greatly 
interested. The main protagonists were from 
the Iberian peninsula, not surprisingly since 
the Spanish and Portuguese universities 
remained bastions of scholastic philosophy 
throughout the century of the Reformation, 
producing such important scholastic thinkers 
as Francisco de Vitoria (c. 1483/6-1546), 
Domingo de Soto (c. 1494/5-1560), and 
Domingo Baiiez (1528-1604), all of them 
Dominicans; and Francisco de Toledo (1532-
96), Luis de Molina (1535-1600), Peter of 
Fonseca (1528-99), and the great meta­
physician Francisco Suarez ( 1548-1617), who 
were all Jesuits. 

The major battle in question, one which 
found Dominicans and Jesuits of Spain 

ranged against each other in the latter part of 
the 16th century, has an important meta­
physical aspect, namely the existence of crea­
turely free will. The context of this meta­
physical debate is, as usual with scholastic 
metaphysicians, theological. The Jesuit Luis 
de Molina employs the distinction between 
sufficient and efficacious grace. Sufficient 
grace is the grace by which a human agent has 
the power to perform a given act; efficacious 
grace is the grace by which the agent is 
empowered to perform a given act where in 
fact he does perform it. According to Molina 
there is no difference in essence between 
these different sorts of grace, the difference is 
in the outcome; efficacious grace is, crudely 
stated, sufficient grace where the agent in fact 
freely performs a salutary act. Molina's prob­
lem concerns how a free act of human will can 
exist given the all-encompassing scope of 
divine providence. Such providence seems to 
exclude the possibility of an efficacious grace 
simply because that grace involves the exer­
cise of human free will. Molina's famous 
answer is that God hasscientia media (middle 
knowledge), knowledge which is neither 
knowledge of how things are, nor of how they 
are not, but rather a knowledge of how they 
would be if other conditions were fulfilled. 
Thus God knows from all eternity whether a 
person would or would not freely perform a 
given act if he were empowered by grace to 
perform it. 

Molina's chief opponent, however, the 
Dominican Domingo Baiiez, objected that 
Molina has turned metaphysics upside-down, 
that he has started by assuming the existence 
of human freedom and has constructed a 
metaphysic of grace upon that assumption, 
whereas he ought to have started from the 
fact that efficacious grace is not merely suffi­
cient grace plus the co-operation of the 
human will, but instead has a distinct essence. 
According to Baiiez, efficacious grace is by 
itself, and without the co-operation of the 
human will, effective in securing the act 
foreseen by God when he gave the person the 
grace to perform it. Such grace, then, does 
not merely empower the agent, it impels 
him. Efficacious grace is thus in part a push (a 
'premotion') which gets the agent going in the 
direction dictated by God's plan for the 
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universe. It is no wonder that Molina argued 
that Baiiez's position was in effect a denial of 
the existence of human free will, as well as an 
affirmation that the evil in all evil human acts 
must be imputed to God. There are clearly a 
number of fundamental metaphysical issues 
involved here. One which has recently 
received close attention concerns the fact that 
Molina's concept of scientia media can be 
expounded in terms of a possible worlds 
semantics. That is to say, if God has scientia 
media then not only does he know every 
event that occurs in this world, but he also 
knows every event that occurs in every 
unactualized, though possible, world. 

It is worth noting that Molinists were 
inclined to accuse Baiiezians of Calvinism. 
This serves as a reminder that metaphysics, 
and even what might fairly be called schol­
astic metaphysics, was not solely the preserve 
of Catholic thinkers; Protestants, in particular 
Calvinists and Lutherans, also needed meta­
physics, as much to defend themselves against 
each other as to defend themselves against the 
Jesuits. But to an overwhelming degree the 
major works of 16th-century scholastic meta­
physics were written by Catholics, and certain­
ly there is no Protestant work of that period to 
compare with such masterpieces as the Meta­
physicarum Disputationwn by Francisco 
Suarez with its immensely detailed analysis of 
the nature of being, the transcendental attri­
butes of being, the principle of individuation, 
and other central metaphysical concepts. 
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Historical research into scholastic meta­
physics in the 17th century is still in its 
embryonic stage. No reasonably complete 
bibliography of scholastic metaphysical texts 
exists for the period, and there is no ge~eral 
history of its development, except one-sided 
accounts of the metaphysical views of north­
ern European Protestant Scholastics, the best 
account of which is contained in Max 
Wundt's book, Die deutsche Schulmeta­
physik des 17. Jahrhunderts (Tilbingen: 
Mohr, 1939). Still, although thegoldenageof 
modern scholastic metaphysics ended in the 
year 1617 with the death of Francis Suarez, 
what we do know concerning scholastic 
metaphysics of the 17th century indicates that 
there are philosophers in this tradition 
worthy of study in their own right. Further, 
these men were the teachers of Rene Des­
cartes, Spinoza, Leibniz, and the great 
figures of the Enlightenment. These Schol• 
astics are the bridge between the achieve­
ments of Iberian metaphysical speculation in 
the 16th century and modern metaphysicians. 
But there is yet another reason why this 
tradition should be of interest to the modem 
philosopher. No philosophical tradition of 
the modern age, other than that of the late 
19th and 20th centuries which trains its 
members in the techniques of modem sym­
bolic logic, contains better logicians than that 
of the Scholastics of the 16th and 17th 
centuries. As long as logic is the tool by which 
ontology is best investigated, one can expect 
interesting and fruitful discussion of its prob­
lems within this tradition. 

The meaning of the term 'Scholasticism' is 
often unclear. As one studies scholastic phil<r 
sophers, one is often surprised at the wide 
range of philosophical views they espouse. 
This problem is especially difficult when one 
considers how eclectic the early modem 
period was. Most philosophers were not 
hesitant to borrow views from the medieval 
scholastic tradition, or any other tradition for 
that matter, when doing so suited their 
purposes. We will therefore begin our invest­
igation conservatively with the Catholic 
scholastic philosophers, and then proceed to 
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consider two groups which may be dc.:mcd 
1cholastic in a broader sense: the Protestant 
and Cartesian Scholastics. 

I will focus on a controversy which raged 
among 17th-century Scholastics: the contro­
versy over the possibility of entities (possibil­
ilas rerum). in order to present some exam­
ples of their metaphysical views. This contro­
versy grows out of Francis Suarez's discussion 
of the distinction between existence and 
essence in Disputationes Meraphysicae 31. In 
lhisdisputation. the old question again arises 
concerning the ontological status of the 
essence of. for example. Socrates before the 
individual Socrates comes into existence. 
Socrates's essence consists of his humanity 
and rationality. exactly all those things that 
make Socrates possible. Those acquainted 
with the secondary literature about Thomas 
Aquinas will note that the essences of crea­
lures are called ·possibles· because the pres­
ence of such essences entails that the crea­
lure is a possible creature. Anything lacking 
such an essence would be impossible. Thus. a 
round square ( philosophers of the time would 
call this impossible entity a 'chimera') would 
have no essence. 

Car/Jolie Scholastics were committed to 
reconciling Aristotelian metaphysical doc­
Innes (usually as interpreted by the medieval 
scholastic tradition) with the revealed dogma 
of the Catholic Church. Perhaps the most 
striking aspect of Catholic Scholasticism of 
the 17th century is its variety. While the 
traditional schools of Thomism and Scotism 
were revitalized in the 16th century. the 17th 
century witnessed revivals of less well-known 
schools of medieval Scholasticism. Scholars 
began commenting on medieval Scholastics 
such as Henry of Ghent (c. 1217-93). John 
Baconthorp (died 1348). and Giles of Rome 
(c. 1243/7-1316) as a result of the renewal. 
and indeed the founding. of many Catholic 
orders during the Catholic Reformation. We 
may divide these Catholic Scholastics into 
lour groups: the Thomists. the Scotists. the 
Suarezians. and a catch-all category for those 
who follow less well-known strains of medi­
eval Scholasticism. Nominalism. except in so 
far as it is absorbed into the other schools 
such as the Suarezian. disappears. partially 
due to the Council of Trent's discomfort with 
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that movement's views concerning divine 
grace. 

The Thomisls. These were generally found 
in the Dominican. Spanish 'barefoot' Car­
melite. and Benedictine Orders during this 
period. The most conservative of these are 
the Dominicans and their close allies. the 
barefoot Carmelites. Their philosophical 
conservatism is so entrenched as to motivate 
them to defend old-fashioned medieval cos­
mology in the face of the successes of the new 
physics. Three important metaphysicians of 
this school were John of St. Thomas (1589-
1644) and Anton Gaudin (1639-95). both 
Dominicans. and the Carmelite Philippus a 
Sanctissima Trinitate (1603-71 ). 

With regard to the possibility of entities. 
Philippus claimed that because faith holds 
that all (finite) beings were created in time. 
the essences of entities are not eternal. at 
least independently of God. Yes. he admit­
ted. Socrates's humanity and animality are 
eternally capable of coming into existence as 
Socrates. but before Socrates exists. his 
humanity and animality are mere potencies. 
not in themselves. but only as they can be 
created by God. Thus. their possibility 
derives from God's power to create them. 
John of St. Thomas indicated that he was in 
general accord with Philippus since John said 
that God not only creates what is actual but 
also what has the potency to be actual. 

Less conservative Thomists were the 
Benedictines. Among these were Saenz 
d' Aguirre ( 1630-99) at Salamanca. Coelesti­
nus Sfondrati (1644-96) of St. Galli. and 
Ludwig Babenstuber (1660-1726) of Salzburg. 

The Scotisls. The Scotists of this period 
were very active. Their activity is due to the 
Franciscans' acceptance of Duns Scotus as 
their theological leader early in this century. 
As a result of this. Luke Wadding ( 158&--
1657) began his famous edition of Scotus's 
Opera Omnia. Principal representatives of 
this school were John Punch (or Poncius) 
(c. 1599-1661 ). who helped Wadding edit 
Scotus's work. and Punch's rival Banholo­
maeus Mastrius (1602-73). who wished to 
reconcile Scotus's philosophy with that of 
Thomas Aquinas. 

John Punch's view concerning the possibil­
ity of entities was the object of attacks from 
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fellow Scotists ( especially Mastrius) as well as 
from Thomists. Punch held that every cre­
ated entity had some eternal being as the 
object of God"s intellect. If created essences 
did not have such an eternal being in virtue of 
which they are said to be possible, then all 
creatures would be impossible. This eternal 
being which creatures have. Punch insisted, is 
neither a real being nor a mere being of 
reason (ens rationis). Beings of reason are 
beings which are conceivable, such as a round 
square, but which cannot exist. Clearly, 
Socrates' essence cannot be a being of 
reason. Otherwise, it would be impossible for 
Socrates to exist. On the other hand, Soc­
rates's essence cannot be the real, actual in­
dividual Socrates because then there would 
be no difference between the non-existent, 
possible Socrates and the actual Socrates. 
Thus, the eternal being of Socrates is a 
'diminished' being (esse diminutum) which is 
an intermediate type of being between real 
beings and beings of reason. 

Mastrius, however, thought that this doc­
trine of diminished being was based on a 
misreading of Scotus. Mastrius held instead 
that the possibility of an entity was based 
upon a logical potency which the formal 
character of the possible entity has in itself 
quite independently of anything else, even 
God. A man, in so far as he is a man, and 
whether this is a real man or a man conceiv­
able in the mind, is not opposed to existence. 
This lack of opposition (non repugnantia) to 
existence constitutes the logical potency of a 
man. Lack of opposition is not a mere negation 
or privation, however; it is something positive. 
This positive something is to be understood, 
Mastrius claimed, by means of a positive 
connection of terms expressed as a conditional. 
Thus, man is a logical possibility because if 
there existed a connection of animal with 
rational ( the usual scholastic definition of 
'man'), then no contradiction would follow. 

The Suarezians. The Jesuits comprise the 
majority of Suarezians. that is, those who 
accepted many of the views of Francis 
Suarez. Chief among these are Petrus Hurta­
dus de Mendoza (1592-1651). who taught at 
Salamanca. Roderigo de Arriaga (1592-
1667), who worked at Valladolid and Prague, 
and Francis Oviedo (1602-51). 

Hurtadus held that the possibility of an 
entity is determined by God's omnipotence 
and his ability to create it. Arriaga thought, 
on the contrary, that we do not call an entity 
possible because God can bring it about. 
Instead, God can bring about the entity 
because it is in itself not opposed to existing. 
Arriaga agrees with Mastrius in expressing 
the possibility of an entity by the conditional: 
if such an entity existed, no contradiction 
would follow. Oviedo follows Arriaga's 
approach. 

Others. Finally, there were several revivals 
of less influential medieval philosophical 
schools. The Serviles in Italy followed Henry 
of Ghent. One finds among these interesting 
meta physicians like Henricus Antonius Bur­
gus (fl. 1627) and Angelus Ventura (11.1701). 
The calced Carmelites followed John Bacon• 
thorp. Their most important representative 
was the Spaniard Elisaeus Garcia (fl. 1701). 
Followers of the Augustinian Giles of Rome 
were also active during this century. 

Garcia follows Baconthorp in holding that 
the possibilities of creatures are not simply 
derived from the omnipotence of God, nor 
are they a pure nothing, since 'nothing' 
expresses the negation of the total entity, 
including, it seems, its possibility. Possibil­
ities have an objective being, which Garcia 
also calls diminished being, eternally as the 
objects of God's thought. 

One aspect of 17th-century metaphysics 
requiring more research is the state of 
metaphysical studies among Catholic Schol­
astics outside Europe. Contrary to this 
trend, one finds the Bibliography of the 
Philosophy in the Iberian Colonies of Amer­
ica (The Hague: Martinus Nijhoff, 1972) by 
Walter Redmond. Redmond himself tells us 
that "the colonial period of Latin America is 
perhaps the least studied area in the history of 
western philosophy", and that the 17th cen• 
tury is the 'forgotten century' of Latin Amer­
ican philosophy. 

The Protestant Scholastics were as heavily 
influenced by the work of Iberian Catholics 
like Suarez and Peter of Fonseca as the 
Catholics themselves. Their main meta­
physical task was not to reconcile Aristotle 
with Catholic dogma, but to reconcile him 
with the truths revealed through their Protest-
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anl faith. It is not surprising that they were 
kss dependent on medieval Scholasticism, 
but in turn one must admit !hat there is less 
detailed and careful discussion of particular 
doctrines than one finds among the best 
Catholic writers. Here there were two gen­
eral movements: the Reformed (Calvinists 
and Zwinglians) and the Lutheran. The 
Reformed philosophers absorbed Suarez's 
work earlier than the Lutherans. and, at least 
before the Thirty Years' War. enjoyed a 
lively period. Worth mention among these 
are Rudolphus Goclenius (Gockel) (1547-
1628) and Clemens Timpler (1567-1624). Of 
the Lutherans. Cornelius Martini (156S-1621) 
and Jacob Martini (1570-1649) were verv 
influential and substantial thinkers. From this 
branch grew a school of philosophers. who. 
independently of Descartes. became very 
mlerested in epistemology and had a great 
influence on philosophers of the early Ger­
man Enlightenment. Among these Georg 
Gulke (1589-1634) and Abraham Ca!ovius 
(Ca!ov) should be listed. 

Goclenius held that possibilities exist etern­
ally as ideas in God's mind. Tim pier thought 
Iha! God"s omnipotence was restricted to the 
non-contradictory since even God could not 
separate the humanity from Socrates. 

The phrase Cartesian Scholasticism is not 
an oxymoron. Few scholars today would 
deny that many of Descartes's views were 
drawn from scholastic philosophy. Further­
more. several scholars of the 17th century 
were won over to Descartes's philosophy 
even though they also thought Scholasticism 
with its basis in Aristotle could be at least 
partially reconciled with Cartesianism. Pre­
eminent among these scholars were Johannes 
Clauberg (1622-65). the eclectic Jesuit Jean­
Baptiste Duhamel ( 1624-1706). the English 
Franciscan Anthony Legrand (died 1669). 
and Christian Thomasius ( 1655-1728). Tho­
masius and Clauberg provided models for 
the synthesis of Scholasticism and Carte­
sianism which ultimatelv guides the work of 
Leibniz. - -

Legrand borrowed Descartes's description 
of God as a king who has absolute dominion 
over not only what is but also what is possible. 
Essences are eternal and immutable onlv 
because God freely decreed that they are. it 
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is possihle. then, that God could have set up 
things differently and that. for example. 
triangles have four sides. Still. Legrand 
thought. a king can change his laws because 
his will can change. God's will is unchange­
able and thus possibilities cannot be changed. 
Duhamel reveals his independence from Car­
tesianism by holding that the possibilities of 
entities stem primarily from the lack of op­
position (11011 repugmmtia) among the ideas 
of these entities. Their possibility cannot 
be derived from God's omnipotence since 
then the notion of omnipotence would be 
circular. Omnipotence is the ability. Duhamel 
said. to do or make anything which is poss­
ible. 

Scholastic philosophy of the 17th century 
holds much of interest to the historian of 
philosophy. Besides the sophisticated treat­
ments of the concept of possibility I have 
outlined. there are interesting discussions 
concerning universals. identity. freedom of 
the will. and God's foreknowledge. among 
many others. There is a further important 
reason for studying the Scholastics more 
closely. Until we have a better understanding 
of scholastic philosophy in the 17th century. 
any claim concerning the originality of the 
·main· philosophical figures of the 17th and 
18th centuries, such as Descartes. Spinoza. 
Leibniz. and Christian Wolff. must be viewed 
with suspicion. 
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Scholasticism, Post-Medieval 
III: Protestant Scholasticism of the 
18th Century 

During the 17th century the German univer­
sities had experienced a revival of Aristo­
telianism. This phenomenon, which is known 
as Deutscharistotelismus, originated with the 
Lutheran theologians at a time when a philo­
sophical differentiation inside the Protestant 
confession was taking place. Lutheran philo­
sophers committed themselves to Aristo­
telianism all but dominated the universities 
in central Germany. The reformed philo­
sophers (Calvinists, Zwinglians), on the other 
hand, impressed by Cartesianism and natural 
science, had moved to Holland. Though by 
the end of the century Deutscharistotelismus 
was on the decline, it nevertheless influenced 
the subsequent development of philosophy in 
Germany. This occurred not only in a negat­
ive way, via the critical rejection of Scholas­
ticism which occurred at the beginning of the 
Enlightenment. Metaphysical and scholastic 
themes and questions survived also positively 
into the 18th century, thanks first of all to 
Leibniz and then later to Christian Wolff, 
who gave to the middle and late Enlighten­
ment its characteristic metaphysical tone. 

The German Enlightenment differs from 
contemporary movements in France and 
England also through its academic character. 
In the 18th century German philosophy is, 
with only a few exceptions- most importantly 
the movement of Popularphilosophen around 
the end of the century - associated with the 
universities. The systematic exposition that is 
an important characteristic of the philosophy 
of the German Enlightenment ( and still 
appears in Kant's lectures) can be traced to 
the demands of philosophical teaching. 
According to the well-known definition given 
by Max Wundt (1879-1963): 'Protestant 
Scholasticism' in the 18th century means 
Deutsche Schulphilosophie. 

Three main phases can be distinguished in 
the academic German philosophy of the 18th 
century. They are, in chronological order: 

1. The early Enlightenment 
2. Wolffianism and its first opponents 
3. The decline of Wolffianism. 

The Early Enlightenment. The beginning 
of the Enlightenment in Germany is charac­
terized by a detennined opposition to Dell/Sch· 
aristotelismus. The main figure in this 
movement is Christian Thomasius (1655-
1728), who first taught in Leipzig and later in 
Halle and who held lectures in German. 
Having studied law, Thomasius displayed an 
eclectic, anti-authoritarian philosophical atti­
tude which reflected the influence of Car­
tesian scientific circles and especially of 
Johann Christopher Sturm (1635-1703). 
When Wolff moved in 1706 to Halle, 
Thomasius's fame was on the decline. 

Wolffianism and its First Opponents. The 
second phase is constituted by the dominance 
and diffusion of Wolffianism from approx­
imately 1720 to 1750. Wolff's philosophy 
represents an integration of CatholicScbolas­
ticism (mainly Thomas Aquinas and Fran· 
cisco Suarez) and Deutscharistote/ismus on 
the one hand with Cartesianism and Leibniz­
ianism on the other. Wolff attempted to put 
the metaphysical ideas of the scholastic 
tradition into a strictly systematic lono. 
Wolff's concept of system was to play an 
important part in German philosophy at least 
until the beginning of the 19th century. In 
addition he contributed substantially to a new 
appreciation of ontology as a basic philo­
sophical discipline or Grundwissenschaft. In 
this respect his philosophy transmitted 
typical concepts of the scholastic meta­
physical tradition to Kant and to idealism. 

Wolff also elaborated a new concept of 
metaphysics: the latter is neither the union 
of ontology and natural theology (the view of 
Deutscharistotelismus), nor the union of 
natural theology and psychology (the view 
of the Cartesians). Rather, it represents a 
systematic framework constituted by the 
common principles of all these disciplines, 
including cosmology. 

Ontology itself is, like the metaphysica 
genera/is of the Dewscharistotelians, the 
doctrine of ens qua ens. At the same time it is 
also a science that includes all the principles 
of human knowledge, centred around the two 
highest principles of human reason, namely 
the principles of identity and of sufficient 
reason. Ontology begins with the explanation 
of these principles, which yield the founda-



811 

lion for the system as a whole. This tran­
sition from ontology to logic has led some 
authors to associate Wolffs ontology with 
transcendental philosophy. Kant himself 
identifies transcendental philosophy as the 
··System al/er 1111serer rei11e11 Erken11111isse a 
priori', where ontology is for him a "Lehre 
\'OIi de11 Di11ge11 iiberha11pt". 

Wolffs philosophy was embraced en­
thusiastically around the middle of the cen­
tury. Before this triumph, however, Wolff 
had to neutralize the attacks of his first 
opponents. Thomasius·s pupil Andreas 
Rudiger (1673---1731) taught at the University 
of Halle. He propounded a philosophy of 
moderate sensualism and empiricism and 
criticized Wolffs mechanism and determin­
ism. Philosophy. which deals with reality, has 
to be distinguished from mathematics, which 
deals with possibility. Philosophy should 
adopt the synthetic method. mathematics the 
analytic method. 

Pietism, in order to combat the dominant 
Wolffianism, soon joins forces with the rep­
resentatives of Thomasius's school. The 
ardent Pietist Joachim Lange (1670-1744) 
attacked Wolffs metaphysical principles as 
being deterministic and Spinozistic. The 
more independent Johann Franz Budde 
(1667-1729). who may be considered the 
lather of the modern history of philosophy 
because of his great influence on the historian 
Jakob Brucker (169~1770). fought Wolf­
fianism from a complex eclectic point of view 
involving Cartesianism as well as elements of 
mysticism and cabbalism. 

Although very different. all these philo­
sophical conceptions have one common as­
pect: the rejection of Aristotelianism in its 
traditional scholastic form. as well as in the 
new form given to it by Wolff. 

Decline of Wolffianism. This third phase is 
represented by opponents of Wolffianism of 
the second Pietistic generation. The main 
figure in this movement is undoubtedly the 
Leipzig philosopher and theologian Christian 
August Crusius. Crusius did not take 
part directly in the Pietists' fundamental 
opposition to metaphysics and systematic 
philosophy. Consequently he did not try 
to fight Wolffianism simply by disputing 
controversial points, but rather by 
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presenting a philosophical system of his 
own. 

Crusius used empiristic and sensualistic 
elements from Thomasius's school; with 
Riidiger he emphasized the relation of philo­
sophy to reality and accordingly the onto­
logical priority of reality over possibility. 
Crusius also called into question the applic­
ability of the mathematical method to philo­
sophy as well as the general validity of the 
principle of sufficient reason. The latter in­
volves a mechanistic determinism that over­
rules human freedom and morality. These 
reflections, embracing also the problem of 
the bounds of the human intellect and the 
priority of will over intellect, had a consider­
able influence on Kant's precritical thought. 
Crusius's philosophy was very successful in 
university circles as an alternative to Wolf­
fianism and represented the last important 
academic philosophy before the Kantian era. 
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SONIA CARBONCINI 

Scholz, Heinrich 
Heinrich Scholz (1884--1956) is one of the 
outstanding German scholars of the 20th 
century. After studies in theology ( under 
Adolf von Harnack, 1851-1930) and philo­
sophy (under Alois Riehl, 1844-1924), he 
served as professor at Breslau (1917-19), 
Kiel (1919--28), and Munster (192&-56). His 
chair at Miinsterwas originally in philosophy, 
but was changed into the first German pro­
fessorship in 'mathematische Logik und 
Grundlagenforschung' in 1943. 
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Scholz enriched three different fields with 
his research: theology. philosophy, and 
symbolic logic. Theology is indebted to 
Scholz for important contributions to the 
interpretation of Friedrich Schleiermacher 
(1768-1834) and to the discussion of scientific 
method in theology. His Religio11sphilosophie 
(1921) set in its revised edition (1922) a new 
standard of discussion within the field of 
philosophy of religion both in content and in 
methodology. It was the first German 'ana­
lytical' philosophy of religion. Scholz identi­
fies two crucial questions for philosophy of 
religion: whether the proposition 'God exists' 
is true and whether religious experience is 
possible. 

Philosophy is indebted to Scholz for his 
work on the history of the axiomatic-deduct­
ive method and for his historical-systematic 
reconstruction of the concept of metaphysics. 
Scholz's research in symbolic logic is summed 
up in his massive posthumous work Grund­
ziige der 111athematisc/1e11 Logik (1961), 
which is based on a Platonic ontology. Here 
Scholz insists on the precise distinction be­
tween merely syntactically arranged calculi, 
for which Scholz introduces the term 
"Zeichenspiele" (game of signs), and "calculi 
of logic" as semantically interpreted calculi in 
which logical truth is defined as "validity in all 
possible worlds". The semantic interpreta­
tion is given with reference to the work of 
Alfred Tarski. 

The thinking of Scholz is centred around 
the crucial philosophical question of meta­
physics: is metaphysics possible in the 
modem age? Here Scholz saw symbolic logic 
as playing an important role and gave this 
field increasing attention from 1921 on. He 
did not agree with Rudolf Carnap and the 
Vienna Circle that symbolic logic would 
destroy metaphysics. Rather, he saw it as the 
culmination of the tradition of Western meta­
physics and he attempted to demonstrate this 
systematically in his Geschichte der Logik 
(1931). 

He analyses the traditional concept of 
metaphysics set out by Aristotle and Leibniz 
and shows how this concept was modified by 
Rene Descartes and especially by Kant. As a 
result of these analyses Scholz defines meta­
physics as "Gr1111dlage11forsch1111g", a term 
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perhaps best translated as ·research into the 
fundamental structures of reality'. Scholz 
held, in agreement with Leibniz, that this 
research must be formalized. Precisely this 
concept of Aristotelian-Leibnizian meta­
physics came to realization, according to 
Scholz, in the work of Bernard Bolzano, 
Gottlob Frege, and Bertrand Russell. Scholz 
understands his own work within this tradi­
tion and shows how symbolic logic and meta­
physics can be combined into "formalisiene 
Grrmd/agenforschung" in his book Meta­
physik a/s strenge Wissenschaft (1941). 

He illustrates what he means by presenting 
especially a formalized theory of identity. As 
a complement to this formalization of meta­
physics, Scholz urges also an ontological 
interpretation of logic. According to Scholz, 
the axioms of logic are properly understood 
only if they are interpreted as expressing 
fundamental laws of being. The ultimate 
question whether we know the truth of these 
axioms Scholz answers with reference to the 
Augustinian-Leibnizian notion of 'illu­
mination' (see e.g. Leibniz, Philosophisc/ie 
Schriften, ed. Gerhardt, vol. 7, p. 111). In 
this categorically different but nevertheless 
indispensable new type of metaphysics one 
can no longer speak in the mode of Wissen 
(knowledge) but only in the mode of Gla11ben 
(faith): a personal 'statement of faith' is the 
only adequate form of speech. 
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EBERHARD STOCK 

Schopenhauer, Arthur 

The main work of Arthur Schopenhauer 
(1788-1860) was The World as Will and 
Representation. first published in 1818 in one 
volume. later published with an additional 
volume of supplementary chapters. Import­
ant supplements to this are: 011 the Fo11rfold 
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Root of the Principle of Sufficielll Reason 
(1813). On the Basis of Morality (1841), and 
011 tire Freedom of the Will (1841). 

Schopenhauer adopts Kant's tran-
scendental idealism on a similar. but sim­
plified, basis. The ordinary natural world has 
a merely phenomenal existence, that is, it 
only exists for the actual and possible per­
ception of observing minds such as ours. 
This. as with Kant, alone explains the fact of 
our a priori knowledge of the space and time 
in which all natural things exist, and of the 
law of causality under which all events must 
fall. In developing this theme Schopenhauer 
argues that the different forms of the a priori 
are specifications of one basic principle, that 
of mfjiciem reason, according to which there 
must be a reason for everything. There are 
four such specifications: 

I. Tire principle of the sufficient reason of 
k11owi11g, which says that every proposi­
tion which is to be accepted as true 
must have some type of justification or 
proof. 

2. Tire principle of the sufficient reason of 
becoming, or law of causality, which 
says that every event must be deter­
mined according to some causal law by 
previous events. This is the guiding 
principle of natural science. 

3. The principle of sufficient reason of 
being says that the character of every 
part of space is determined by its rela­
tion to other parts of space, and of every 
moment of time by its relation to other 
moments of time. The full articulation 
of this principle consists in Euclidean 
geometry. which characterizes spatial 
relationship; and arithmetic, which 
characterizes temporal relationship (in 
virtue of the temporal nature of 
counting). 

4. The principle of the sufficient reason of 
action or law of motivation which says 
that every human action must have had 
its motive and which underlies all un­
derstanding of human behaviour at the 
phenomenal level. 

Of these 2., 3., and 4. draw attention to 
pervasive facts about the world our a priori 
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knowledge of which can be explained only as 
the self-knowledge we have of the way in 
which we ourselves construct it. It follows 
that the world only exists for minds such as 
ours. Thus 3. is really the knowledge we 
have of our own sensibility and 2. the 
knowledge we have of our understanding ( = 
the propensity to make causal inferences). 
Principle I., however, does not concern the 
character of the phenomenal world but arti­
culates the manner in which we are bound to 
organize our thoughts about it when we 
reflect on it in conceptual thought. This is the 
activity of reason which separates man from 
animals. It is less fundamental than under­
standing which we have in common with 
them, and which gives us our basic awareness 
of the physical world. For this is the object of 
a causal hypothesis concerning the causation 
of our sensations, developed under the guid­
ance of the a priori representations of space 
and time supplied by sensibility. The sum of 
all four principles is that there can be no 
object without a subject and that to know the 
general nature of objects and to know the 
general nature of the subject are in the end 
the same. 

But though the natural world is no more 
than an object for a subject, without inde­
pendent existence, it must be the appearance 
to him of something which exists, so to speak. 
on its own bottom. This is the inevitable thing 
in itself, the true nature of which Kant has 
said knowledge, as opposed perhaps to faith, 
can never grasp. Schopenhauer's distinctive 
metaphysical position turns on his hypothesis 
that something of its nature is, after all, 
available to metaphysical knowledge. The 
clue to it lies in the one case in which each of 
us does have direct knowledge of a thing in 
itself, namely his own will, which he can 
recognize as being that of which his bodily 
behaviour and form is the phenomenal ap­
pearance (and of which the consciousness 
which constructs the objective world is but an 
accident). Reflection shows that the inner 
core of all other things must similarly be will, 
indeed the same one cosmic will, since there 
can be but one thing-in-itself. For 11umber 
applies only to objects in space and time, and 
these are merely phenomenal (the oneness of 
the thing in itself is not a number but the 
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negation of plurality). Any doubts on this 
score can be laid to rest by reflection on 
nature as it presents itself empirically. For all 
its phenomena suggest endless restless 
striving. 

So the reality behind nature is a single will. 
a kind of mostly unconscious futile yearning. 
of which all natural phenomena. including 
ourselves. are in their true being but aspects. 
However. it evidently 'objectifies· itself at 
different levels. as for instance in the in­
organic. in plants. in animals. and in humans. 
(There seems to be an ambiguity to Schopen­
hauer's notion of will objectifying itself: it 
should refer simply to its appearance to a 
consciousness. but it sometimes seems to 
imply a more real way in which the will 
realizes itself within phenomena.) These dif­
ferent levels must somehow express different 
grades of willing within the one will. and the 
common grades to which all phenomena of a 
single type belong are the same as Plato's 
forms. properly understood. 

It is evident a priori that the one cosmic will 
which manifests itself to itself as the phenom­
enal world must be wretched. For will is of 
its nature unsatisfiable. The empirical nature 
of the world fully bears this out a posteriori. 
But some kind of salvation is possible for man 
and through him for the universe as a whole. 
A temporary haven from misery is provided 
by aesthetic experience, when the will sus­
pends its frenetic activity to contemplate the 
Platonic form (i.e. particular grade of will) 
manifesting itself in something perceived. 
More complete is the self-denial of the saint. 
These fragmentary self-denials of the will in 
different persons (each in itself a distinct 
form. or grade of the one will. governed by a 
distinctive law of motivation freely chosen at 
the noumenal level) may be the harbinger of 
some final self-denial of the will at large. 
·after" which it will no longer manifest itself to 
itself as a phenomenal world. Then there will 
be nothing. or at least nothing of which we 
can conceive. neither nature nor will (since 
what was will will have ceased its willing). 
However. so Schopenhauer darkly hints. 
what is nothing so far as we are concerned 
may in its own terms be a something. a 
something mystics may experience and which 
may finally rectify the mistake it made in 
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becoming will. (Of course. the use of tenses 
here can only depict some deeper non· 
temporal contrast between the will asserted 
and the will denied.) Schopenhauer. we may 
note finally. relished aspects of Hindu and 
Buddhist thought as corresponding to an 
outlook he had developed through personal 
experience and through his reflections on 
Plato and Kant. 
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Schroder, Ernst. See: Boolean Al­
gebra 

Schutz, Alfred 
The work of Alfred Schutz (1899-1959) was 
the main inspiration for the development of 
phenomenological sociology. In the penod 
since his premature death, his influence has 
continued to increase. His work has influ­
enced recent discussion in ethnomethodo­
logy (see Harold Garfinkel, Et/1110111et/rodo­
/ogy. 1967: Erving Goffman. Frame Analysis. 
An Essay on the Organization of Experience. 
I 986). Phenomenology in America took root 
in the work of Marvin Farber (1901-80) and 
Dorion Cairns ( 190 I-73). Together with 
other refugee phenomenologists from Eur­
ope such as Felix Kaufmann (1895-1949). 
Fritz Kaufmann. Aron Gurwitsch (1901-73). 
and Helmut Kuhn, Schutz was important in 
further developing the phenomenological im­
pulse in the United States. Sch~tz. more than 
anyone else. extended Edmund Husserl's 
phenomenological thought to the social 
world. But his thought is important in itself. 
as an original attempt in the study of social 
phenomena. and as an approach to del'e­
loping the philosophical foundations of Max 
Weber"s ( 1864-1920) sociology. 
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Schiltz was born in Vienna, and studied 
law. economics. philosophy and social 
sciences there with Ludwig von Mises ( 1881-
1973), Othmar Spann (1878-1950), Hans 
Kelsen (1881-1973), Friedrich von Wieser 
(1851-1926), and others. He was introduced 
10 Husserl in 1932, and maintained close 
contact until Husserl died. Schiitz left Austria 
because of the Nazis. He spent a year in Paris 
before emigrating to the United States, 
where he was active in law and banking, and 
where he taught and wrote until the end of his 
life. The American phase of his career pro-
1ided a useful encounter with American prag­
matism, including the thought of G. H. Mead 
(1863-1931) and above all William James. 

Schlitz's wide learning has meant that 
commentators often try to locate him with 
respect to others' views, which he is said to 
bring together or even to synthesize. 
Allhough useful, this type of approach tends 
lo obscure the originality of his thought. For 
instance, the frequent claim that in his first 
book (Der sinnhafte A11fba11 der sozialen 
\Veit, Vienna, 1932, translated as The Phe-
11omenology of the Social World), Schiitz 
allempted to bring together Husserl and 
Weber is probably neither true nor false, 
smce it suggests a simple eclecticism in his 
position. 

Schulz's view has been called a phenom­
enology of the natural attitude and the 
Husserlian term "natural attitude" provides a 
clue to Schiitz's deep. but also critical. relation 
lo Husserl. It has been said that more than 
anyone else he carried the authentic impulse 
ofHusserl's thought to the realm of daily life, 
including its essential structure. With the 
possible exception of Ludwig Wittgenstein, 
Schiltz is arguably the first thinker to under­
s1and the paramount reality of common­
sense life, which is a synonym for Husserl's 
"life-world". In his last. unfinished treatise, 
The Crisis of the European Sciences and 
Tra11scende111a/ Phenomenology, Husserl 
employs this concept to focus on the phe­
nomenon of the world. In Husserl's last 
work, "life-world" refers to the world in 
which we are immersed in the natural attitude. 
which is never an object as such. which is the 
pre-given basis of all experience. and which is 
1he presupposition of all science. 
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Schiltz attempts a systematic description of 
the eidetic structure of the life-world. His 
intention is arguably to undercut the tradi­
tional barrier between philosophy and social 
science by reviewing the phenomena dealt 
with in the social sciences in a deeper man­
ner. In his writings, phenomenology inte­
grates analyses of concrete phenomena in a 
wide variety of fields. such as sociology, 
social psychology, economics, history, polit­
ical theory, jurisprudence, etc. Schiltz pro­
vides detailed discussion of the common­
sense and scientific interpretations of human 
action as well as detailed treatment of con­
cept and theory formation in the social 
sciences. Following Husserl. he insists on the 
rootedness of scientific conceptions in the 
everyday world. 

In his writings, Schiltz analyses various 
themes. In his first book, the only book 
published during his lifetime, his study of the 
philosophical foundations of Weber's soci­
ology used Bergsonian and particularly 
Husserlian categories to explore the tem­
poral constitution of social action and to 
analyse our understanding of other people. 
But he differs from Husserl in his transition 
from the ego in the world. In his analysis of 
the multiple realities, or of the worlds in 
which we are embedded, he leans particularly 
on James, with emphasis on the world of 
working as the paramount sub-universe of 
reality. But Schiltz departs from James in 
holding that the multiple realities are prov­
inces of meaning and not of sub-universes, 
since it is the meaning ofourexperiences, and 
not the ontological structure of objects, 
which constitutes reality. This change has 
important consequences for the theory of 
knowledge. It has been said that in this way 
he effects a transition from perception to 
action as the basic epistemological concept. 

In his theory of meaning, Schiltz relies on 
Husserl, but shifts the analysis from the 
logical sphere to the social plane. Here he 
introduces a series of useful distinctions be­
tween social ambiance ( Um welt), the social 
environment (Mitwelt), and the social world 
(Vorwelt) of our ancestors (Vorfahren) and 
successors (Naclrfahwr). The limits of indi­
vidual action are set by a nature and society 
which the individual did not make, but to 
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which it belongs and which constitutes its 
biographical framework. Schiitz believes that 
the individual grasps the actuality of ordinary 
life through the typification of daily, taken 
for granted, being with others. For this 
reason, it has been suggested that anonymity 
is a transcendental clue to the understanding 
of his view of the social world. Schiitz holds 
that the social world is the home of anonym­
ity and anonymization, which refers to the 
typified structures of the objective aspect of 
the social world, that is, the series of inter­
locking meanings which enable the individual 
to function in the world of working and to 
find his way in other spheres of meaning. 
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Scotism 
Scotism, the philosophical and theological 
heritage of the Franciscan John Duns Scotus 
(c. 1265-1308), represented one of the three 
major trends of scholastic philosophical 
theology, the first being that of Thomism, 
and the last that of nominalism, inspired by 
another Franciscan, William Ockham. The 
mendicant orders founded by St. Dominic 
and St. Francis of Assisi initially supplied the 
majority of shining lights at the University of 
Paris and its rival at Oxford. While the 
Dominicans by the end of the 13th century 
had officially adopted Thomas Aquinas as 
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their 'Common Doctor', the Franciscans, 
with so many prominent theologians, includ• 
ing Alexander of Hales (c. 1185-1245), St. 
Bonaventure (1221-74), and Scotus himself, 
were not so quick to choose a single doctor 
for their order. Scotus, however, despite his 
relatively short life and the unfinished state of 
most of his writings, had introduced so many 
seminal ideas into the scholasticism of his day 
as to permanently change its character. If bis 
philosophical insights and theological posi­
tions were not always fully accepted, they 
were often either partially modified or be­
came the target for special constructive criti­
cism by subsequent theologians, both outside 
and especially inside the Franciscan Order. 
For Scotus's gift for synthesis had enabled 
him to bring the Augustinian insights ad­
mired by earlier Franciscan thinkers into the 
mainstream of scholasticism and his follow­
ing quickly grew into a distinct school of 
thought. 

But it was only several centuries later, in 
1633, that the Franciscan Order confirmed 
and adopted Scotism officially. The result 
was a vigorous impulse to Scotistic studies, 
stimulated by Luke Wadding's Opera omnia 
edition of 1639. This gave rise to the golden 
age of Scotism between the 16th and 18th 
centuries, when Scotistic chairs were estab­
lished in the principal universities of Europe. 
So popular had the school become that the 
Cistercian moral theologian John Caramuel 
at Louvain, writing in the mid-17th century, 
was able to declare that "the school of Scotus 
is more numerous than all the others com­
bined". But this widespread acceptanceofhis 
philosophy also made it the special butt of 
criticism, either for those who rejected its 
orthodoxy, like the reformers, or for those 
who deplored its subtleties, like the human­
ists, who coined the term 'dunce' for those 
Scotists insensitive to the merits of the new 
learning. 

With the decline of scholasticism in general 
in the 18th century, augmented by the sup­
pression of religious orders in many Euro­
pean countries, interest in Scotus waned. 
Nevertheless, Scotism was taken seriously 
and was an influential factor in the thinking of 
men like Galileo, Rene Descartes, and Leib­
niz, and indeed of C. S. Peirce, who declared 
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lhat "Duns Scotus and William Ockham are 
decidedly the greatest speculative minds of 
the Middle Ages as well as two of the 
profoundest meta physicians that ever lived". 

Characteristic of Scotism, as contrasted 
with other forms of scholasticism, are the 
following. Metaphysics is the science of being 
q11a being, where being is a simple substant­
ive notion univocally predicable of God and 
creatures, substance and accident. One of the 
primary goals of metaphysics is to use the 
transcendental properties of being to prove 
the existence of one being infinite in perfec­
tion as the necessary condition for the pos­
sibility of any finite being. Scotus himself 
showed in a most ingenious and elaborate 
way how such a proof could be constructed so 
as to meet the technical requirements of an 
Aristotelian demonstration. Scotist theolo­
gians continued to present this proof as the 
philosophical interpretation of what God 
meant when he revealed his name to Moses as 
·1 am'. Like Scotus, they stressed particularly 
that, since contingency cannot be derived 
from necessity and is an empirical datum, 
God must have created the cosmos by a free 
and generous act of his will. Hence those 
philosophers, like the Averroists, who 
viewed creation as a necessary emanation 
from the Creator. were clearly in error. 

In contrast to nominalism. Scotists main­
tained that to each correct formally distinct 
notion of any real thing there corresponds 
some isomorphic reality. called technically a 
'formality' or ratio realis. If such a notion is 
substantive (i.e .• descriptive of that thing's 
real essence). the corresponding formality is 
known as its 'common nature·, since the 
nature in this individual is isomorphic with 
the natures of other individuals of the same 
species. In addition to its nature each thing 
has some additional unique positive entity 
that individuates it. called for want of any 
descriptive term its 'haecceity' (thisness). A 
formal distinction exists between a real 
thing's common nature and its haecceity. 
Because formalities are not separable from 
one another in the thing itself, but are only 
separated conceptually in the rational mind, 
Scotus declared the formal distinction could 
also be called ·rational'. provided each ratio it 
distinguishes is understood to be a character-
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istic of the real thing rather than just a 
concept created by the mind. The distinction 
could also be called 'virtual' inasmuch as each 
extramental ratio has the virtue of producing 
a distinct concept of itself in the intellect. This 
is in essence the meaning of 'Scotistic real­
ism·. 

Besides its recognized power of abstracting 
such general descriptions of things, the intel­
lect also has some direct intuitive knowledge 
of existents, such as a person's cognitive 
states, affections, and volitions. But it has no 
direct intuitive knowledge of any substance, 
whether material or spiritual. 

The wiUguided by right reason is the most 
God-like of human powers. We have a moral 
obligation to use it properly. that is to say: to 
love God as our supreme good and ultimate 
end, and secondarily to love self and other 
persons in an orderly and balanced way. 
Since this secondary obligation is both mul­
tiple and complex, conflicts of interest can 
arise, and in certain cases God can reason­
ably dispense one from a lesser obligation of 
the natural law to prevent one violating a 
higher one. However, God can never dis­
pense man from his primary obligation to 
love and reverence God. The theory of 
'haecceity' invests each individual, and espe­
cially each person, with a unique value in the 
eyes of God. Hence, Scotists regarded all 
creation with reverence, and it is not surpris­
ing that they held a populist interpretation of 
political authority in contrast both to the 
monarchism of Dante and the absolutism 
sired largely in Scotus's own day by Philip the 
Fair of France. 

Scotists were also the principal university 
defenders of these following controversial 
tenets. Prime matter as the basic essential 
constituent of bodies is not sheer potency. 
but has some actuality of its own apart from 
what it receives from its substantial forms. 
Living bodies, in addition to the form of the 
soul, the principle of life, have a forma 
corporeitatis that gives them structure or 
organization. Other distinctive Scotistic doc­
trines are: theology is essentially a practical 
rather than a speculative science; charity 
rather than wisdom is the supreme virtue; the 
motive of Christ's incarnation was not prim­
arily redemptive. and Mary his immaculate 
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mother never contracted original sin. (These 
last two were especially marks of difference 
between the Scotists and Thomists.) 

Later Thomists and even nominalists often 
unwittingly adopted with subtle changes ele­
ments of Scotism. What V. J. Bourke said in 
his historico-critical survey, The Will in West­
ern Thought (1964), holds for other key ideas 
of Scotus as well: 

The view of Thomas Aquinas that will is a rational 
appetite with some necessary activities and some 
free ones. drops out of sight and is replaced (during 
the fourteenth century down to the present day, in 
most writings by Catholic philosophers and theolo­
gians) by a theory of 'free will' which is basically 
Scotistic ... In most practical details this theory 
does not differ essentially from the view commonly 
held by the Schoolmen. The only thing that needs 
to be added is that practically all of the Schoolmen 
are under the impression that they are teaching 
Aquinas' theory of will. 

Since the Wadding edition included several 
inauthentic works, controversies arose as to 
what Scotus really held. Thus he was credited 
with Avicebron 's (Ibn Gabirol) conception of 
matter and Vital du Four's theory of an 
intellectual intuition of individual material 
objects. To correct such misconceptions, the 
Scotistic Commission under Carl Balic: began 
in 1950 the critical Vatican edition of Scotus's 
Opera om11ia that is still in progress. 
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Second Intentions 
The term 'intention' is most likely a medieval 
rendering of Avicenna's technical term 
'ma'na' {cf. Gyekye 1971), a term which he 
developed to designate 'conceptual' forms, as 
opposed to the more familiar 'Forms in 
themselves' of Plato and the 'forms in indi­
viduals' of Aristotle (cf. Kneale and Kneale 
1962). 'lnte111io', 'attell/io', and 'conceptus' 
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are virtual synonyms in the logical literature 
of medieval and late scholasticism (see Hick­
man 1980). 

G. Harderwych, in the 15th century, in his 
Co111111e111aria i11 lsagoges Porphyrii (1494) 
noted three senses of the term 'intention': 

1. an act of intending, 
2. the thing which is intended (or attended 

to), and 
3. that by means of which something is 

intended. 

Put in contemporary terms, sense I. would 
be the concern of psychology, sense 2. the 
concern of epistemology, and sense 3., as 
what is capable serving as a term of a proposi­
tion, the province of logic. Harderwych's 
distinction bears a close resemblance to what 
Karl Popper has termed his worlds two, one 
and three, respectively. 

Another late scholastic, Francisco Suarez 
(Disputationes Metaphysicae), collapsed 
Harderwych's senses 2. and 3., which he 
then termed 'objective' concepts or inten­
tions, and opposed them to sense I., which 
he called 'formal' concepts or intentions. This 
distinction between 'objective' and 'fonnal' 
intentions was also maintained by Gottlob 
Frege in his Foundations of Arithmetic (see 
Angelelli 1967). 

For both Suarez and Frege, only objective 
intentions or concepts are the proper concern 
of logical theory, whereas formal intentions 
are identified with real mental activities. 

To characterize this latter distinction more 
precisely, formal intentions may be said to be 
real psychological occurrences in the intel­
lect; they have temporal duration, and are 
characterizable as acts, images, similitudes, 
or ideas. Objective meanings or intentions 
are neither spatially nor (necessarily) tem­
porally located. but are intended or under­
stood by such mental acts. They are the 
'places' where those mental acts 'terminate' 
or come to rest. A recognizable version of 
this distinction was articulated by William 
James in his Principles of Psychology (1950, 
p. 243), where he wrote of the ''resting 
places" of thought, which he called its "sub­
stantive parts", and of its "places of flight". 
which he called its "transitive parts". 
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In addition to being 'formal' or 'objective', 
inlentions were also said to be either 'first' or 
'second'. For some scholastic followers of 
Thomas Aquinas (see R. Schmidt 1966), 
among them J. Sanchez Sedegno (see Quaes­
liones . .. 1616), John of St. Thomas (1589-
1644), and Domingo de Soto, first intentions 
were generally said to be 'entia rea/ia', or to 
have real being. This position was an attempt 
to be true to Aristotle's 'mirror' theory of 
perception, in which the form or similitude of 
an object was captured in or reflected by the 
mind. First intentions, such as the referent of 
·man' in 'Socrates is a man', were said to be 
entia realia because they are as they are by 
1irtue of the conceived entity alone, without 
respect to any modification on the part of the 
intellect. This Thomist position was thus a 
variety of epistemological realism. 

For some followers of John Duns Scotus, 
however, such as C. Sarna nus ( died 1595) 
(see A. Gothutius, ed., Gymnasium Specula­
tivum, 1607), first intentions were said to be 
entia ratiollis, or beings of reason. They 
argued that even in conceptualization of the 
most basic type there must be present some 
constitutive activity of the intellect, setting 
things in an order which makes them avail­
able to it. For the Scotists, then, first inten­
tions are as they are only 'thanks to the 
intellect', and 'concepts' are so called be­
cause they are the 'children' of the intellect. 

Still other scholastics, such as William 
Ockham in his Summa Logicae in the 14th 
century and John Major (Swnmule Maioris 
Nrmquam . .. ) at the beginning of the 16th, 
largely ignored objective intentions, thought 
Ihe distinction between entia realia and entia 
rationis superfluous. and argued that first 
inlentions are mental terms which stand 
naturally for the things they signify, provided 
that those significata are not themselves 
signs. First intentions in this sense are mental 
signs, as distinguished from written signs and 
spoken signs, which are said to stand only 
conventionally for their significata. Since 
mental signs may either be interpreted as 
mental acts or similitudes, on the one side, or 
as terms of a mental grammar, on the other, 
Ockham's position remained somewhat 
ambiguous from the viewpoint of the objec­
tivists. 

SECOND INTENTIONS 

Whereas the objectivists held different 
views regarding the nature of first intentions, 
they held quite similar views regarding 
second intentions. For both Thomists and 
Scotists, second intentions were entia 
rationis, beings of reason, as opposed to real 
beings. Beings of reason were said to be 
divided into three types: privations, such as 
blindness; negations, such as chimerae and 
squared circles; and relations of reason. 
Logical second intentions were defined as 
relations of reason whose foundations are 
first intentions. Thus the second intention 
'species', for example, was identified by most 
Scotists and Thomists alike as the name of a 
relation of reason which arises when the 
intellect relates a class to an individual which 
is an element of it. The relation between 
'man' and 'Socrates' in 'Socrates is a man' 
may thus have as its foundation a real phys­
ical or metaphysical relation (in causando or 
in essendo), but qua logical, itis a relation of 
reason. Most objectivists were also careful 
to acknowledge the difference between a 
relation of reason and its converse. The 
second intention 'individual', the relation of 
reason between 'Socrates' and 'man' in the 
preceding example, was taken as the con­
verse of 'species', another second intention 
which is the relation of reason between 'man' 
and 'Socrates'. 

The objectivists also characterized second 
intentions as properties of higher levels. J. 
Sanchez Sedegno, for example, defined 
second intentions in the following way: • A 
second intention is a property (proprietas) 
belonging to things from the being which they 
have in the intellect'. A remark by John of St. 
Thomas in this connection tells us why there 
were for the objectivists no 'third' intentions, 
as there are for us today properties of the 
'third' level. "The reason", he wrote, "why 
some intentions are called second ... is that 
they are connected with a second state of the 
object." For John the function of logic is to 
arrange things in so far as they exist in 
knowledge, and properties of levels 2 
through n are thus all 'second', because of 
their 'being in apprehension'. 

In his Summa Logicae, William Ockham 
generally treated second intentions as natural 
concepts of first intentions, that is, as mental 
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signs of signs which are not themselves signs 
of other signs. Even though Ockham most 
often identified these mental signs with men­
tal acts or similitudes. his position admitted 
sufficient ambiguity to allow John Major and 
his students at the University of Paris. 150 
years later. to interpret him as having em­
phasized the grammatical characteristics of 
second intentions. Their view. like that of 
Ockham. was that a second intention ••is a 
term which signifies a thing which is a sign by 
virtue of that principle according to which it 
(the sign) is significant". But whereas Ock­
ham ·s primary examples of second intentions 
had included ·genus' and ·species'. Major's 
examples of second intentions are almost 
entirely grammatical ones such as ·name· and 
·adverb'. By the time of Thomas Hobbes. 
nominalists were treating second intentions 
as 'names of names and speeches'. 

The nominalist doctrine of first and second 
intentions was. then. a part of a philosophy of 
logic which was at first psychologistic, but 
later placed its emphasis on predication in the 
grammatical sense and looked to Aristotle's 
Topics for inspiration. First and second inten­
tions were for the objectivists a part of a 
logical theory which emphasized an aspect of 
predication closer to that of Aristotle in the 
Categories. and to what we today know as 
predication theory in the Fregean sense and 
as naive set theory. 
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Segelberg, Ivar 
Ivar Segelberg was born in Sweden in 1914. 
He studied philosophy at Uppsala University 
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and was appointed in 195 I to the chair of 
theoretical philosophy at Gothenburg Uni­
versity. There he was the centre of a product­
ive group composed of students and former 
students. including the logician Per Lind­
strom. Under Segelberg's leadership. the 
Gothenburg department focused on analytic 
ontology and phenomenology. This was 
unique in Sweden, where logic. philosophyof 
science, and social ethics were the primary 
interests in other philosophy departmenlS. 
Segelberg died in Gothenburg in 1987. 

Segel berg was one of the first philosophers 
to combine basic themes from the phenomeno­
logical tradition of Edmund Husserl and the 
British analytic tradition. Much of his writing 
consists of critical analyses of works of C. D. 
Broad (1887-1971) and Husserl that are 
developed into alternative solutions to the 
problems they addressed. To a lesser extent. 
G. E. Moore, the Swedish philosopher 
Adolph Phalen (1884--1931). J. M. E. 
McTaggart. and G. F. Stout played asimilar 
role in Segelberg's work. His first book, 
Zeno·s Paradoxes. was subtitled 'A pheno­
menological study'. by which Segelberg 
meant an ontological study in the sense of 
Alexi us Meinong's theory of objects. In thal 
book and in his later books. Segelberg 
focused on the analysis of various kinds of 
complex entities and on the relations they 
had to each other and to their elemenlS. 
Thus. he discussed various relations between 
wholes and parts. including those between a 
set and its elements. an object and its qual­
ities. a spatial or temporal extent and ilS 
parts. a mental act and its constituents. 

One distinction he took to be fundamenlal 
was that between a collection and a complex 
unity. A collection is not a set. since (1) a 
collection contains at least two disparale 
elements. (2) an object contains a colleclion 
if and only if it contains the elemenls of a 
collection. and (3) the statement that an 
ohject contains a collection is logically equi• 
valent to a statement asserting that the object 
contains all the elements of the colleclion. A 
complex unity is a complex object where lhe 
last condition does not apply: thus a complex 
unity depends upon the elements of 1he 
complex being connected. Segelberg also 
insists on distinguishing a complex unity from 



the fact that the elements of it are related in a 
certain way. Thus. in the case of a rectangle r 
composed of two squares" and b. he distin­
guishes r which is a complex unity. the set 
whose elements are a and b. the collection of 
a and b. and the fact that a and bare spatially 
adjacent. Such distinctions. and the various 
senses of·parr. 'whole". ·element'. and 'con­
tain" that they entail. as well as further 
distinctions concerning the area. the exten­
sion. and the boundary of r. supply a basis for 
his attempt to resolve Zeno ·s various para­
doxes. His discussions of these paradoxes 
involve analyses applying these concepts to 
questions about temporal instants and 
duration. 

In two later books. The Concept of 
Property of 1947 and Studies of Conscio11s-
11ess and the Concept of Self of 1953. he 
modified and applied the conceptual appar­
atus introduced in Zeno ·s Paradoxes to the 
problems posed by predication. the realism­
nominalism issue. perception. intentionality 
and mental acts. and the nature of material 
objects and the self. Taking quality instances 
(moments) and primitive universal relations 
as basic entities. he attempts to show how 
mental acts. material objects. selves. facts. 
temporal continuants. etc. can either be 
construed as existent complexes or rejected 
as fictions. His analyses and his use of qual­
ity instances bear a noteworthy resemblance 
to Nelson Goodman·s use of qualia in 
the latter·s The Structure of Appearance of 
1951. 

Though he borrowed themes and termino­
logy from both Edmund Husserl and the 
British analytic tradition. Segelberg·s ana­
lyses are often original and bold. Yet. his 
analysis of predication is incomplete. given 
his acceptance of universal relations along 
with his nominalistic assay of monadic qual­
ities as quality instances. Nevertheless. his 
attempt to work out a nominalistic assay of 
monadic predication is one of the most 
detailed and carefully argued in recent philo­
sophical literature. and in his three short 
books Segelberg presented a comprehensive 
metaphysics directed at a number of funda­
mental and perennial problems in onto­
logy. 

SELI.ARS. WILFRID 
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Sellars, Wilfrid 

The American philosopher Wilfrid Sellars 
(1912-89). son of Roy Wood Sellars. taught 
at Minnesota, Yale. and Pittsburgh; he ranks 
with the most important representatives of 
analytical philosophy. Scllars·s philosophy is 
expounded in a large number of interrelated 
papers on widely diverse systematic and 
historical topics. Twice he devised a synoptic 
presentation of his philosophical scheme 
(Sellars 1968. 1979). The main thrust of his 
philosophical investigations is, uniquely in 
contemporary philosophy, to elaborate a 
consistently 1romi,ialist-11aturalist svsrem. 
Sellars's approach. which is historic~lly in­
debted to Kant. Charles S. Peirce. and the 
early and late Ludwig Wittgenstein. synthes­
izes ·coherential/idealisf and ·correspond­
entiaVrealisf elements. On the one hand. 
Sellars developed a functionalist theory of 
meaning and truth and assigns normativity a 
constitutive role in scientific theory construc­
tion; this part of his thinking initiated the 
influential movement of ·social pragmatism'. 
On the other hand. Sellars maintained a 
naturalist account of linguistic representation 
which is interconnected with a quasi-be­
haviourist philosophy of mind and embedded 
in a scientific-realist metaphysics. However. 
the different strands of Sellars·s thinking not 
only synthesize but also side-step established 
dichotomies and thus elude a precise classi­
fication in terms of familiar oppositions. 

Unlike other contemporary nominalists. 
Sellars does not engage in devising formal 
systems with restricted quantification. In his 
view W. V. 0. Ouine·squantificationalcriter­
ion for ontological commitments capitalizes 
on one particular reading of quantificational 
contexts in natural language. Sellars rejects 
this reading and opts for a specific variety of 
the substitutional account of quantification. 
(1963. Chapter 8: 1979. Chapter 1). Sellars's 
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nominalism consists in the much more com­
prehensive claim that one does not need to 
commit oneself to abstract entities in devel­
oping 

1. a semantics of 'abstract expressions' 
like 'redness', 'symmetry', 'that Bob is 
tall'; 

2. an interpretation of mentalist dis-
course; 

3. a theory of predication; 
4. an ontological scheme of basic entities. 

Ad 1. Interlinguistic meaning ascrip-
tions such as 

(i) 'rot' (in German) means red, 

characterize foreign expressions in terms of 
their functions, indicated by indigenous ex­
pressions. Drawing support from this obser­
vation, Sellars develops a non-relational, 
functionalist model of semantics which 
equates the meaning (sense or reference) of 
an expression with its function or role within 
a 'language game', i.e., the web of social 
practices of the relevant linguistic community. 
A speaker can state a linguistic function 
either explicitly, as a set of rules governing 
the use ofan expression, or illustratively, by 
mentioning an expression in a way that high­
lights its function. According to Sellars's 
analysis, all semantic relations express func­
tional classifications along these lines; like 
sentence (i) above, sentence 

(ii) 'rot' stands for redness 

classifies tokens of 'rot' as tokens of the type 
of linguistic function that is illustrated by 
'red' and should therefore read 

(iii) 'rot's are ·red·s 

(with the dot-quotes indicating functional 
quotation). Thus, abstract terms ('F-ness', 
'that p') reveal themselves to be nothing 
other than explicit functional quotation con­
texts, operating with functional quotation 
marks like • ... ness' or 'that .. .'. On this 
interpretation abstract terms appear as meta­
linguistic illustrative expressions for kinds of 
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linguistic functions; as kind terms they can be 
taken to refer distributively to their membe~. 
namely, to all expressions of different lan­
guages that have (in the language to which 
they belong) the same function as the quoted 
L-expression has in L (Sellars 1963, Chapter 
11; 1967, Chapter 3; 1979, Chapter 4). 

Ad 2. In order to show that mentalist 
discourse lacks ontological import, Selim 
pursues a 'Methodological Behaviourism' 
according to which mental episodes are 
causal antecedents of, yet modelled on, 
overt spontaneous linguistic episodes. This 
amounts to an anti-foundationalist attack on 
the 'myth of the given': to be aware of 
something is ab initio language determined. 
Since mental episodes, like the linguistic 
episodes on which they are modelled, can be 
characterized exclusively in terms of their 
function, the phenomenon of intentionality 
can no longer appear to support a dualist 
philosophy of mind (Sellars 1963, Chapter 5; 
1979, Chapter 4; 1981). 

Ad 3. Sellars advances a nominalist 
theory of predication in the true sense of a 
flatus voci approach, claiming that predicate 
terms have no semantic function whatsoever. 
He champions a modified Tractarian picture 
theory of linguistic representation by com­
paring observation languages with mechan­
ically produced maps. Like the marks on a 
map, the observation sentences of a language 
form a system of names standing in certain 
configurations. This system represents a 
causal projection of the environment of a 
particular linguistjc community which selects 
the relevant set of projection rules. Names, 
not qua linguistic items but qua material 
tokens, are causal representatives of 'charac­
terized objects', while predicate expressions 
provide only a dispensable material context 
for the articulation of names (Sellars 1963, 
Chapter 2; 1979, Chapters 4, 5). 

Ad 4. In his most recent investigations 
into ontology, Sellars develops more fully his 
account of the causal antecedents of true 
(i.e., adequately projected) empirical sen­
tences and introduces an ontological frame 
with 'pure', i.e., genuinely subjectless, pro­
cesses as basic constituents (represented by 
sentences with impersonal subjects like 'it is 
thundering'). Sellars argues that categories 
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pertaining to the philosophical interpretation 
of science (the •Scientific Image") and of 
common sense (the 'Manifest Image") can be 
integrated into a comprehensive categorial 
scheme only on the basis of an ontology of 
pure processes; only a process-ontological 
scheme. Sellars claims. allows for 'electron­
ings' and 'reddings' to be equally basic con­
stituents and can thereby. in a non-reductive 
way. accommodate persons along with scient­
ific entities. Since pure processes insepar­
ably combine the 'this"-aspect and the 'such'• 
aspect of a characterized item. Sellars's pro­
cess metaphysics seems to rearticulate his 
nominalist intuitions about the ontology of 
changing individuals as formulated in his 
earliest writings. Thus, reviewing his work 
from his latest writings. the true motive for 
Sellars's consistent pursuit of a nominalist­
naturalist scheme throughout his work ap­
pears to be not ontological parsimony but a 
'unified vision of man-in-the-world' (Sellars 
1963. Chapters I. 9; 1981). 
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Selz, Otto 

Otto Selz was born in Munich in 1881. There 
he completed his law studies with high hon­
ours in 1908. He had also read philosophy 
and psychology ( in Munich under Theodor 
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Lipps and in Berlin under Carl Stumpf). and. 
in 1909. he obtained his Ph.D. in philosophy 
with his thesis, Tire Psyclrologica/ Theory of 
Cognition and tire Tramcemlence Problem. 
In 1912. Selz became Privatdozem at the 
University of Bonn on the strength of a 
habilitation thesis on Tire Laws of Ordered 
Thinking. In 1923. he was appointed to the 
chair of philosophy. psychology. and ped­
agogy at the Handelshochschule. Mannheim. 
As a Jew, Selz was dismissed in 1933 and 
shortly thereafter was deprived of his oppor­
tunities to publish in Germany. In 1938. he 
was detained in the concentration camp of 
Dachau. He was released in 1939 and lived in 
Amsterdam until 1943. when he was de­
ported to Auschwitz. He died there on 27 
August 1943. 

Selz is regarded as the last member of the 
Wiirzburg School of thought psychology in 
reflection of the fact that he had studied 
with Oswald Kiilpe (1862-1915) and Karl 
Biihler. Like other members of the school. 
Selz started out from a critique of association 
psychology and went on to develop an ex­
perimental approach to the scientific study of 
thinking. 

Selz's own methods were modifications of 
the introspective methods of the Wiirzburg 
School. Subjects were given certain · A11f­
gaben' (tasks), as for example to find super­
ordinate or co-ordinate concepts. causes for 
given effects. definitions of a stimulus word. 
and so on. Subjects then had to describe their 
experiences during designated stages of the 
thinking process. The task was varied from 
experiment to experiment. 

The analyses of those experiments were 
published in Selz"s Laws of Ordered Thinking 
and in his On tire Psyclwlog_v of Productive 
Thinking and of Error. published in 1922. 

The laws of thinking put forward by Selz 
utilize the following concepts: 

I. Instead of the associative connection of 
the contents of thoughts known to earl­
ier generations of psychologists. Selz 
asserted the existence of an empirically 
observable connection between such 
contents via a cognitive operation which 
he called Komplexergiinzung ( complex 
completion). 
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2. Instead of focusing on co111e111s of 
thoughts, however, Selz moved over to 
the investigations of the operations of 
thinking. 

3. The dynamic force behind thought pro­
cesses is, he held, to be understood in 
terms of a schematic anticipation of the 
total task that has been set. 

4. The task initiates mental operations, 
and the latter are themselves strongly 
determined from stage to stage, so that 
the initial fixed stimulus determines the 
final specific answer. 

5. A person is a 'Verei11ig1111g' (integra­
tion, union) of all specific behavioural 
sets. 

6. The person is a synthetically con­
structed whole of specific behavioural 
sets and the pivot of each single piece of 
behaviour. The operations of a person 
are as a result directed in a holistic 
fashion. 

Thinking, for Selz, is a continuum of what he 
calls reproductive and productive operations. 
On the one hand, there is the reproductive 
actualization of knowledge, something which 
for Selz takes the form of a present conscious­
ness of already existing relational facts. (One 
can detect here the influence of Alexius 
Meinong.) Productive operations come into 
play where such reproduction is not suffi­
cient. Here Selz distinguishes such examples 
as 'Mi11e/ak111a/isieru11g', or the routine 
actualization of already known means to the 
end which is the solution; 'Mi11e/abstrak1io11' 
or the abstraction of means; and 'Mi11e/a11-
we11d1111g' or the productive utilization of 
previously established abstractions. Thinking 
is not just a matterof knowing(' Wisse11 '), but 
rather an operation that uses 'Wissen' but 
consists also in the finding of means for such 
use. Thinking is therefore a way of acting, a 
matter of performance. 

Selz's theories remained relatively un­
known, even to his contemporaries. There 
was some criticism by Biihler, who denied 
Selz's strongly mechanistic account of the 
specific reactions in thinking. Selz here ac­
knowledged some of the force of Biihler's 
objections and went on to proclaim that 
psychology should become a "biology from 

824 

the inside". Kurt Koffka (1886-1941), K. 
Duncker, and Max Wertheimer (1880-1943) 
did not cite him (a fact that Selz himself 
criticizes), although his concept of the com­
pletion of a complex was in some ways 
a forerunner of their laws of Gestalt. 
Humphrey (1951) regards Selz's work as 
"notable research", but gives his approval 
only to Selz's contributions on reproductive 
thinking. The Dutch psychologist Adrian De 
Groot made use of Selz's hypothesis and 
found it proved fertile in the analysis of the 
strategies of skilled chess players. 

Herbert Simon (in Frijda and De Groot 
1981) has pointed out that Selz's work anti­
cipated many of the information-processing 
ideas of the 1950s as well as current 
approaches to cognitive psychology. He 
points out that the computer simulations 
concerning artificial intelligence he had car­
ried out with A. Newell in the 1970s can be 
seen, with hindsight, to have been based on 
the same structures that Selz had described as 
the very steps of thinking processes: directed 
associations related to a task (Aufgabe); 
mechanical sequences of actions produced by 
general couplings or linkages (generelle Ver­
kniipf11ngen); schematic anticipation of the 
solution; means-end analysis (Millelabstrak­
tion); and so on. 
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Semantic Conventionalism 

Semantic conventionalism is a special kind of 
conventionalism with regard to the meaning 
of scientific terms and of sentences in 
theories. It is not so much a linguistic as an 



epistemological doctrine. for its primary con­
cern is not the relation of words to what they 
·mean·. 'designate'. 'refer 10·. and so forth­
the conventional character of these relations 
is presupposed in any case- but the epistemo­
logical question: what can and do we know of 
the entities we pretend to denote by the terms 
of our theories? In so far as this question is 
answered rather sceptically. semantical con-
1·entionalism is more akin to phenomenalism 
and ontological scepticism than to realistic 
theories of semantics like Gottlob Frege·s 
theory of reference or Hilary Putnam's 
theory of natural kinds. 

Semantical conventionalism can be traced 
back to the Greeks. Democritus (c. 460-
c.370 BC). especially. is said to have been the 
first to argue that there is no 11at11ra/ relation 
between names and things named. The 
proper epistemological form of semantical 
conventionalism is. however. the result of a 
transformation of Kant's ·transcendental' 
philosophy towards a structuralistic view of 
scientific theories during the 19th century. 

Though already Kant had declared the 
'thing in itself to be something unknowable. 
he still defended the view that we are in 
'possession of synthetic judgements a priori'. 
not only in mathematics and science but in 
metaphysics too. As is well known. this view 
of knowledge ran into basic difficulties of two 
kinds when confronted with the methods and 
results of advanced mathematics and modern 
science: 

I. Richard Dedekind (1831-1916) and 
Gottlob Frege maintained. in direct 
opposition to Kant. that mathematical 
judgements are analytic in the strong 
sense that arithmetic - including higher 
analysis- could be based on pure think­
ing without any recourse to geometrical 
intuitions. It could be seen. in other 
words. as an extension of logic in the 
broad sense of the term. including set­
theoretical notions and principles. 

2. Kant's theory of space and time as a 
priori forms of intuition was called into 
question when science began to con­
sider different forms of space and time 
as at least logical possibilities. As a 
result. the question as to which 
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geometry would he necessary for the 
very possibility of experience could no 
longer be answered by a priori reason­
ing. but had become once and for all a 
pragmatic problem. 

These difficulties led. however. not (as one 
might have expected) to the immediate rejec­
tion of Kant's philosophy and its substitution 
by logical empiricism, but rather to a gradual 
transformation of Kantianism in general and 
to semantic conventionalism in particular. 
(Semantic conventionalism, incidentally. is 
by no means the only successor of Kant's 
philosophy - nor even the most important 
one - but by any scientific standards it is 
doubtless the most sophisticated one. 
Besides the other forms of conventionalism 
like Jules Henri Poincare's ( 1854--1912) 
geometrical conventionalism. Pierre Duhem·s 
holism. W. V. 0. Quine·s ontological relat­
ivism, and Rudolf Carnap's principle of sim­
plicity. it is mainly Karl Popper's critical 
rationalism and. of course. the neo-Kantian 
schools in Germany. which all pretend to be 
the legitimate successor to Kant's critical 
philosophy. 

The transformation, which is mainly con­
nected with the names of Gustav Kirchhoff 
(1824-87), Hermann von Helmholtz (1821-
94). and Heinrich Hertz (1857-94), is best 
characterized as a change in Kant's under­
lying assumption as to the two sources of all 
our knowledge: intuition and thinking. These 
are according to Kant both 11ecessarv for 
knowledge of objects and at the sam~ time 
mutually exclusive in the sense that one 
cannot be reduced to the other and vice 
versa. The semantic conventionalists. by con­
trast, argued that all our knowledge about the 
external world is based on a single process. 
namely the process of s_vmboliz111io11, which 
cannot be separated into two distinctive parts. 

The first step in this direction was the turn 
away from the explanatory to the descriptive 
view of science. It is entailed in Kirchhoffs 
demand that "it is the task of mechanics to 
describe the motions going on in nature. and 
this completely and in the simplest way, but 
not to find their causes" (Vorrede zur Mec/ia-
11ik, 1877). In other words. Kirchhoff re­
stricts the task of science to the mathematical 
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description of the phenomena and of their 
relational structures. 

The second and more important step was 
made by von Helmholtz. As a physiologist of 
sense perception, von Helmholtz had the 
idea that the sequence of our inner sensations 
-no matter whether conscious or not- can be 
analysed as a kind of natural language in 
which the phenomena of the external world 
would speak to us; this analogy was based on 
two resp. three epistemological assumptions: 

1. Sensations are not pictures but 'sym­
bols' of the objects they represent; that 
is to say the qualities of our inner 
sensations like sound, heat, and colour 
are neither similar nor even identical to 
the qualities of the things represented -
as one would expect from a good picture 
- but are mere functions of the different 
sense organs stimulated by the external 
object. 

2. Sensations are related to the objects of 
the external world by the law of causa­
tion, which means roughly that under 
the same circumstances the same sensa­
tions will always occur. The law of 
causation is a transcendental law in 
Kant's sense, that is to say, it is not the 
result of some experience but instead a 
necessary presupposition for the very 
possibility of experience. What is 
merely empirical is stated in the next 
point. 

3. Although the single sensations are not 
pictures but symbols, still the sequences 
of sensations are picwres in the literal 
sense that their order is at least similar 
to the order of causes, that is to the 
sequence of the external phenomena by 
which they are produced. In present 
terminology one would say that the 
relation between the sequence of inner 
sensations and their external causes is 
that of a structural isomorphism. 

The final step towards semantic convention­
alism was achieved by Hertz. He replaced 
the 'transcendental' law of causation by cer­
tain mies of represemation stipulating the co­
ordination between the results of singular 
measurements and the conceptual symbols or 
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pictures constructed by the mind. It is crucial 
for a correct understanding of semantical 
conventionalism, however, that the construc­
tion of pictures is not uniquely determined 
by experience. Different, though empirically 
equivalent pictures are possible, so that the 
question of which of these pictures is the most 
appropriate one will depend not only on the 
requirement of correspondence with the phe­
nomena but also on such criteria as 'simplicity 
and distinctness'. 

Of two empirically equivalent pictures, 
that picture is more distinct which pictures 
more of the essential relations beyond the 
phenomena; likewise, one picture is simpler 
than another if it contains a smaller number 
of empty terms ( terms which refer, so to 
speak, to fictitious entities not part of the 
reality underlying the phenomena). Such 
criteria are - by their very nature - not 
verifiable in principle. Thus, the choice of a 
picture, assuming a certain ontology behind 
the phenomena, becomes a matter of conven­
tion. 

The pictures we are here speaking of are our ideas 
of things. With the things themselves they are in 
agreement in one important respect, namely, in 
satisfying the above-mentioned requirement [of 
correspondence]. Yet it is not necessary for fulfil­
ling their purpose that they should be in agreement 
with the things in any other respect whatever. Asa 
matter of fact, we do not know, nor have we any 
means of knowing. whether our ideas olthe things 
are in correspondence with them in any other than 
this one fundamental relation (Hertz, The Prin­
ciples of Mechanics). 

Hertz, dissatisfied with the notion of force, 
1956 (1st ed. 1894), preferred a 'simpler' 
picture of mechanics, in which the problem­
atic notion of force played no role. Like 
Kirchhoff and Ernst Mach, he supposed the 
notion of force to be an empty term, denoting 
no real entity. 

Conventionalism with regard to ontology is 
by no means restricted to Hertz; for different 
reasons Duhem and Quine held similar 
views. Historically. Hertz exercised a great 
influence on Ludwig Wittgenstein's Trac­
tams. Today Bas van Fraassen defends an 
image of science. called 'constructive empir­
icism'. which is systematically related to that 
of Hertz. 
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ULRICH MAJER 

Semantics 
Semantics is, roughly speaking, a study of 
relations between languages and what they 
refer to. Another popular description is that 
semantics is an analysis of relations between 
linguistic expressions and their meanings. 
However, some influential writers (e.g. W. 
V. 0. Quine) divide semantic studies into the 
theory of reference and the theory of mean­
ing. Alfred Tarski, the founder of modern 
logical semantics, understood by it the theory 
of reference but in his concrete studies 
looked at semantic relations as holding be­
tween expressions equipped with meaning 
and their references. 

Formal semantics considers semantic rela­
tions with the help of mathematical methods 
of modern logic. In order to do this, both 
members of a general semantic scenario, 
namely a language, say L. and its subject 
matter, say M must be described as mathem­
atical objects: Las a formalized language and 
Mas a mathematical structure which is con­
ceived as a semantic model of theories, in­
cluding logical ones, formulated in L. Formal 
semantics covers today a comprehensive class 
of logics and theories based on, for instance, 
classical first-order logic, higher logics, free 
logic, intuitionistic logic, modal logics, many­
valued logic, infinite logics, and so on (for 
general surveys see Barwise and Feferman 
1985 and Gabbay and Guenthner 1983-9). 
Various formal semantic theories lead to 
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different ontological problems; it should be 
noted that ontological problems of formal 
semantics concern L as well as M. 

As a detailed description of formalized 
languages may be found in many books (for 
instance in surveys mentioned above), the 
following sketch is very general. The descrip­
tion of Las a formalized language begins with 
its vocabulary. The scope of a vocabulary 
depends on the logic in question. For in­
stance, the vocabulary of L1 ( the language of 
L1 - the first-order logic without identity and 
functional symbols) consists of: an infinite 
sequence of individual variables, a possibly 
infinite sequence of individual constants, a 
list of logical constants (sentential connec­
tives, quantifiers), and a list of auxiliary 
symbols (dots, brackets). Formulas of Lt are 
recursively defined over the vocabulary of 
Lt; perhaps it is important to note that the 
property 'being a formula of L1' is decidable. 

Thus, Lt is a denumerably infinite totality 
of finitely long formulas. Many logics share 
this propety of Lt but there are also different 
languages. The language of Lesniewskian 
ontology has a finite vocabulary; it is a finite 
but extendable totality of finite formulas. On 
the other hand, infinite logics have infinite 
vocabularies and infinitely long formulas. 
Doubtless, the cardinality of vocabularies 
and sets of sentences as well as possible 
lengths of formulas may be viewed as ontolo­
gical properties of languages. 

The next problem concerns the nature of 
signs occurring in vocabularies of languages 
used in formal semantics. They may be 
regarded either as tokens or as types. Both 
views were represented in the history of 
modem logic. According to Stanislaw 
Lesniewski, linguistic expressions are con­
crete physical objects; the same view was 
advocated by Tarski (in the 1920s) and 
Tadeusz Kotarbinski (1886-1981), both of 
whom were influenced by Lesniewski in this 
respect. Of course, there is an evident con­
nection between this view and regarding 
languages as finite totalities of finite for­
mulas. However, the view that linguistic signs 
are types rather than tokens is much more 
prevailing. Since a description of sign-types is 
difficult, (if possible at all) without an appeal 
to abstract objects, the difference in the two 
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ways of looking at linguistic expressions is 
important from the ontological point of view. 

The two ontological problems of formal 
semantics mentioned are induced by syntax 
of formalized languages: of course. they are 
also ontological problems of semantics be­
cause semantics assumes syntax. The third 
ontological question connected with lan­
guages used in formal semantics concerns 
meanings of linguistic expressions conceived 
as their intensions. Although some practi­
tioners of formal semantics follow Tarski and 
Quine and try to avoid all intensional prob­
lems in favour of extensional ones. the onto­
logy of meanings often comes back. especially 
through the stormy development of inten­
sional logic in recent years. lntensions are 
construed in intensional logic as functions from 
expressions to intensions and such solutions 
involve an appeal to abstract entities. 

The last problem concerns the ontology of 
M. A model M of a formal system is an 
ordered tuple which consists of a domain D of 
possible values of individual variables of a 
given Land sets of denotations of non-logical 
(excluding the auxiliary devices) symbols 
occurring in the vocabulary of L. For in­
stance. ifwe have to do with L1• D consists of 
individuals. fixed elements of D are de­
notations of constants. subsets of D are 
denotations of unary predicates, and subsets 
of IY' (i.e. 11-termed Cartesian products of D 
with itself) are denotations of 11-ary relations. L 
and ,If are connected by a so-called valuation 
function which ascribes entities from M to 
expressions of L. Assuming that a valuation is 
given. we can define fundamental semantic 
concepts: satisfaction. truth. denotation. and 
so on. This is one way to do formal semantics. 
Another way consists of introducing semantic 
concepts by suitable axioms: for comparison 
of various methods of creating formal semant­
ics. see Rogers (1964). 

This outline of formal semantics clearly 
shows that its constructions are set­
theoretical. Syntax of formalized languages 
also uses set-theoretical concepts but devices 
employed in syntax arc rather modest and 
usually do not exceed effective methods. The 
situation in semantics is quite different. Even 
formal semantics for L, requires advanced 
set theory with such strong axioms as the 
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axiom of choice or its equivalents. Thus, one 
may say that the ontology of formal semantics 
for L1 and, a fortiori. its various extensions, 
assumes set-theoretical ontology. If we pass 
to modal logic and its formal Kripke-style 
semantics. the situation is much more com• 
plicated because Kripke-frames induce new 
problems connected with modes of being of 
possible worlds: note also that propositions 
regarded as meanings of sentences are often 
introduced as functions from sentences to 
possible worlds. 

However. many logicians who are less or 
more radical advocates of nominalism look 
for modest ontologies of formal semantics. 
The main difficulty in a 'nominalization' of L, 
and its extensions is as follows: even if the 
object language is nominalized to some ex­
tent. strong set-theoretical devices are 
needed in the metalanguage in which formal 
semantics is realized. Thus. ontological re­
ductions in formal semantics are as difficult as 
in classical mathematics. The situation of 
nominalists is more promising in semantics 
based on Lesniewskian ontology because, at 
least in the elementary Lesniewskian calculus 
of names. denotations of common nouns are 
not sets or relations: however, higher Les­
niewskian ontology creates some difficulties 
for nominalistic reductions. 

Important ontological problems are con­
nected with assumptions about D. The classi­
cal version of L, is based on the presupposi­
tion that D is non-empty. Moreover. the 
individual constants of L 1 cannot be non­
designating singular terms: such terms, if 
they occur. must be eliminated by devices 
like Bertrand Russell's theory of definite 
descriptions. Lesniewskian logic and so­
called free logic do not require the assump­
tions of non-emptiness of D: thus, formal 
semantics for these logics are more neutral 
ontologically than L 1 is. 

Special problems are connected with the 
possible ontological import of semantic re­
sults achieved in metamathematics. espe­
cially with the Lowcnheim-Skolem theorem, 
Godel theorems. and the Tarski theorem on 
undefinability of truth. It seems that those 
theorems, labelled - not by accident - as 
(imitative results. show that ontologies 
of theories usually exceed the expressive 
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power of their languages. If so, this fact is 
of fundamental importance for formal 
ontology. 

Certainly, formal semantics does not solve 
traditional ontological controversies. But it 
contributes to a better understanding of the 
problems which ontological theories con­
front. 
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Sensus Communis 

Sens11s commrmis (xOLVIJ o,i'o{},-Jm£ or 'com­
mon sense') is an Aristotelian notion 
(apparently unconnected with the more mod­
ern notion found e.g. in John Locke and 
Thomas Reid) which is used to account for 
our capacities of perceiving objects of 
perception through more than one sense, of 
distinguishing and relating the proper objects 
of the different senses, and perhaps of being 
reflexively aware of our perception. The 
notion is introduced by Aristotle in De 
Anima 418a17-20: potencies such as the 
senses are distinguished by their objects, so 
since there are objects which are common to 
more than one sense. there must be a 'com­
mon' sense. 

Each of the five external senses has its 
proper object: but there are also objects of 
perception that we can perceive by more than 
one sense: movement, rest. number, shape, 
and size; the 'common' objects of sense. They 
are perceived 'in their own right' rather than 
'coincidentally'. We do indeed perceive the 
shape of a heap of sugar, through our senses 
of touch and sight: it is not like the case of 
'perceiving the sweet coincidentally by sight'. 
as might occur when we see the whiteness of 
the heap of sugar while we know that what is 
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white in that way is also sweet (418a20--4). 
These 'common· objects of perception, then, 
are perceived in their own right, and so must 
be perceived by some sense-power; but they 
are not perceived as the proper objects of any 
of the five senses. So Aristotle postulates a 
common or general sense-power by which we 
perceive them. 

But shape, say, is truly perceived by touch 
and sight: the common objects of perception 
are not, as it were, proper objects of the 
common sense. Common sense is a distinct 
perceptual capacity, though it is exercised 
through the proper senses. If we can under­
stand De Anima 42Sa14-b3 as meaning that 
common objects of perception are perceived 
by the common sense in their own right but 
coincidentally by the proper senses, it may be 
possible to equate the common sense with 
our capacity for exercising the proper senses 
jointly. or following medieval Aristotelians 
in calling it the root and origin of all sensing. 

The notion is developed in De Anima 
426b8-29: it is by the common sense that we 
are able to distinguish the perceptions of one 
sense from those of another. Sight distin­
guishes dark from light, and taste sweet from 
bitter: but it is only by the common sense -
the capacity of exercising the proper senses 
together - that we distinguish dark from 
bitter. It is also by the common sense that we 
are able to judge that something perceived by 
more than one sense is one thing. The 
discussion about reflexive awareness of 
perception in De Anima (ibid.) is ambiguous 
and inconclusive, but seems to suggest that it 
is in virtue of, say, sight that we know that we 
are seeing. Quite different is the doctrine put 
forward in De somno 45Sa13-21, which be­
sides summing up the functions of the com­
mon sense already mentioned argues that 
sight is aware only of colour: it is by the 
common sense that we are aware that the 
sight is affected by colour. This last point 
continues to be disputed among Aristotelians. 
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Set Theory 

The theory of sets constitutes, on the one 
hand, the theory of arbitrary collections, and, 
on the other, the most widely accepted 
mathematical theory of infinity. Its philo­
sophical interest stems from both its math­
ematical and its logical importance. As a 
separate mathematical discipline, it arose 
primarily from the work of Georg Cantor 
(1845-1918) in the last quarter of the 19th 
century. Its connection with logic arose 
through the developments in the foundations 
of mathematics wrought first by Gottlob 
Frege and then by Bertrand Russell. In the 
early 20th century, set theory was success­
fully axiomatized in such a way as to avoid the 
newly discovered set-theoretic antinomies. 
The effect of this has been to emphasize more 
the mathematical aspect of the theory. This 
axiomatization began with the work of Ernst 
Zermelo (1871-1953), and was followed by 
the contributions of Abraham Fraenkel 
(1891-1965), Thoralf Skolem (1887-1963), 
and John von Neumann (1903-57). Together 
with the development of precise logical 
frameworks, this led to formal systems such 
as the Zermelo-Fraenkel system (ZF). 

Sets quickly became basic in late 19th­
century analysis, and fundamental to math­
ematics. The reason for this is that set theory 
allowed the collection of numbers or points 
into a set without there being any obvious 
form, geometric or otherwise, to hold the 
elements together, and then, despite this, 
insisted that such a collection be treated as a 
self-subsistent mathematical object, i.e., as 
an object as legitimate and as justified as 
numbers or well-known, even intuitable, 
functions or forms. In particular, it was 
allowed that the sets so produced might be 
infinite as well as finite, and that the math­
ematical properties they can possess will 
include those of being ordinally and cardin­
ally numerable. The ensuing abstractness of 
sets should be seen in tandem with the so­
called arithmetization of analysis, i.e., with 
the movement towards defining the funda­
mental objects arithmetically, and hence 
making them more abstract as opposed to 
invoking entities which rely on geometrical 
intuition. Seen in this context, sets had both a 
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liberating and a creative effect on math­
ematics, pointing this discipline in an un­
ashamedly abstract direction, and either 
enabling old concepts to be extended in ways 
that suggested the solution of existing prob­
lems, or stimulating the isolation of new 
concepts which could be used in equally 
fruitful ways. (A useful illustration of this 
mixture of creation and extension is provided 
by the concept of the measure of a set, 
essentially a generalization of the notion of 
area, and its effect on the theory of integ­
ration.) 

The impact of set theory on mathematics 
suggests that sets are indispensable. How­
ever, their use in the precise definition of 
basic concepts, such as that of real or natural 
number, suggests that sets might be sufficient 
as well, i.e., that mathematics is reducible to 
set theory in some sense. It does turn out that 
all the basic concepts of mathematics can be 
expressed set-theoretically, and thus that the 
basic disciplines can be translated into the 
theory of sets. However, by itself this should 
not be taken as showing that mathematics is 
nothing but the theory of sets, or that set 
theory is a foundation for mathematics. At 
best it shows that set theory can act as a 
universal language, and that it is possible to 
squeeze everything into this framework in 
much the same way that it is possible to 
express every theory as a formal system if the 
need arises. Moreover, the fact that there is 
one universal language does not mean that 
there cannot be others, and the expressibility 
of all of mathematics in this language might 
be contingent rather than necessary. A rival 
language has appeared in recent years in the 
shape of the theory of categories, but decisive 
arguments in favour of one universal lan­
guage over another seem to be lacking. Each 
framework seems the correct one for certain 
purposes. 

However. the universality of set theory 
does reflect its connection with logic, a 
connection which goes back to the work of 
Frege and Russell. If sets are to be arbitrary, 
and can be infinite, there must be some 
means of specifying them. It is clear that all 
the objects satisfying a property form a 
collection. But does this collection form a 
set? The answer originally given to this by 
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Frege (implicity) and then separately by 
Russell (explicitly) was ·yes'. an answer en­
capsulated in the so-called principle of com­
prehension (CP). As long as CPwas accepted 
in some form, there seemed good prima facie 
reason also to accept the thesis that math­
ematics can be construed as nothing but 
general logic. For one way to view logic is that 
it is concerned with the way that arbitrary 
concepts or properties behave. and CP seems 
to state a quite general law of this kind, for it 
says that the full extension of any concept or 
property can be considered as a set. If this 
principle is taken to be the basic one about 
the theory of sets, it is not hard to reduce 
mathematics to a theory based on this. 

However. the set-theoretic antinomies 
show that the CP, when taken as a principle 
about sets. cannot be right: the extensions of 
some properties cannot be sets on pain of 
contradiction. This is shown clearly by Rus­
sell's paradox. discovered independently by 
Russell (in 1900) and by Zermelo (in 1899 or 
1900). Intuitively, some sets belong to them­
selves and some do not. The collection of all 
chairs in the room is not a chair in the room, 
and thus does not belong to itself. But the 
collection of all sets. if it exists as a set, must 
belong to itself. Thus. ·not belonging to itself 
seems to be a perfectly good property of sets, 
and one would expect of any set that it either 
possesses the property or not. According to 
CP, the extension of this property is itself a 
set, say the set R. But if we now ask whether 
R belongs to itself, whichever of the two 
answers we start with, we can derive from it 
the opposite. Hence. R belongs to itself if and 
only if it does not belong to itself - a 
contradiction. Other more complicated anti­
nomies were discovered before this (those of 
the greatest ordinal and of the greatest car­
dinal are the best known). but all involved 
other assumptions which could be. and were, 
challenged. Russell's paradox, however, has 
the merit of focusing attention on CP. and, as 
Russell recognized. this cannot be the central 
principle on which to base the theory of sets. 

The failure of the principle illustrates one 
thing on which set theory clearly rests - its 
attempt to blur type distinctions. CP says that 
the extension of any property can be treated 
as an object exactly like the objects which fall 
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under the property. so much so that we can 
ask of this extension whether or not it satisfies 
the same properties as do (some of) its 
members, including the property in ques­
tion. What the refutation of the principle 
shows is that the blurring goes too far in that it 
cannot work for all extensions. Having recog­
nized CP as a logical principle, Russell 
wanted an obvious and natural logical sub­
stitute. He conjectured that type distinctions 
are always logically important, and in con­
sequence introduced a theory of types which, 
when looked at in one way, is designed to 
institute for extensions the wholesale type 
distinctions which Frege had insisted on for 
concepts (or Fregean functions). This may 
indeed provide a persuasive logical frame­
work; but it became clearthat this, by itself, is 
not strong enough to reproduce classical 
mathematics -other principles, not obviously 
logical in character, have to be added. On the 
other hand, the axiomatizations of set theory 
spawned by Zermelo do not pretend to be 
presenting pure logic, and they might be seen 
as still attempting to blur as many type 
distinctions as possible consistent with avoid­
ance of the antinomies and with the develop­
ment of mathematics in set-theoretic terms. 
On the one hand, sets are treated as exten­
sional collections, in that two sets are said to 
be the same providing only that they have 
exactly the same members. Thus, in a certain 
sense, the members constitute the set. But, 
on the other hand, sets are taken to be objects 
no different in type from the elements that go 
to make them up. This is important in the 
uniform, reductionist use of the theory men­
tioned above. Thus, if all the mathematical 
objects (numbers, functions, groups, fields, 
spaces, etc.) are sets of some sort, then they 
are all of the same type and can be mixed and 
compared indiscriminately. One way to look 
at mathematical set theory is to say that it 
starts with some version of Russell's theory of 
types, and then permits as much type collapse 
as is consistently possible. 

Despite the failure of CP. the strength of 
mathematical set theory still rests on its 
having available at least one principle for 
converting arbitrary properties into sets. In 
this respect, the Zermelo axiomatizations 
replace C P with the so-called axiom of sep-
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aration. which asserts (in one version) that 
the extension of an arbitrary property is a set 
providing that it is already enclosed within a 
set. Thus. 'separating' out extensions from a 
set (as opposed to the 'whole universe') is 
taken as a legitimate part of set formation, 
mimicking the way that the existence of sets is 
frequently established in mathematics. Of 
course, this has to be accompanied by other 
specific principles of set formation in order to 
yield sufficiently many. or sufficiently extens­
ive. sets from which to separate out others. 
The most important of these are embodied in 
the axiom of power set (which says that the 
collection of all subsets of a given set is a set), 
the axiom of union (which says that the 
members of members of a set form a set), and 
the axiom of infinity ( which says that there is 
at least one infinite set). The first two of these 
axioms are of an iterative form, that is, they 
state: 'Given any set a. there is a set b .. .', 
which means that once a new set has been 
demonstrated to exist, we can apply the 
axiom to that set as well. Thus, using the 
axiom of infinity. we can prove that there is a 
set of natural numbers; using the power set 
axiom, that there is the set of all subsets of 
this; using the power set axiom again, that 
there is the set of all subsets of this, etc. These 
axioms are sufficient for most ordinary math­
ematical purposes, certainly for the construc­
tion of the real number continuum and 
operation with it. 

The ZFsystem is built, not on the axiom of 
separation. but rather around the axiom of 
replacement due to Fraenkel and Skolem, an 
axiom which says that, given any set a, and 
any means of 'replacing' the members of a 
with other elements. then the replacement 
collection formed in this way from a will also 
form a set. Separation is based on the idea 
that a collection which is not more 'compre­
hensive' than a set must also be a set; 
replacement, however, says that a collection 
which is no 'bigger' than a set must also be a 
set. None of the efficacy of the separation 
principle is lost in the ZF system, for it is 
easily shown that replacement entails sep­
aration. But the ZF system is, on the con­
trary. much stronger. 

In many ways, the ZFsystem has come to 
be accepted as the basic standard system of 
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set theory. The main reason for this is that the 
whole theory of infinite ordinals and car­
dinals, roughly as Cantor envisaged it, can 
only be incorporated by using the full strength 
of the axiom of replacement, something first 
shown by von Neumann. This furnishes at 
least one reason why ZF can claim to be the 
core of Cantorian set theory. But the recon­
struction of Cantorianism is due, not just to 
the axiom of replacement, but to the pres­
ence of Zermelo's axiom of choice (AC) as 
well. Both axioms together allow it to be 
shown that every set can be 'counted' by an 
ordinal. This constitutes the basis of Cantor's 
theory of infinite cardinality, and is a strong 
version of the well-ordering theorem (W07), 
which says that every set can be put into well­
ordered form. (WOT was first proved by 
Zermelo, using AC, in 1904. In Zermelo set 
theory, with separation and without replace­
ment, WOT can be proved, but one cannot 
prove the existence of enough ordinals to 
count every set.) AC is one of the most 
controversial principles ever to be used in 
mathematics. The reason lies in its purely 
existential nature. It can be stated in many 
ways, but one standard form asserts the 
existence, for any set, of a function (a 'choice 
function') which 'chooses' an element from 
any non-empty subset of the given set. How­
ever, the nature of this function is not speci­
fied. Thus, we often have noway of defining a 
choice function for a set, and thus no way of 
constructing a well-ordering on it, though we 
are assured that such an ordering exists. AC 
turns out to have hundreds of important 
consequences, not only in set theory, but in 
analysis and algebra as well. Its eventual 
widespread acceptance thus reflects the 
willingness of mathematicians to accept exist­
ential theorems wihout there being neces­
sarily any constructive means of supporting 
these theorems. Among other things, this 
entails that existence has to be treated by 
means other than the exhibiting of objects 
which have the properties in question. In the 
late 1890s, David Hilbert proposed that 
questions of existence be replaced by that of 
the formal consistency of the axioms. Show­
ing that ZF + AC is absolutely consistent 
seems intractable; but is AC at least consist­
ent with the other axioms? The question was 
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answered positively by Kurt Giidel's work of 
1939. AC is also independent of the standard 
ZF axioms, as was finally shown by Paul 
Cohen in 1963. (For a discussion of AC, and 
or some of its equivalents, weaker versions 
and alternatives, see Fraenkel, Bar-Hillel, 
and Levy 1973.) 

But if ZF can claim to embody the essen­
tials of Cantorian set theory, it fails demon­
strably to solve the problem which led Cantor 
to develop the whole theory of infinite num­
ber, the problem of the power of the con­
tinuum. Cantor had developed a series of 
cardinal numbers, known as the aleph series, 
which represent the cardinalities of all well­
ordered sets. By AC and replacement, it 
follows that the continuum must have an 
aleph for its cardinal number. The difficulty 
or answering the question as to which aleph 
this is led to speculation that the question 
cannot be settled on the basis of the standard 
axioms. In his work of 1939, using the very 
important inner model of 'constructible sets', 
Godel (1906-78) showed that Cantor's con­
jecture that the continuum has the second 
aleph as its cardinal number (Cantor's con­
tinuum hypothesis - CH), is at least consist­
ent with the usual axioms of ZF. However, 
in 1963 Cohen showed that its negation is also 
consistent with these axioms, in other words, 
that CH cannot be proved from ZF. Indeed, 
it follows from the technique of forcing 
invented by Cohen that, not only is it consist­
ent to assume that the continuum does not 
have the second aleph as its power, but that 
models can be constructed in which the 
cardinal number of the continuum can be 
virtually any aleph whatsoever. In other 
words, it seems that the continuum problem 
is as far from being settled by the standard 
axioms as it could possibly be. 

Godel suggested (1946 and 1964) that we 
might look for other. natural axioms to add to 
ZFwhich can help to decide the problem of 
the power of the continuum, in particular, 
strong axioms of infinity. The reasoning 
behind this stems from that work of Giidel's 
which led to the incompleteness theorems. 
According to this. consistency statements for 
ZF can be framed as number-theoretic state­
ments, statements which cannot be proved 
from ZF if ZF is indeed consistent. But 
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according to the Completeness Theorem 
(which says that a first-order theory is consist­
ent if and only if it has a model), the 
provability of these consistency statements 
ought to be equivalent to the existence of 
models for the axioms. Using the von Neu­
mann cumulative hierarchy, the existence of 
models for ZF and its extensions can be 
shown to depend on the existence of ordinals 
larger than those which can be proved to exist 
from the standard axioms. Thus, as more and 
more ordinals are 'added', more and more 
number-theoretic statements become prov­
able. Godel conjectured that all statements 
undecidable in the original system might be 
decided in this way, including CH. Many such 
large number principles have been studied, 
and have indeed turned out to provide in­
formation about sets, like the continuum, 
which are relatively low down in the set­
theoretic hierarchy, despite the fact that they 
seem to concern only sets (ordinals) which 
are high up. The axiom of measurable car­
dinals is perhaps the best known of these 
principles. One part of Godel's conjecture is 
therefore vindicated. However, very little 
information about the size of the continuum 
has been gleaned from this, and the problem 
seems as intractable as ever. 

There is surely some connection with the 
existential nature of AC here, for it is this 
which assures us that the continuum is equi­
valent to some aleph, while the independence 
results, and the 'failure· of the strong axioms 
of infinity programme, tell us that we cannot 
know which. This parallels what we know 
about the well-orderability of the continuum. 
AC tells us that there is a well-ordering; and 
yet we know from work of Solomon Fefer­
man that it is consistent to assume that there 
is no definable well-ordering of the con­
tinuum, thus, no well-ordering which we can 
actually write down. (See Fraenkel, Bar­
Hillel. and Levy 1973, p. 69.) 

The failure of the ZFsystem in this respect 
might be seen as the failure to pin down the 
notion of infinity sufficiently well. It is some­
times suggested that this is shown by another 
famous result. technically connected to the 
independence of CH, the result known as the 
'Skolem paradox'. The Downward Lowen­
heim-Skolem Theorem (DLsn tells us that, 
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if a first-order theory in a countable language 
has any model at all, then it must have a 
countable sub-model, a model which will 
satisfy exactly the same sentences as the 
original model. This result can be applied to 
the first-order version of ZF. Let us assume 
that ZF has a 'standard', intended model, 
then the DLST tells us that there must be a 
countable sub-model of this. However, this 
sub-model must contain an element which 
acts as the continuum, and it is not hard to 
arrange it so that this 'continuum•, and every 
other infinite set of the sub-model, is count­
able. However, ZF can prove Cantor's 
Theorem, from which it follows that the 
continuum must be uncountable. The sub­
model must satisfy the sentence which ex­
presses this, although it must satisfy it with an 
object (the 'continuum') which is countable. 
The continuum of the model is therefore both 
countable and 'uncountable'. But although 
Skolem's result is paradoxical, it is not 
genuinely contradictory, for the continuum 
of the model is not at the same time both 
countable and uncountable in the same sense 
of 'countable'. It is quite legitimate to assume 
that the model contains no mapping which 
takes the natural numbers (of the model) 
one-to-one onto the continuum (of the 
model). This is enough to show that the 
continuum satisfies Cantor's Theorem, and 
is thus uncountable, even though there must 
be such a mapping outside the model, be­
cause we know that the continuum of the 
model is actually countable. This yields the 
connection between the Skolem paradox and 
the independence results. In the sub-models 
in question, both the continuum and, say, the 
second aleph are countable, and, although 
the model might not contain a one-to-one 
mapping from the continuum onto the second 
aleph, the observation that they are both 
countable raises the possibility that there 
might be models in which this 'external' state 
of affairs is actually realized internally, thus 
showing that the continuum (of such a model) 
is equivalent (in the model) to the second 
aleph, thus refuting CH. Cohen's work con­
firms this, and the forcing technique shows 
how to construct such models. 

However, despite not being contradictory, 
the Skolem paradox does make it seem as if 
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first-order ZF set theory is unable to tell the 
difference between this countable 'con­
tinuum' and the 'real' continuum (presum­
ably uncountable) of the intended model. It 
has been concluded from this that either the 
concept of uncountability is incoherent or 
that ZFis not capable of capturing it. It seems 
implausible that something so basic to 
modern mathematics as uncountability 
would be incoherent, and one alternative is to 
suggest that the first-order formulation of ZF 
is to blame. The DSLT does not work for 
second-order logic, and in any case the 
formulation of separation, or replacement, in 
the first-order theory seems somewhat con­
strained. Since there is no quantification over 
properties, these axioms have to be formu­
lated as schemata, there being one axiom for 
each property expressible in the language. 
However, there are only countably many 
such expressions, and hence only countably 
many instances of the axiom. Some hold that 
these instances do not seem to add up to the 
intuition that the axioms are to cover arbit­
rary properties. 
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Simplicius 

Simplicius, one of the last generation of 
predominantly pagan Neoplatonists, was 
born in Cilicia in the second half of the 5th 
century, and died after 538. He studied at 
Alexandria under Ammonius (fl. c. 500), and 
later moved to Athens to work with Damas­
cius, whom he describes as his teacher. At 
some time after Justinian's edict in 529 for­
bidding the public teaching of philosophy by 
pagans, Simplicius with Damascius (c. 500-
540) and others went to Persia but returned in 
532, perhaps to Athens: some now think that 
he took up residence at l:larran. 

Like many of his contemporaries, Simpli­
cius expressed his philosophy mainly in the 
form of commentary, in his case primarily on 
Aristotle. Extant are commentaries on the 
Categories, Physics, De Cae/o, and De Anima 
(this may be by his colleague Priscian (fl. 
500), but the doctrines are those of Simpli­
cius) and on Epictetus's (c. 50-120) Enclteiri­
dion. He probably also wrote one on the 
Metaphysics. These are professional works 
for scholars rather than the more elementary 
treatment found in many other commentaries 
of the period. Though widely regarded as 
serious and sober expositions of Aristotle 
they are based on the premiss that Aristotle­
and Epictetus too - as well as the pre­
Socratics, whom Simplicius quotes frequent­
ly and at some length. subscribed to his own 
version of Neoplatonic Platonism. He him­
self believed in the characteristically late 
Neoplatonic intelligible universe of three 
primary levels of being. Soul. Intellect. and 
the transcendent One- strictly above Being­
with a large number of subdivisions and 
intermediate entities. Where the One is mis­
sing, as often in the Enc/1eiridion comment­
ary, that is only because it is not relevant to 
the matter under discussion. 

Simplicius held that it was the comment­
ator's duty to show the essential agreement 
between Plato and Aristotle. which may be 
obscured by differences of expression (so e.g. 
Cat. 7.29-32). Thus Aristotelian concepts 
which had no place in Plato's philosophy had 
to be explained in Platonic terms. Some 
results of this procedure were that the 
quintessence was derived from the traditional 
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four elements as found in Plato's Timaeus, 
and that Aristotle's soul was seen as separate 
from the body rather than immanent in it as 
form in the body's matter. A place for the 
latter concept was found at the lowest of the 
levels of soul into which Simplicius divided 
both Aristotle's and his own. Aristotle's 
categories, which had been seen as Platonic 
since Porphyry, were interpreted as both 
logical and ontological. At the same time the 
meaning of Platonic texts would be shown to 
fit Neoplatonic ideas by way of discussion of 
Aristotle. Thus in the course of polemic with 
Philoponus on the eternity of the world, 
conducted in the course of exposition of the 
Physics and De Cae/o, arguments were pro­
duced against the literal interpretation of the 
creation account in Plato's Timaeus and used 
as further evidence that Plato and Aristotle 
professed the same philosophy. 

While Simplicius wrote commentary in a 
straightforwardly philosophical if not unpre­
judiced way, his underlying purpose was the 
typically Neoplatonic one of converting the 
soul from preoccupation with the world to 
contemplation of higher reality. Learned and 
painstaking as they are, his commentaries 
must be seen not only as an exposition of his 
own philosophy but also as spiritual exer­
cises. 
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H. J. BLUMENTHAL 

Singular Terms 
A singular term is any expression whose 
function, when used in a particular context. is 
to refer to (denote, designate). i.e. to stand 
for. a single individual. Singular terms that do 
not manage to refer to anything pose special 
ontological problems. but even referring 
singular terms pose metaphysical problems. 
Many of these problems arise from the 
attempt to discern the contribution made by a 
singular term to the information contents in 
those (declarative) sentences. both true and 
false. in which the term occurs. The piece of 
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information contained in a sentence is called 
a proposition. What is the metaphysical 
nature of a proposition? The natural view is 
that the proposition contained in 'Russell is 
clever' is a composite entity whose elements 
are the individual designated by the singular 
term 'Russell' and the attribute of cleverness 
designated by the predicate 'is clever'. Thus, 
the 11ai"ve theory holds that the content of a 
singular term is simply its referent. 

The naive theory gives rise to a number of 
philosophical puzzles. Gottlob Frege's puzzle 
arises from a contrast between 'a = a' and 
'a = b'. When the latter is true, on the naive 
theory, both sentences have the same in­
formation content; the latter should be no 
more informative than the former. This flies 
in the face of common sense. A more general 
puzzle arises from the apparent failure of 
substitutivity of co-referential terms in cer­
tain contexts. The information content of 
'9 > 7' is a mathematically necessary truth, 
one that Hegel believed, whereas the content 
of 'The number of planets > 7' is neither. In 
so far as '9' and 'the number of planets' 
are co-referential, the naive theory cannot 
accommodate any difference in content be­
tween the two sentences. A third puzzle 
concerns true negative existentials. Since 
'The present king of France does not exist' is 
true, it is not mere nonsense; it has content. 
Yet on the naive theory, the sentence cannot 
contain a complete piece of information, and 
so cannot express something true. Even 
opposing theories that ascribe content to the 
sentence face a problem: in asserting that the 
present king of France does not exist, one 
seems to refer to something, France's current 
monarch, in order to say of him that he does 
not exist. But then the present king of France 
exists after all - he is something to which 
non-existence is attributed - and one's asser­
tion degenerates into falsehood. A more 
general puzzle arises from any sentence in­
volving a non-referring ('empty') singular 
term. Bertrand Russell's example 'The pre­
sent king of France is bald' contains informa­
tion that is not true. Even theories that 
accommodate the fact that the sentence con­
tains information face a pressing question: 
Is the sentence false? If so, one should be 
able to assert that the present king of France 
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is 1101 bald, something that is equally 
untrue. 

Russell's Theory of Descriptions holds that 
a definite description (a singular noun phrase 
formed from the definite article 'the' or from 
a possessive nominal adjective), like 'the 
present king of France', is shorthand for its 
corresponding uniqueness-restricted existen­
tial-quantification al phrase 'some unique 
present king of France' - which, in tum, is 
analysed into an incomplete symbol: 'Some­
thing is such that: it, and nothing else, is a 
present king of France and it ... '. By remov­
ing definite descriptions from the category of 
singular term ('genuine name'), this theory, 
combined with Russell's thesis that proper 
names and demonstratives, as ordinarily 
used, are disguised definite descriptions, 
yields solutions to each of the puzzles while 
retaining the naive theory's central claim that 
the content of a genuine singular term is its 
referent. For example, 'The present king of 
France is not bald' is seen as ambiguous. It 
may be analysed as 'Something, and nothing 
else, is a present king of France and it is not 
bald' ( the primary-occurrence reading), 
which is every bit as false as the Russellian 
paraphrase of 'The present king of France is 
bald'. Alternatively, it may be analysed as the 
genuine negation of the latter, i.e. 'Nothing is 
such that: it is a unique present king of France 
and it is bald' (secondary-occurrence), which 
is true. 

By contrast, Frege saw his puzzle about the 
informativeness of 'a = b' as essentially 
refuting the naive theory. Maintaining that 
definite descriptions, proper names, and 
demonstratives, are all singular terms 
('names'), Frege distinguished between the 
referent (Bede1111111g) of a singular term and 
the sense (Sinn), which is a purely conceptual 
representation whose function it is to secure a 
referent for the term - to wit, whatever 
uniquely fits the representation. The sense, 
not the referent, serves as the term's content. 
Terms sharing the same sense automatically 
share the same referent, but co-referential 
terms may differ in sense. As an example of 
the latter, Frege offered 'the point of in­
tersection of lines Cl and b' and 'the point of 
intersection of lines b and c', where a, b, and 
c are the medians of a particular triangle. 
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Frege extended his distinction between sense 
and referent to all meaningful expressions, 
including sentences. The sense of a sentence 
is its cognitive information ('thought') con­
tent, whereas the referent of a sentence is 
identified with its truth value, either "the 
True" or "the False". Since 'the present king 
of France' has no referent, likewise the 
sentence The present king of France is bald' 
does not refer. Both it and its negation lack 
truth value; they are neither true nor false. 

Frege's distinction between sense and ref­
erent immediately solves the puzzles about 
'a= b' and about 'The present king of France 
is bald'. Frege solved the puzzle about substi­
tutivity-failure by claiming that any meaning­
ful expression occurring in a propositional­
auitude context does not have its customary 
referent, and refers instead in such a position 
to its customary sense. Substitutivity is re­
stricted to expressions having the same ref­
erent i11 the position in which the substitution 
takes place. This precludes substitution of 
'the number of planets' for '9' in the context 
'Hegel believed that 9 > 7'. A similar solution 
is available for modal contexts ('It is math­
ematically necessary that 9 > 7'). Frege 's 
theory can also be made to yield a solution to 
the puzzle of true negative existentials, by 
regarding 'The present king of France does 
not exist' as asserting of the sense of 'the 
present king of France' that it determines no 
referent. 

Whereas Frege's theory abandons the 
naive theory of content, it shares with Rus­
sell's theory a treatment of any proper name 
or demonstrative, ordinarily used, as an 
expression whose primary contribution to the 
truth value of a containing sentence is se­
cured by means of something like a property 
or concept which is semantically associated 
with the expression, and which forms part of 
the content of the expression. This paradigm 
is indeed appropriate for definite descrip­
tions, and versions of the puzzles involving 
definite descriptions prove that the naive 
theory is inadequate. However, during the 
1970s the view that proper names and demon­
stratives function descriptionally was force­
fully challenged, notably by Keith Donnel­
lan, David Kaplan, and Saul Kripke. These 
philosophers argued for their theory of direct 
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reference, in part, by pointing out that the 
descriptional view of names and demonstra­
tives issues incorrect verdicts concerning the 
truth-values of specific sentences with respect 
to circumstances in which the actual referent 
does not fit the associated concept. More 
importantly, the descriptional theory also 
issues incorrect truth-values in contexts in 
which speakers attach misdescriptions to 
their uses of such terms. 

Given the current state of understanding of 
these issues, it is premature to dismiss the 
naive theory, modified to exclude definite 
descriptions, solely on the basis of the 
puzzles. 
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NATIIAN SALMON 

Sistology 
Sistology is the general study of items in 
general - whether these items are existent or 
not, possible or not, objects or not, universal 
or particular, dynamic (like processes and 
actions) or static, and so on. Sistology is 
about what ontology sometimes purports to 
be about: everything; not everything that 
exists, or that has being. the restricted brief of 
ontology, but everything: everything that 
does not exist as well as everything that does. 
Ontology is, of course, a branch of sistology, 
but a rather small branch given that most 
items - including most items of philosophical 
interest - do not exist. 

For various bad reasons, including straight 
prejudice, what does not exist has proved in 
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many respects much more troublesome, in 
philosophy especially, than what does exist. 
While existence has its problems- What is it? 
How does it occur? - approved empirical 
procedures do enable a fair grasp to be 
obtained on much of what does exist. But 
while these prized procedures have not failed 
in that existential domain, they have proved 
insufficient on their own. And their expan­
sion, science, has to proceed far beyond what 
plainly exists, to many abstractions and 
idealizations both of its own and of mathem­
atics, in order to organize its theories. Other 
intellectual arenas, such as literature, pro­
ceed even more directly to discourse with 
what does not exist, to characters, for in­
stance. Inevitably, then, much too in meta­
physics (broadly construed to include object­
theory) is directed at what does not exist: 
ideal objects, universals, abstractions, ima­
ginary items, fictions, and so forth. Other 
parts of philosophy are similarly directed ( or 
redirected): aesthetics, logic, even epistemo­
logy and cognitive philosophy (though 
this is not yet so obvious to practitioners). 

Sistology, unlike ontology, treats all items 
as having standing ( whence the origin of the 
term, from Latin sistere). Non-existent 
objects are treated as having standing, of 
logical and other types, in their own right; 
they are not refused admission, or removed 
from view. for instance through large reduc­
tion programmes, as happens in standard 
ontology. The familiar discrimination, char­
acteristic of mainstream philosophical posi­
tions, directed against non-existent objects, 
and most intensely towards impossible items, 
can be, and is, removed. Like many other 
forms of discrimination, it is without basis. 
Yet much of the history of metaphysics can be 
read as a long history of such discrimination 
against non-existent items. 

There is only one, elementary, strategic 
move required to get sistology started as a 
much broader investigation than ontology, 
the 'trick' of granting the obvious: that non­
existent things have a range of properties, 
that much is true of what does not exist. 
Instead then of the massive programme con­
fronting any metaphysical theory wedged 
within ontology. of reducing all those appar­
ent subjects of dialogue about what does not 

838 

exist, there is a much more straightforward 
task: namely, that of ascertaining which 
properties non-existent items do have, what 
they are like, in all their rich and distinctive 
diversity. 

Other tasks of sistology include these: the 
determination of the general principles that 
comprehensive classes of items conform to, 
the provision of a working taxonomy of 
items, their properties and relations, and the 
investigation of the principles that significant 
subclasses of items satisfy - including ideals, 
attributes, past existents, future existents, 
etc. Naturally, then, standard concerns of 
ontology - such as the grounds and constitu­
tion, criteria for and analysis of existence 
(along with parallel investigation and ana­
lyses of consistency, coherence, and other 
intertwined status notion) - will transfer to 
sistology. But by virtue oftheirrelocationthe 
issues will look different, in a new wider 
setting; and so too new approaches can be 
taken, and old obstacles gone around. Evi­
dently many fashionable ontological notions, 
such as those of ontological priority and 
divisions, and of ontologies of theories, have 
wider dual applicability, within sistology. For 
they have both their fashionable roles, for 
instance as ontological divisions, and sisto­
logical analogues, as sistological divisions. 

To avoid the unjustified collapse of sisto­
logy into ontology, both standard logical 
theory, and therewith the mainstream philo­
sophical practice which it underwrites, have 
to be modified. For the standard theory 
incorporates the ontological assumption that 
only existent items have genuine properties, 
thereby excluding due characterization of 
non-existent items. Fortunately the first stage 
of modification of standard logic, enough to 
get sistological programmes substantially 
under way, can be comparatively slight, and 
as far as quantification theory (i.e. pure first­
order logic) is concerned need only involve 
reinterpretation; that is, initial changes can 
be purely semantical. The adjustment called 
for is essentially a matter of neutral reinter­
pretation of subject-predicate expressions 
and of introduction of neutral quantifiers. 
Subject-predicate (sp) forms such as 'Sher­
lock Holmes smoked a pipe' and 'the kinase 
cascade explains characteristics of malignant 
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cells' do not presuppose (for their truth) that 
Sherlock Holmes and the kinase cascade 
exist. Moreover, such judgements entail that, 
for some s, sp; for example, that Sherlock 
Holmes does not exist entails that some item 
does not exist. Neutral quantifiers, like 'for 
some', replace the standard existentially 
loaded quantifiers, such as 'there exists', 
which can now be defined as 'for some 
existing', using the predicate E for existence. 

But an authentic sistology cannot be 
accommodated within the confines of such 
simple, if far-reaching, modifications of 
mainstream logic and thought; at best some 
sort of inauthentic simulation can. For con­
sider, for instance, contradictory objects, 
such as a bent stick ( of stock illusion) which is 
bent and also not bent because straight, or 
the (liar) statement which asserts only that 
that it is not true. By virtue of what they are, 
they have contradictory properties, thereby 
trivializing any theory built upon mainstream 
logic, where contradictions imply everything. 
An authentic sistology requires logical refor­
mulation of a more demanding paraconsist­
ent type, which, if extra awkward junk is not 
just to be carried along, will fall within 
relevant logic. 

As in the law, from which the sistological 
notion of standing is drawn, so in philosophy, 
standing alone, which improved logics can 
effect, is not enough. Standing merely gets 
items through the logical door; it does not 
ensure a positive verdict, a satisfactory treat­
ment for items admitted. The further, more 
difficult, task lies in giving items their due, 
awarding them their full range of features, 
but no more than their due (without, in 
particular, assigning them properties they 
may present themselves as having, such as 
existence or consistency, but do not possess). 
Which properties an item has is given or told, 
within significant limits, by its source (which 
may or may not exist). These sources are 
diverse, including such items as stories, stor­
ies within stories, myths, theories, worlds, 
scenarios, visions, dreams, and so on and on. 
For the most part items are like what their 
sources indicate they are like. But naturally 
not all sources are always reliable or other­
wise satisfactory; for example, perceptual 
sources are notoriously unreliable as to how 
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things 'really' are under certain unusual cir­
cumstances; and some sources deliberately 
fabricate, as when religious sources try to 
guarantee that their gods exist by deviously 
incorporating ontological status predicates at 
the source (therewith the genesis of ontolo­
gical arguments). Whence emerge certain 
limits on what sources ( of some appropriate 
sort) can tell; they cannot directly guarantee 
status, such as existence or consistency. Thus 
a division of predicates is presumed, into 
those more ordinary ones which tell what an 
item is like, and other predicates which a 
source cannot simply write in, but which have 
to be subsequently assessed in terms of what 
an item is already like. Much of item-theory is 
presently devoted to explaining what some, 
and some sorts, of a vast range of non­
existent items are like. This development in 
sistology is the development of item-theory 
itself. 

Hitherto item-theories have tended to fol­
low the lead provided by Alexius Meinong's 
object-theory and to focus upon otherwise 
sourceless objects, items whose sole 'sources' 
are their descriptions, such as the round 
square, the blue thing, and so on. In such 
residual cases, where there is no other source 
to proceed to, properties of the item are 
directly reached internally, from the struc­
tural description. The round square, for ex­
ample, by virtue of its description, is round 
and square. By contrast, the existent round 
square is round and square and presented as 
existent, but does not exist. For items alone 
cannot determine their own status. But the 
approach through such bare, otherwise 
sourceless items has distorted and limited the 
grand theory, seriously underemphasizing its 
richness and importance. It is much more 
revealing to begin with items with rich 
sources such as those of high fiction, interest­
ing mathematics and challenging theoretical 
science, and to treat the originally emphas­
ized bare objects as default cases: structural 
descriptions are sources in evacuated con­
texts when other normal sources fail. 

Sistology not merely offers a fresh perspect­
ive on many traditional philosophical prob­
lems, but indeed cleanly disposes of many of 
them. More, sistology affords a new and 
exciting approach to many problems in 
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theoretical reaches; for instance. a very dif­
ferent philosophy of mathematics, much 
reoriented linguistic theory. and so on. But 
naturally proof of such grand claims lies in the 
doing. It is easy to appreciate, however, how 
even metaphysics comes to be pursued dif­
ferently. Items like substance, self. sense­
datum. and Tao are not excluded at the 
outset as having no satisfactory existential or 
other standing. Rather they are admitted, 
and investigation proceeds to disclose what 
they are like, in their various kinds. Only 
subsequently when this has been revealed, as 
when the properties of refined kinds are 
sufficiently clear, can questions of modal and 
ontological status be properly assessed. 
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RICHARD SYLVAN 

Situation Semantics 
Situation semamics was first proposed by Jon 
Barwise in his paper "Scenes and other 
situations" in the late 1970s, and greatly 
elaborated in his book with John Perry, 
Situations and Attitudes, in 1983, though 
considerable subsequent developments have 
rendered this book now of little more than 
historical interest. 

In its present form. situation semantics is 
best regarded as a general framework for a 
theory of information and language (both 
human and machine). Recognition is made of 
the partiality of information due to the finite, 
situated nature of the agent with limited 
cognitive resources. The resource-bounded 
agent, human or machine, must employ the 
information extracted from the environment 
(i.e. the situation or circr1msta11ce it is in) in 
order to reason and communicate effectively. 

One of the basic ideas of situation semant­
ics is the relational theory of meaning. where 
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the meaning of an expression 0. denoted by 
1\011, is viewed as a relation between two 
circumstances, the one in which the ex­
pression is uttered and the one it describes. 
The relational theory thus provides a con­
ceptual scheme to express the way the agent 
may utilize information in the circumstances 
of utterance. 

For example, consider a use of the sen­
tence (0): 'I am a philosopher.· The meaning 
of this sentence is taken to be a relation 
that holds between two circumstances, an 
utterance, 11, and a proposition, p. The situ­
ation II and the proposition p are related by 
1101\ if and only if there is an individual a and a 
time t such that 

I. a is the speaker in 11; 

2. t is the time of 11; and 
3. p is the proposition that a is a philo­

sopher at time t. 

This example shows, in particular, how the 
first person singular pronoun works: the 
meaning of the word 'I' relates (identically in 
this case) the subject of the described circum­
stances to the speaker in the utterance. 

The meaning of the sentence is not enough 
to determine the information conveyed by 
the utterance, but it does provide constraints 
on the range of information that can be 
conveyed. 

Clearly, this view of meaning is radically 
different from that given by those semantic 
enterprises that view the meanings of ex­
pressions as set-theoretic objects that can be 
described independently of the uses of the 
expression, such as Montague semantics. 

The mathematical framework that under­
pins situation semantics is provided by situ­
ation theory. This establishes a basic ontology 
of those entities that a finite, cognitive agent 
individuates and/or discriminates as it makes 
its way in the world: spatial locations, tem­
poral locations, individuals, finitary rela­
tions. situations. types, and a number of 
other. 'higher-order' entities. 

Si111atio11s are parts of the world that the 
agent individuates or behaviourally discrimin­
ates. Types are similarity categories across 
individuals. situations. and other objects in 
the ontology. 
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An agent can extract from one situation 
information about another situation, by 
means of constraints. abstract linkages be­
tween situation-types. For example, an agent 
who encounters a smoky situation may infer 
that there is a fire, by virtue of the constraint 
that links the type of those situations in which 
there is smoke to the type of those situations 
in which there is fire. 

In the case where the first situation-type is 
that of an utterance, the relevant constraints 
include the meaning of the sentence uttered, 
and in this way situation semantics becomes 
a special case of a general theory of informa­
tion flow. 

Information about a given situation is 
taken to be in the form of discrete items 
known (following K. Devlin) as infons. ln the 
simplest case, these are of the forms: 

where R is an 11-place relation and ai, ... ,a,. 
are objects appropriate for R ( often including 
spatial and/or temporal locations). These 
should be read as: the informational item that 
objects a1, ••• ,a,. do, respectively. do not, 
stand in the relation R. 

An infon, o, provides information about a 
particular situation. s, by virtue of that situ­
ation supporting a, written s I= a, meaning 
that the informational item a is true of the 
situations. At any given instant. an agent that 
encounters some situation. s. will be able to 
acquire just a finite collection of infons that 
describe that situation. 

It should be emphasized that despite the 
common notation, this is quite different from 
the notion of model-theoretic truth defined 
by Alfred Tarski. that relates a model, M. to 
a first-order sentence. 0. Though also written 
asMl=0. in this case 0 is a syntactic entity that 
has to be interpreted in M. Infons are semant­
ic objects that require no interpretation. 

A great deal of the current work on both 
situation theory and situation semantics in­
l'Dlves the development of an appropriate 
calculus for handling the various items in the 
ontology. The construction of set-theoretic 
models of fragments of situation theory has 
led to renewed interest in non-well-founded 
set theory. and in particular P. Aczel's work 
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on the 'Anti-Foundation Axiom' of set 
theory (AFA), since many of the objects that 
arise in situation theory and situation se­
mantics involve self-reference. 

A particular instance of this was provided 
by Barwise and Etchemendy's use of situ­
ation semantics to provide a solution to the 
age-old Liar Paradox. Their book on this 
topic, The Liar (1987), provides a gentle 
introduction to some of the features of situ­
ation theory and situation semantics. includ­
ing the modelling using non-well-founded 
sets. 

The 'standard' introduction to situation 
theory and situation semantics in its present 
state is Devlin's Logic and Information, 
Vol. I. 

Barwise 's 1989 book, The Situation in 
Logic, collects together all his own writings 
on situation theory and situation semantics 
since his original paper on this subject. 
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KEITH DEVLIN AND SYUN TIJTIYA 

Situations 
Ontology of situations is a semantic theory 
about the reference of propositions, in con­
tradistinction to that of their syntactic parts, 
and of terms in particular. It states that-like 
terms - propositions have a reference, but 
what they refer to are 'situations', not things. 
Situations form an ontological category, and 
hence cannot be defined, only elucidated by 
postulates. Of these the most important are 
the identity conditions: 

1. The reference of a proposition is not 
affected by exchanging one of its 
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clauses for another with the same 
reference. 

2. Logically equivalent propositions have 
the same reference. 

3. Propositions with the same reference 
have the same truth-value. 

Condition 3. relates the concept of a situ­
ation to that of truth. In fact, the former is an 
offshoot of the correspondence theory of 
truth: propositions are true if they corres­
pond to reality, and false otherwise. Now, in 
contradistinction to what is claimed by abso­
lute monism, not the whole of reality is 
relevant to the truth-value of a proposition at 
hand, but only some part of it. A situation is 
any such part capable of establishing the truth 
of some proposition. 

The idea that propositions have a reference 
of their own, on top of that of their terms, is 
an old one. It goes back to Plato's Sophist 
(236E-264B) where "Non-Being" is put for­
ward as an answer to the question of how to 
provide for the reference of propositions 
which are false. 

The same idea was discussed at length by 
the schoolmen of the 14th and 15th centuries 
as that of the significatum propositionis. 
Three views competed: Ockhamites took all 
propositions as having a reference, this being 
just an "arrangement of ideas" (compositio 
mentalis); Thomists believed only true pro­
positions to refer, namely to the "plurality of 
things" (plura) referred to by their terms; and 
a third party held that reference was neither 
something mental, nor a set of things, but 
"the way a thing might be" (modus rei). Its 
main representative was Gregory of Rimini 
(c. 1300--58) who characterized it as "some 
way of being signified in a complex manner 
only" (aliqualiter esse et complexe significa­
bile). The latter was the medieval counter­
part of a situation. 

Around 1900 the idea emerged again, 
independently, in Gottlob Frege and Alexius 
Meinong. Frege adopted for his references 
(Bedeutungen) also the converse of 3. the 
same truth-value implies the same reference. 
Hence his ontology of situations was min­
imal: there are just two situations, Being 
(das Wahre) and Non-Being (das Falsche). 
Meinong called his situations "objectives" 
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(Objektive), opposing them to "objects" 
( Objekte) which are the reference of tenns. 
They are related, however, by each object 
'standing' in some objective and accessible to 
the mind through the latter only (durch das 
Objektiv hindurch). 

The classic statement of an ontology of 
situations is Ludwig Wittgenstein's Tractatus. 
To every significant proposition (sinnvoller 
Satz) there corresponds a possible situation 
(Sachlage). If the situation holds (besteht), it 
is a "fact" (Tatsache), and the proposition is 
true. "Elementary propositions" are the lo­
gically simple ones; they describe "atomic 
situations" (Sachverha/te) which are "con­
figurations of objects" indicated by names. 
Atomic situations are mutually independent 
(principle of logical atomism). The totality of 
situations is the "logical space" of language 
(logischer Raum), comprising not only the 
real world, i.e. the totality of facts, but all the 
possible ones as well. Each constitutes a 
"truth-possibility for the elementary pro­
positions" (eine Wahrheitsmoglichkeit der 
Elementarsiitze). Moreover, each proposi­
tion determines a "locus" ( Ort) in logical 
space, consisting of those worlds in which the 
situation described holds. 

Wittgenstein's ontology of situations 
admits of development and generalization. 
One attempt was R. Suszko's "sentential 
calculus with identity" (SCI) using an identity 
connective to state that two propositions 
refer to the same situation. Another was the 
axiomatic ontology of situations put forward 
by this writer. It is based on the primitive 
notions of an "elementary situation", and of 
a proposition being "verified" thereby. 
Elementary situations form a partial order­
ing, one "holding" in another, in which the 
greatest is the "impossible", and the smallest 
- the "empty" situation. Possible worlds are 
maximal consistent sets of elementary situ­
ations, with any two of the latter being con­
sistent if both hold in some possible one. 
The 'situation' referred to by a proposition is 
defined as the set of all minimal elementary 
situations verifying it. 

Recently two American authors (J. Bar­
wise, J. Perry) have proposed a "situation 
semantics" bearing some resemblance to 
Wittgenstein's ontology of situations. 
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BOGUSLAW WOLNJEWJCZ 

Social Sciences 

Two sorts of ontological questions can be 
distinguished: 

(1) What characteristic features of reality 
correspond to judgements, proposi­
tions, or parts thereof? 

(2) What, according to a given science, are 
the different kinds of entity making up 
reality? 

A question of type ( 1) concerns the different 
categories whose availability makes repres­
entation possible, whether via thoughts and 
judgements or via the words and sentences of 
a language. It asks for a detailed description 
of these categories and the relations between 
them. Traditional metaphysics, as conceived 
by Plato and Aristotle, might be interpreted 
as trying to answer questions of this kind. 
Certain basic semantic features of judge­
ments are taken to reflect categories in the 
world. Where some semantic features - like 
the distinction between subject and predicate 
- pervade an entire language, others are 
germane to particular kinds of sentences 
only. In particular, the semantic features of 
law-statements might be taken to reflect law­
governed relationships - for short: laws - in 
the world. 

A question of type (2) can be understood as 
relating to the ontological commitment of 
theories along the lines formulated by W. V. 
0. Quine ("On what there is", Review of 
Metaphysics, 1948). An answer to a question 
of this type has to specify the different kinds 
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of objects posited in the scientific discipline at 
issue. 

What we conceive as the tasks of the 
ontology of a scientific discipline depends, 
now, on whether we take 'ontology' to de­
note answers to (1) or to (2). If (1) is 
intended, then our ontology will concern the 
problem of whether the chosen discipline 
contains propositions or sentences whose 
special formal or material features force us to 
make special assumptions as to categories in 
reality. If (2) is intended, then ontology will 
concern the kinds of individuals which are 
quantified over by theories belonging to the 
discipline, and possibly the relationships be­
tween these different kinds of individuals. 

Under the title 'social sciences' we sub­
sume sociology, economics, political science, 
parts of psychology, anthropology, parts of 
ethology and sociobiology, and a number of 
different historical disciplines. We shall con­
sider, first, whether the social sciences ex­
hibit special peculiarities in regard to ques­
tion (1). Second, with regard to question (2), 
we shall discuss the kinds of individuals or 
objects quantified over by theories and ex­
planations in the social sciences. 

Ontological Questions of Kind (1). Do 
empirical claims made in the social sciences 
involve more, or fewer, categories than do 
those of other disciplines? 

In the social sciences one often finds that 
beliefs and desires are attributed to indi­
viduals. According to some authors (for 
example, Franz Brentano and his succes­
sors), this presupposes special relations in the 
world- so-called intentional relations. Thus, 
one category peculiar to the social sciences 
might be the category of intentional relation. 

Sometimes it is claimed that the social 
sciences do not contain genuine law state­
ments: where the natural sciences have nat­
ural laws for their subject matter, such laws 
play no role in the social sciences. The task of 
the latter is merely the description of empiric­
al regularities (Donald Davidson). The ab­
sence of laws in their subject matter would 
thereby constitute a peculiar feature of the 
social sciences. On the opposite side is the 
view that the social sciences have to do with 
natural laws no less than do the natural 
sciences (John Stuart Mill, Carl Hempel, 
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Ernest Nagel). Such a view may concede that 
all law statements of the social sciences are 
probabilistic (Patrick Suppes). But this need 
justify no special status of the social sciences 
with regard to their ontology. 

Do the facts studied by the social sciences 
differ in their nature from the facts studied by 
other disciplines? It is often held that a 
coincidence between the subject and the 
object of knowledge is a special feature of the 
social sciences. This leads to the claim that 
social reality is constituted by our attempts to 
get to know it, so that social facts would have 
a more subjective character than the facts 
studied by the natural sciences (Herbert 
Blumer, Harold Garfinkel). 

Another view, in contrast, takes social 
facts to be epistemologically more basic than 
facts studied in the natural sciences. Social 
facts seem to be given in an unmediated way 
in the everyday or life-world ('Lebenswel(). 
Hence natural facts might be secondary -
their existence being made possible by our 
existence in the everyday world (Martin 
Heidegger). 

Ontological Questions or Kind (2). We 
distinguish between atomistic individualism, 
which admits the existence of individuals 
(persons) only - groups and institutions are 
composed of individuals but they have no 
existence in their own right; to talk of them at 
all is just afaron de par/er (Thomas Hobbes. 
Bernard Mandeville); and ontologies which 
assume the existence of social entities and 
divide into 'individualistic' and 'anti­
individualistic' ontologies of the social world. 

The individ11alistic ontology of the social 
comprises ideas of various authors, especially 
of David Hume (Treatise of Human Nature, 
111.ii.3), Adam Smith (The Theory of Moral 
Sentiments, 11.ii.3; VI.ii.2), Max Weber 
(Economy and Society, Part 1, Chapter 1, 
§ 1). The basic unit of this ontology is the 
individual or person. Individuals have atti­
tudes of belief and desire and various kinds of 
emotions. Here, social attitudes are of par­
ticular importance. A social attitude is taken 
to be a psychological attitude in the content 
of which another person somehow plays a 
role. Given the existence of persons, and also 
the existence of social attitudes, we can 
specify identity conditions for special kinds of 
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objects called social entities. Social entities 
are entities consisting of persons and social 
attitudes. Social entities differ with the differ­
ent persons or the different social attitudes 
constituting them. 

Different individualistic ontologies of the 
social will reflect different possible views of 
social attitudes and of psychological attitudes 
in general. On the one hand, psychological 
attitudes can be viewed as directed towards 
abstract objects, in which case such abstract 
objects are parts of social entities and contrib­
ute to their identity. This view is defended, 
e.g., by Heinrich Rickert, and it can also be 
encountered in phenomenological sociology 
(of Alfred Schiitz) and in the work of Karl 
Popper (cf. his doctrine of the 'Third 
World'). We call this view Platonist indi­
vidualism of the social. The opposed perspect­
ive (anti-Platonist ontology of the sociaQ 
takes psychological attitudes to be directed 
either to sentences of a language or to tokens 
of mental representations or to complexes of 
objects in the world. 

There are two different kinds of anti­
individualistic ontologies of the social: the 
first may be called 'anti-individualism of the 
social as Big Person·, the second 'anti­
individualism of social systems'. Neither 
takes recourse to persons when specifying 
identity conditions for social entities. Indi­
viduals are not essential for the identity of a 
social entity. 

Anti-individualism of the Big Person son 
views social entities in analogy to persons-it 
takes them to be enlarged persons. This 
analogy licences the attribution of psycho­
logical properties to social entities: they have 
beliefs and desires, for example, just as 
persons do. The Big Person is taken as basic: 
individual human beings are derivative: their 
beliefs, desires, and actions are made pos­
sible only by or through the beliefs, desires, 
and actions of the Big Person. Especially in 
the 18th and 19th centuries, many thinkers 
adhered to this anti-individualistic perspect­
ive: for example in regard to peoples (en­
dowed with the volonte generate of Jean­
Jacques Rousseau), Marx's classes (endowed 
with class interests). the nations of histor­
icism ( endowed with character traits and vari­
ous emotions) and races (J. A. Gobineau). 
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Connected with the Big Person view was the 
assumption of an analogy between social 
entities and organisms ( e.g. in Carl von 
Savigny's historical jurisprudence). 

The anti-individualism of social systems, in 
contrast, renounces the psychological ana­
logy of social entities and persons; instead it 
concentrates on social attitudes. What is 
basic are the relations between bearers of 
social attitudes and their objects, i.e. other 
persons. But the view abstracts at the same 
lime from the individuals constituting these 
social relations. Both the person who has the 
attitude and the person towards whom the 
attitude is directed drop out of the theory. 
Instead, the view considers only large net­
works of such attitudes and of the social 
relations determined by these attitudes. 
These networks contain as nodes social posi­
tions; and the paths between these nodes 
stand for social relations. A network of 
interlocking relations - a social system - is 
then taken as a social entity in its own right. 
The social attitude is thus no longer con­
nected to specific persons and therefore loses 
much of its determinacy. In some ways it 
might be likened to the 'propositional func­
tions' we know from logic. It contains dummy 
places which can be filled in any concrete case 
by individual persons. Prominent proponents 
of the anti-individualism of social systems are 
Emile Durkheim (The Rules of Sociological 
Met/rod, 1895) and Talcott Parsons (The 
Social System, 1951). Durkheim, though, 
sometimes speaks of "social organisms" and 
Parsons also uses organismic analogies. 

The individualistic ontology of the social 
acknowledges the existence of social entit­
ies. In this it does not differ from anti­
individualistic ontologies. The difference is a 
matter of the different identity conditions for 
social entities: the identity of social entities 
for anti-individualism in no way depends on 
the individuals who happen to belong to the 
social entity in question; individualism of the 
social, on the other hand, takes individual 
persons to be essential for the identity of 
social entities. 

Is there a way to decide between these 
different ontologies? Ontologies motivate 
research programmes in different disciplines 
and in turn are motivated by them. The 
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explanatory and predictive success of re­
search programmes linked in such a way to 
ontologies can be exploited for the evaluation 
of the respective ontologies. So-called collect­
ivistic research programmes seem to imply 
anti-individualistic ontologies, whereas re­
search programmes of met/rodological indi­
vidualism - e.g. Austrian economics (Carl 
Menger, Ludwig von Mises, F. A. Hayek), 
individualistic sociology (George Homans, 
James Coleman, Alfred Bohnen), or the 
public choice approach in recent political 
economy (James Buchanan, Gordon Tul­
lock) - go hand-in-hand with individualistic 
ontologies of the social. Methodological indi­
vidualism seeks to explain social facts by 
means of individualistic social entities. Col­
lectivist research programmes, on the other 
hand, recommend the use of anti­
individualistic social entities (Big Persons, 
social systems) in explaining social facts. 
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HORST WOLFGANG BOGER AND AXEL BOHLER 

Soto, Domingo de 
Domingo de Soto was born in Segovia c. 
149415 and studied in the Universities of Paris 
and Alcala. He taught logic in Alcala and 
Burgos and theology in Salamanca. He died 
in Salamanca in 1560. As an influential mem­
ber of the Dominican Order, Soto was deeply 
involved in politics: he was a teacherof Philip 
II, the confessor of Charles V, and an active 
delegate to the Council of Trent. He made 
important contributions to a plurality of 
fields, so much so that it was said that 'qui scit 
Sotum, scit 10111111' (who knows Soto, knows 
everything). Particularly relevant is his work 
on the philosophy of law and politics: the De 
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Iustitia et iure (Salamanca, 1556), which went 
through some thirty editions before 1600 and 
is still considered a classic. In this work, Soto 
attributes a relative autonomy to law: although 
ultimately derived from God's authority and 
from natural law ( which is a divine light given 
to human reason), the ius ge11tium is for him a 
form of positive law. 

Soto's philosophy is Thomistic, but it 
shows some influence of Scotism and nomin­
alism, especially in the first edition (Burgos, 
1529) of his Summulae- a commentary on the 
Summulae Logicales by Peter of Spain 
(c. 1210/20-77). In the second edition (Sala­
manca, 1539), Soto added a treatise on terms, 
and modified many of the positions he had 
previously adopted. He gives also an appar­
ently Ciceronian definition of dialectics, con­
sidered as the art of discussing probabiliter. 
As Risse (1980) remarks, however, this 
should not be considered as a rhetorical 
attempt to establish apparent plausibility, but 
rather as an attempt to establish rational 
assertibility. Among the interesting points of 
the Summulae are the treatment of i11ductio 
in terms of asce11sus (the passage from a 
conjunction of singular propositions - or 
from a proposition with a copulative term as 
subject or predicate - to a universal pro­
position, or to a proposition with a general 
term as subject or predicate), and a complex 
square of modalities, which takes into ac­
count the quantity of the subject. 

Soto's general views on logic are clearly 
presented in his In Dialecticam Aristotelis 
Commentarii (Salamanca, 1543), where he 
defends the necessity of dialectics, while criti­
cizing the 'abstract sophistries' of the late 
scholastic logical tradition. Logic is here 
considered a speculative science simpliciter et 
absolute, and at the same time as an art 
quodammodo (in some way); its object is, 
following the Thomistic tradition, the ens 
rationis. As for the problem of the nature of 
universals, Soto criticizes the view, which he 
ascribes to Paul of Venice, that universals are 
in rebus independently from the operation of 
intellect; for him, in order to have a universal 
in actu it is necessary to perform an abstrac­
tion. Also interesting is his theory of higher­
level predicates (sec1mdae illlellliones) (see 
Hickman 1980). 
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Soto defends the theory according to which 
the same formal concept of being is said 
analogically of both substance and accidents, 
and of both God and creatures. He also 
refuses the Thomistic theory of the real 
distinction between essence and existence, by 
denying its centrality for Thomas Aquinas's 
system ("It is not so important to admit or to 
deny this distinction", In Dial. Arist. V,1). 
As for the theory of knowledge, he maintains 
that the immediate object of human under­
standing is indeterminate being, thus show­
ing a Scotist influence. His psychology 
accords intellect a priority over will. 

Deeply involved in the post-Reformation 
controversies, Soto criticizes the Protestant 
conception of justification in the De Natura et 
Gratia (Venice, 1547). 

Attention is also paid today to Soto's work 
on physics; in the Super libros Physicorum 
Quaestiones (Salamanca, 1545), where he 
appears to be acquainted with the results of 
the Mertonian School, Soto applies advanced 
methods to the problem of falling bodies. 
Duhem (1913) saw in Soto a precursor to 
Galileo, an interpretation which has been 
discussed by Marshall Clagett and Alexandre 
Koyre. W. A. Wallace (1968) gives an 
accurate presentation of the question, and 
concludes that 

Soto's uniqueness . .. consists in having intro• 
duced as an intuitive example the simplification 
that Galileo and his successors were later to 
formulate as the law of falling bodies. 
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Soul 

'Soul' in the wider sense is understood as 
referring to that in virtue of which living 
things are alive (principle of life), in the 
narrower sense as referring to the bearer of 
conscious mental states. On the dualist 
account the whole man has the properties he 
has because his constituent parts, body and 
soul, have the properties they do. The dual­
ists, including Rene Descartes, claim that the 
soul is the essential part of the person whose 
continuity (identity) alone makes for the 
continuity of the person. Extreme dualists 
tend to think of the soul as a separable 
immortal spiritual substance. 

The soul as separable entity finds emphatic 
expression in the dualism of Plato. The user 
and the thing used, Plato argues, are always 
different. Since I use my hands, my eyes, my 
whole body, it follows that what I am as a 
person is not my body, but my soul (Alci­
biades I). The soul has pre-existence and it is 
immortal. I possess some knowledge and 
certain ideal concepts (e.g. the concept of 
perfect equality) which I cannot have ac­
quired in this life (Meno). The soul must 
therefore have acquired knowledge or have 
been acquainted with ideas before this life 
began. I can further survey the invisible, 
unchanging, and imperishable 'Forms' 
(Phaedo). Coming into contact with the 
Forms, the soul must thus be more like them 
than like corporeal reality. Its immortality is 
a consequence of its uncorporeal, uncom­
pound, and deiform nature. Plato's doc­
trine of the tripartite nature of the soul (Re­
public, Timaeus) as consisting of rational 
(Aoy1a,;1x6v). courageous (ihJµoELliti;), and 
appetitive (bcdh,µl]'ttx6v) 'parts', does not 
necessarily clash with the thesis of the soul's 
indivisibility. for 'part' (µtQoi;) can be inter­
preted in a metaphorical sense. The source 
for this tripartite conception might be the 
frequent experience of rival springs of action 
within man. 

Aristotle's fundamental thesis is that the 
soul is the 'form' of the particular living body. 
The Aristotelian notion of form seems there­
fore to leave no room for the Platonic doc­
trine of immortality. The soul as 'form' is the 
vital principle in a living thing; it is the 
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'EV'tEAEXEta' or 'actus', i.e., the actualization 
of the body. The soul thus conceived is 
inseparable from the body, though some 
residual Platonic elements survive in Aris­
totle's doctrine of the rational or intellective 
soul. Whereas Plato seems to suppose that 
any soul can fit itself into any body (trans­
migration of souls is possible), Aristotle 
holds that every body has its proper distinct 
form. 

Aristotle distinguishes form, matter, and 
the 'composite', the last of which is the actual 
thing, the 'primary substance'. To speak of 
form and matter is to speak of the form and 
the matter of such an actual thing. The form 
depends on and refers to the structures, 
functions, powers, and the like which a 
primary substance has. The form of a house, 
for example, is its ability to give shelter. What 
makes a body an animal or a man is its having 
,pux~, i.e., peculiar functions and powers, 
just as sight is what makes it true that an 
object is an eye. Form and matter are not 
'constituents' in the ordinary sense. Thus no 
question arises as to how they combine into a 
unity. The mind-body problem and the ques­
tion of how soul and body interact are not 
issues for Aristotle. 

In De Anima (Ii, I) Aristotle defines the 
soul as "the first actuality of a natural body 
that has life potentially or that has organs". 
To be a body with organs is to have certain 
powers - nutritive, perceptual, locomotive, 
etc. The actualization of any of these powers 
is "second actuality". Aristotle calls the soul 
"first actuality" to make it clear that it is the 
principle of life which a living creature has 
even when completely dormant, the posses­
sion of a power not being the same as its 
exercise. 

The human soul unites in itself the powers 
of the lower vegetative and sensitive souls, 
and has the peculiar advantage of possessing 
'volii;', i.e., the power of scientific thought 
(bctcrtl]µtx6v) and deliberation (0t&vota 
ltQlYX'tLX~). Whereas all the other powers of 
the soul are inseparable from the body and 
perishable, the active intellect, essentially 
actuality or divine, is however separable, 
unmixed and, therefore, eternal (De An., 5). 

Immortality is central to the Christian 
approach to the soul. Mental activities clearly 
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presuppose for Thomas Aquinas a principle 
which has to be independent of the body, 
indivisible and, therefore, immortal. The 
human soul is capable in principle of knowing 
everything: it is "quodammodo om11ia" 
(Sum. Theo/. l, 14, 1, c). Aquinas defines the 
human soul as "Jonna s11bsta11tialis in se 
subsiste11s", i.e., form which is capable of 
existing on its own without a body. Aquinas 
and scholastic philosophy after him is not 
dualistic in the strict sense. For the soul is not 
a substance proper, even though it is a "hoc 
aliquid", i.e. something which is more than 
mere form yet not complete "i11 se". 

Through Descartes dualism received a new 
formulation. His postulate of the soul as "res 
cogita11s", which is independent of physical 
reality as "res extensa", made possible mod­
ern philosophies of consciousness including 
the whole tradition of German idealism. The 
new Cartesian point of departure in philo­
sophy became the certainty, the 'fu11damen­
tum i11concussum', that I exist. The existence 
of the 'ego', 'mens', or 'a11ima' is for Des­
cartes far more certain than that of sensible 
objects. Even given the hypothesis of the evil 
genius I cannot doubt my own existence 
without affirming it. I am a thing which 
doubts, understands, affirms, denies, wills, 
and also imagines and feels (Meditatio11es II). 
I derive the general idea of substance from 
being aware of myself as unity. 

For Leibniz the soul is the dominant monad 
'in' the organic body which it dominates. As 
monad it has no parts, extension, figure, or 
divisibility. It cannot come into existence in 
any other way than by creation and cannot 
perish in any other way than by annihilation. 
Souls which enjoy apperception are rational 
souls or spirits. In so far as the soul has 
distinct perceptions and apperceptions it is 
active, and in so far as the monads composing 
the organic body have confused perceptions 
they are passive. In this sense the soul is said 
to dominate the body. Souls act according to 
final causes, ends, and means. Bodies act in 
accordance with the laws of efficient causes. 
The realms of final and mechanical causality 
are in harmony with each other. 

Even if Franz Brentano sought to establish 
psychology on an empirical base, he still 
accepted its characterization as a science of 
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the soul (Psychologie I, 8), understanding 
soul as the substantial bearer of mental 
phenomena, i.e., of those phenomena which 
are intentionally directed toward objects. To 
conceive intentionality as the distinguishing 
mark of the mental is not Brentano's own 
invention, but is taken by him from the 
Aristotelian scholastic heritage. Brentano 
stresses the unity of consciousness - which 
does not, however, imply total simplicity. 
The unity of consciousness is compatible with 
the plurality of 'parts' or states of one and the 
same subsistent thing or substance. 

Discussion of the soul seems to have been 
brought to a temporary halt by Gilbert Ryle's 
(1900-76) attack on dualist conceptions of 
the soul as a "ghost in the machine" (The 
Concept of Mind, 1949). The notion of the 
soul as substance is said by Ryle to reflect a 
mere category mistake. Philosophical discus­
sion about the soul and its ontological status 
has not, however, ceased. In contemporary 
philosophy of mind the classical problems of 
the soul have come to the fore once again. 
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EDMUND RUNGGALDIER 

Soviet Philosophy 

Traditional Soviet Ontology. According to 
the Soviet philosophical tradition, material­
istic dialectics is a science of being qua being. 
Since c. 1965 ontological problems have been 
treated in relation to the forms of practice of 
individuals and societies. Because practice 
involves both goals and reasoning, the forms 
of practice also include certain forms of 
cognition and acquisition of knowledge. In 
this sense the analysis of knowledge is auto­
matically an ontological enquiry. Thus the 
problem of categories has dominated the 
investigations of Soviet philosophers from 
1960 to I 980. The results of these invest-
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igations concerning the nature and origin of 
the categories are: 

I. Categories are the forms of human 
social practical activity. They are forms 
of being and at the same time the social 
forms by which man reflects reality. 

2. Categories are a product and also a 
condition of a society's development. 

3. Categories have two sides represent­
ing things and operations. 

4. Categories have a two-fold origin: the 
process of labour and social commun­
ication. Practical use of categories pre­
cedes their theoretical understanding. 
(This is based on the work of the Soviet 
psychologist Lev Vygotsky (1896-
1934).) 

5. There are three types of categories: 
particular scientific categories (e.g. of 
special empirical sciences); general 
scientific categories (which are used 
in different theoretical sciences, for 
example categories such as structure, 
system, information); and non-scientific 
categories (e.g. the categories of philo­
sophy). 

6. There are three corresponding levels in 
the analysis of being: empirical onto­
logy (relating e.g. to the Gesta/ten of 
vision and perception); theoretical 
ontology (relating e.g. to systems of 
reference in physics); and cultural and 
historical ontology (relating e.g. to the 
analysis of myths). 

Ideas along these lines were developed by 
Michail Bulatov (born 1936), Vladimir Gott 
(born 1912), Aleksey Losev (1893-1988), 
Sergey Krimsky (born 1930), Miroslav 
Popovich (born 1930), Natalia Viatkina 
(born 1953), and others. Traditional onto­
logy has shown little interest in problems such 
as the being of consciousness, the problem of 
human existence, and the problem of univer­
sals. 

Non-traditional Soviet Ontology. Invest­
igations in the problem of consciousness 
beginning in 1970 were inspired by German, 
French, and Italian existentialists and neo­
Marxists. The general results of these invest­
igations are: 
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I. Man, the world, and their relations 
exhaust the realm of being. 

2. Material social practice is the fun­
damental mode of human existence: 
creating the conditions of this being, 
man thus produces and reproduces him­
self together with his relation to the 
world. 

3. The subjectivity of practice is the real 
basis of consciousness. 

4. The nature of subjectivity consists in its 
relation to everything else. 

5. The phenomenon of consciousness has 
a two-dimensional structure. The first 
dimension is ideological in the sense of 
Marx, so that there is no such thing as 
presuppositionless consciousness. The 
second is factual, so that the activity of 
consciousness is articulated in objective 
social structures. This is expressed 
by Marx's interpretation of social 
phenomena as a part of the natural­
historical process. 

Non-classical Action Theory. Generally 
action is not governed by personal goals and 
reasons but is articulated in objective social 
structures. Thus for example ritual actions do 
not reflect the world but symbolize it, giving a 
rational perspective to the flux of experience 
and translating the general flux into stable 
objects. In this way man understands reality, 
the rituals serving as a basis for the idea of 
objective or mind-independent law in society 
and culture. They are means by which man 
constitutes himself qua man. 

These ideas were developed by Vadim 
Ivanov (born 1933), Merab Mamardashvily 
(1930-90), and others. 

The Problem of Universals. Investigations 
in this area were inspired by the tradition of 
analytic philosophy and began around 1980. 
Subjects of research are for example concep­
tions of modal realism, the doctrine accord­
ing to which the being of universals is 
grounded in the really possible or in real 
possibilities. Following the Aristotelian 
tradition, the modal realists postulate that 
possibility is the mode of being of the univer­
sal - so that for example humanity would be 
the structure of possibilities of each indi­
vidual man. To be a realist in the sense of 
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accepting the reality of universals means to 
acknowledge modalities de re. 

Structure (E(bo~. µopq,,j). an ontologically 
neutral entity. occurs as a particular or as a 
universal. A structure becomes a universal if 
a particular exists which has this structure as 
the structure of its possibilities. The actual 
existence of one particular can open up new 
possibilities to other particulars and thus 
confer existence upon new universals. 

Words have meaning because they refer to 
universals. Thus the meaning of a word is the 
structure of possibilities of a relevant par­
ticular. Analysing the meaning of a text in 
this manner. we must interpret language. 
too. as a structure in the sense of a second­
order universal. It then not only describes the 
world but also represents it qua structure. 
Representation is a real relation: structure 
represents that particular which can turn it 
into a universal. 
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VALENTIN OMEL'YANCHIK 

Space-Time 

Philosophical puzzles about the nature of 
space and time are. of course. ancient. Au­
gustine presents us with the paradoxes which 
arise when one considers that past and future 
existents do not. properly speaking. exist. but 
that the present is a vanishingly small instant 
of being. Plato and Aristotle can. without too 
much anachronism. be taken to initiate the 
debate between those who view space as a 
substantial entity and those who take it to be 
merely a collection of relations among ma­
terial particulars. Plato also emphasizes the 
special epistemic status of geometry. its na-
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ture as what Kant later called a collection of 
truths both synthetic and a priori. The idea 
that spatio-temporal notions can be defined 
in terms not explicitly spatio-temporal. most 
particularly in causal terms of one sort or 
another. traces back at least to Leibniz. 

The necessity of taking into account the 
best available non-philosophical work on 
space and time when formulating one's philo­
sophical doctrines is also evident far back into 
the history of the subject. Plato and Aristotle 
relied on the newly discovered axiomatic 
geometry and the speculative cosmology of 
their time. The great 17th- and 18th-century 
philosophers, from Rene Descartes to Kant, 
found it necessary to take into account the 
accomplishments of the scientific revolution. 
particularly the discovery of Newtonian 
mechanics. in developing their philosophical 
doctrines of space and time. So it is no 
surprise that contemporary philosophical 
work on space and time requires a compre­
hensive grasp of the results of recent physics, 
in particular of the theories of special and 
general relativity. in order to construct 
plausible philosophical responses to charac­
teristically philosophical questions. 

The Special Theory of Relativity, as usual­
ly formulated in Minkowskian terms, integ­
rates space and time into a new basic entity, 
space-time. Space and time themselves are 
only recoverable relative to a particular state 
of motion of an 'observer'. a recoverability 
not always possible in some of the models of 
space-time allowed by general relativity 
which prohibit a global decomposition of 
space-time into space and time because of 
their unusual topology. In any relativistic 
space-time the class of events which are 
'present' relative to a given event also varies 
from observer to observer. This is frequently 
taken as conclusively refuting the August­
inian doctrine noted above, as well as later 
theories of time which emphasized the radical 
metaphysical distinctness of time and space, 
such as the account of time in Henri Bergson. 
But careful reflection on what relativity 
actually says, and on the fundamental facts 
on which it rests. have led others to maintain 
that the new theory is compatible with. or 
even supportive of. the Augustinian and 
Bergsonian themes. 
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Our naive and intuitive ideas about the 
nature of time order suffer even greater 
blows when possibilities allowed in general 
relativity are admitted. There are general 
relativistic worlds with 'closed timelike lines', 
i.e. collections of events which can constitute 
the life-history of a material being which 
'return' to the initiating event in time as one 
moves from event to later event. Even more 
disturbing are so-called 'time non-orientable' 
space-times in which no global distinction 
between past and future direction of time can 
be consistently drawn. The possibility of such 
worlds suggested by this new physical theory 
certainly diminishes the appeal of claims to 
the effect that some feature or other of time 
(or space) is 'necessary' in nature. 

The varied possibilities for space-time 
allowed by general relativity also make quite 
dubious claims that geometric truths can be 
known to be true a priori. But the character­
istic of the theory which consists in its 
asserted content outrunning that which is 
experimentally determinable leads to a type 
ofresurrection of a priorism in the form of the 
allegation that our choice of geometry is a 
matter of convention or stipulation on our 
part. A similar opening for conventionalism 
already arises in the foundations of the 
special theory of relativity when one notices 
the necessity of posits not immediately ex­
perimentally grounded but which must be 
made in order to derive the standard con­
sequences of the theory. Obviously these epi­
stemological questions about the theory ( for 
example, whether it is or is not 'true by 
convention') are intimately connected with 
questions concerning the 'reality' of the 
theoretical entities and features attributed to 
the world by the theory. 

With the discovery of special relativity, 
early philosophical investigators frequently 
claimed that modern physics had finally 
vindicated relationism as opposed to substant­
ivalism in the theory of space-time. Later it 
was realized that the arguments adduced by 
Sir Isaac Newton for substantivalism were 
paralleled by similar arguments in the special 
relativistic context. The general theory of 
relativity was thought by Albert Einstein to 
vindicate Ernst Mach's version of relation­
ism, but this hope also proved to be unjusti-
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fled by the facts about the theory uncovered 
by later philosophical work. Since general 
relativity treats space-time as a dynamical 
entity with its own mass-energy, some philo­
sophers think it provides a stronger case for 
substantivalism than did Newton's absolute 
space. The interpretations of general relativ­
ity which try to derive all matter as curved 
space-time ('geometrodynamics') tend even 
further in this direction. 

On the other hand, careful philosophical 
analysis tends to show that many of the 
arguments in favour of relationism can be 
reconstructed also in the special and general 
relativistic context. Overall it seems fair to 
say that neither special nor general relativity 
in and of itself determines the correct philo­
sophical stance in the substantivalism­
relationism debate. The terms of the debate 
become modified and the necessity for bring­
ing implicit philosophical assumptions to the 
surface becomes emphasized, though, when 
one updates the traditional philosophical 
controversy in such a way as to do justice to 
the new scientific results. 

Since Leibniz there has been a recurring 
argument to the effect that it is the structure 
of causal relations among events which con­
stitutes the structure of spatio-temporal rela­
tionships. Sometimes it is alleged that a 
feature of space-time not causally definable is 
a fortiori only a conventional feature. Some­
times it is claimed that features are real or 
intrinsic to space-time only if they can be 
causally defined or reduced to causal rela­
tionships. The fundamental roles played by 
causal connectibility and non-connectibility 
and by the notion of a continuous causal path 
have encouraged many to advocate such causal 
theories of the nature of space-time structure. 

But the critical investigation of such 'causal 
theories of space-time' reveals many com­
plexities and subtleties. There are a variety of 
causal notions which might be taken as 
fundamental. There are a variety of senses in 
which a space-time concept can be said to be 
definable by a causal concept. And the 
inference from definability or non­
definability to claims of conventionality or of 
genuine 'reality" or non-reality for a space­
time feature is fraught with presuppositions 
easily hidden from view. 
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While simultaneity is sometimes said to be 
conventional in special relativity because it is 
'causally indefinable', there are interesting 
senses in which simultaneity. indeed in which 
the entire metric structure of Minkowski 
space-time, is causally 'definable' in the spe­
cial relativistic context. In general relativity 
the causal structure of the world can take on 
quite pathological forms. given such possib­
ilities as causal curves which are closed or 
causal curves which, if not properly closed, 
are convertible into being closed curves by 
infinitesimal changes in the space-time struc­
ture. Features of space-time which are 'defin­
able' in terms of some causal features in 
non-pathological space-times, are not so de­
finable in space-times which have causal 
pathologies intrinsic to them. Yet other 
varieties of causal 'definability' work in all 
space-times, whether pathological or not. 

The wide variety of concepts of causal 
definability suggests, and suggests correctly, 
that any attempt to draw important meta­
physical/ontological theses from the causal 
structures necessitated or allowed by a 
physical theory of space-time will require a 
careful philosophical analysis of the causal 
notions involved, the notion of definability 
used, and the relevance of these to the 
ultimate philosophical conclusions drawn. 

Finally there remains the interesting if still 
controversial attempt to found in some way 
the intuitive asymmetry or directionality of 
time on a feature of the world not intrinsically 
spatio-temporal in nature, that is on the 
asymmetry of systems in their one-way pro­
gression from ordered to disordered states 
(i.e. on the alleged non-decrease property of 
entropy in thermodynamics and statistical 
mechanics). Once again important results of 
modern physical theory (especially in statist­
ical mechanics) play a crucial role in the 
debate, but the philosophical issues involved 
are still quite obscure and much remains to be 
done in explicating the claims being made in 
order that progress in resolving philosophical 
disagreement can be made. 
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LA WREN CE SKLAR 

Species, Genus 
In most European languages, the Latin 
words ge1111s and species, and some derived 
terms, are used with both a philosophical or 
scientific meaning and a popular one, most 
often to designate groups of objects posses­
sing certain similarities with one another. 
Yet, from the very beginning, the two words 
had been considered as equivalent to the 
Greek terms ge11os (ytvo£) and eidos ( EiOO;). 
First, they retain the same etymology: 
ge1111s, like yEVO£, derives from verbs mean­
ing 'to come into being, to be born', and 
indicates an identity of origin. Species, as well 
as Eilio£, on the other hand, indicates the 
visibility or even the lustre of things which 
can then be classified together because of 
their similar appearances. That is the mean­
ing of ytvo£ and £Clio£ in the Iliad, where 
ytvo£, however, designates the birth and the 
origin as well as the whole group of indi­
viduals having a common origin. The two 
words also retain the same semantic range as 
their Greek forerunners. with the exception 
of the Aristotelian technical meaning of 
dlio£ as 'form' (versus 'matter') which in Latin 
and medieval times was not expressed by the 
word species but by the word Jonna. Later 
philosophical meanings of yEVO£ and E(OO(; 
are already attested in the writings of the pre-
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Socratic philosophers, but Plato and Aris­
totle gave them their 'technical' meanings, 
thus originating the philosophical and scien­
Iific problems which have been attached to 
Ihese terms ever since. 

The words ytvo, and EClio, have no taxo­
nomic function in Plato: they do not refer to 
rigid classificatory units and are more or less 
interchangeable in the divisions of the Soph­
ilt and the Republic. The remarkable thing, 
however, is that the two words (and espe­
cially EClio,) can be used to denote classes of 
things and also a superior, intelligible reality 
('idea'). Concurrently, it is implied that a 
dialectician can, and even must, discover the 
articulations of reality itself by dividing its 
instances into YEVTJ and ECliTJ. In this respect, 
Plato already considered that ytvo, and EClio, 
indicated real groups. Aristotle also used the 
word E(lio, to refer to the intelligible aspect 
of reality (the 'form'). It is, however, the Aris­
totelian conception of the relations between 
ytvo, and £Clio, which is the origin and the 
theoretical foundation of the problems which 
have been attached to the pair genus-species. 

Among the properties ascribed by Aris­
totle to the pair ytvo,-EClio,, we may stress 
the following: 

I. They can be used to designate classes of 
objects of a very different nature and to 
establish the definition of the members 
of the said classes, that is, to reach 'the 
formula of their essence'. 

2. The genos can be divided into E( liTJ and, 
hence, although ytvo, (and conse­
quently £Clio,) do not refer to any fixed 
classificatory level, ytvo, always pre­
cedes £Clio, logically. 

3. In a ytvo, the ECliT] are 'contraries', 
which means that they cannot coexist in 
a single subject while being opposed to 
one another in a determinate way. 
Hence, their opposition is stronger than 
that of relatives ( something's double is 
not 'contrary to· its half), but weaker 
than that of possession/privation 
(winged/wingless) or that of contra­
diction (he sits/he does not sit). Thus, 
the ytvo, 'colour' has black and white 
for its E(liTJ. It must be stressed that 
some contraries imply intermediate 
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objects (between black and white one 
can posit all other colours), while some 
do not accept any (for instance, illness 
and health). Furthermore,one term can 
have contraries in various ways: the 
golden mean (virtue) is contrary to 
excess and to defect. In the field of 
biology, Aristotle used the pair ytvo;­
E(Oo, to define the 'parts' of animals 
rather than their kinds: the ytvo, 
'stomach' can vary according to its 
shape (elongated/shortened), its size 
(big/small), and its position (high/low). 

Of these three properties of the pair ytvo;­
EClio;, the tradition most often retained the 
first and the second. This is most obvious in 
the /sagoge, a small treatise by Porphyry, 
which became the foundation of the teaching 
of logic in the Western world during the 
whole of the Middle Ages. The function of 
what has been called 'Porphyry's tree' was 
precisely to establish a series of particulariz­
ing divisions that, starting in an all-embracing 
kind and descending to an ultimate specific 
one, provides the logician with a definition 
applicable to the individuals belonging to this 
kind. For instance, the successive divisions: 
incorporeal/corporeal substance -+ non­
living/living things -+ not animal/animal -+ 
irrational/rational -+ immortal/mortal, pro­
duce the definition of man as a 'rational 
mortal animal'. 

The main metaphysical disputation which 
has arisen about the pair genus-species be­
tween antiquity and the present day, and with 
special vigour during the Middle Ages, is that 
which opposes the 'realists', who hold that 
genus and species have a reality of their own, 
to the 'nominalists', who think that they are 
merely objects of thought or names in virtue 
of the thesis that real existence can only be 
ascribed to individual things. 

However, the main event which has 
affected the history of the pair genus-species 
did not originate in the field of metaphysics, 
but in that of biology. The two Latin words 
genus and species and their equivalents in 
modem languages have been, since the 16th 
century. principally used, and later almost 
exclusively used, to classify botanical and 
zoological families. This usage is a new one 
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and the tradition which ascribes to it Aris­
totelian antecedents is not really acceptable. 
Thus, contrary to what is quite often written 
nowadays, Aristotle does not use £Coo; to 
designate any animal species. The new usage 
first led naturalists to ascribe to genus and 
species a fixed position within a taxonomic 
scale, and then to confer on species a priv­
ileged position. Thus all agree in counting 
species as real (or natural) classes which do 
not owe their existence to human interven­
tion, whereas kinds are sometimes consid­
ered as groupings produced by the classifying 
activity of our minds. 

This typological conception of species, 
originally morphological, has rapidly become 
transformed into a conception based on gen­
etic relationships; similarities of structure be­
tween members of a species have yielded 
precedence to their mutual fertility. Against 
Linnaeus (1707-78), who considered a 
species as a collection of similar individuals, 
Georges Buffon (1707-88) defines the 
species as "a stable succession of similar, 
interbreeding individuals". This definition 
leads him to support the thesis according to 
which the species have a stronger ontological 
consistency than the individuals do: 

An individual, of whatever species it might be, is 
nothing in the universe; a hundred or a thousand 
individuals are still nothing. The species are the 
sole beings in Nature. 

The end of the theory of the fixity of the 
species was not, as Charles Darwin (1809-82) 
probably believed at a certain time, the end 
of the notion of species. Species merely 
acquired a history. The development of gen­
etics and in particular of the theory of popu­
lation genetics (a population is the collection 
of interbreeding individuals living in a rela­
tive reproductive isolation; a species gener­
ally contains several populations) have re­
cently modified the purely biological approach 
to species as they have taken into account 
the extreme variability of the individuals 
constituting the species, a variability which is 
due to genetic mutations as well as to the re­
actions caused by the pressure of an ever­
changing environment. Species, however, in 
spite of all their mutability and liability to 
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various modifications, remain a stable reality 
in the eyes of modern biological research. 
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PIERRE PELLEGRIN 

Speech Acts 
Speech act theory is commonly held to date 
from the William James Lectures given at 
Harvard University by J. L. Austin (1911-60) 
in 1955 and published posthumously in 1962 
under the title How to Do Things with Words. 
Here Austin tries to describe linguistic utter­
ances as performances of socially relevant 
acts subject to or in fact constituted by certain 
"felicity conditions", i.e. conditions under 
which they are performed successfully. Aus­
tin's disciple John R. Searle, in his book 
Speech Acts (1969), advanced a modified 
theory which adds elements of a theory of 
meaning to Austin's original theory of lan­
guage use. Like Austin, Searle held that 
utterances are means of executing such lin­
guistic acts as asking, warning, or promising. 
They therefore convey not only propositional 
content but also so-called "illocutionary 
forces". These 'forces' are defined in terms of 
the conditions that must be fulfilled for the 
adequate use of an "illocutionary force in­
dicating device" such as the "performative" 
verb to promise which, used in the first person 
singular, indicates that a promise is being 
made by the speaker. Among these act­
defining conditions are pragmatic rules con­
cerning the relevant situational features, the 
'sincerity' of the speaker, and the appropriate 
semantic content of the relevant proposition. 
Searle holds these rules to be "constitutive" 
for the historical formation of the act-types 
and for the successful execution of the respect­
ive illocutionary acts. 



855 

Austin and Searle put forward different 
analyses, but then agree with regard to the 
main components of a speech act, namely: 

1. the "locutionary" (Austin) or "utter­
ance act" (Searle) 

2. the "illocutionary act" (the linguistic 
action performed) and 

3. the "perlocutionary act" (the effect on 
the hearer intended thereby). 

For Austin the "locutionary act" is tripartite: 
it consists of a "phonetic act", i.e. the act of 
producing certain noises, a "phatic act" of 
uttering words as conventional noises of a 
certain form which belong to a certain vo­
cabulary and are structured in accordance 
with a certain grammar, and a "rhetic act" 
consisting of "reference" and "sense" (pre­
dication). Searle's main contribution to the 
analysis of the component structure of speech 
acts consists in his insight that the action-type 
itself imposes certain requirements with re­
spect to the nature of the propositional con­
tent involved. Thus the "propositional act" is 
internally related to the illocutionary force 
which it comes to be associated with. The act 
of promising, for example, requires that the 
speaker predicate to himself as the subject of 
the proposition some future action (an action 
which is allegedly in the interest of the 
hearer). A request, in contrast, implies that 
the subject of the proposition be the hearer. 
Both action-types share the feature that the 
'propositional content rule' requires a logical 
future for the action being promised or asked 
for, but they differ as to the agent of this 
action. 

The main problem of speech act theory has 
been the analysis of the so-called 'indirect 
speech acts' in which the illocutionary indic­
ator and the intended illocutionary force 
differ: I can threaten someone by promising 
to give him a good thrashing; I can assert 
something by means of a (rhetorical) ques­
tion; I can ask someone to pass me the salt by 
asserting that I need it or by asking whether 
he 'would' or ·could' pass it to me. And I can 
request that the door be closed by simply 
asserting that it is draughty. 

An approach to linguistic utterances and 
their uses similar to that of Austin and Searle 
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had been advanced already by phenomeno­
logical philosophers before World War I, 
though their work was thereafter neglected. 
Fifty years before Austin ·s allegedly epoch­
making discoveries, the German phe­
nomenologist and philosopher of law Adolf 
Reinach, a student of Theodor Lipps and 
disciple of Edmund Husserl, published a 
monograph Die apriorischen Grundlagen des 
burgerlichen Rech rs, in the first volume of 
Husserl's Jahrbuch fiir Philosophie und 
phiinomenologische Forschung in 1913. Here 
Reinach develops a theory of what he calls 
"social acts" in which he tries to formulate the 
essential properties of action-types involving 
uses of language, paying special attention to 
the phenomenon of promising. The Scottish 
philosopher Thomas Reid, too, had earlier 
used the term "social act" in his work on act­
performing utterances, but Reid did not 
succeed in deriving a complete theory from 
this insight. 

Metaphysical Implications. Though con­
ceived as part of the analytic movement in 
philosophy in a period when this movement 
still embraced clearly anti-metaphysical 
leanings, the theory of speech acts yields 
certain metaphysical implications: 

I. Forces. Mainstream speech act theory, 
i.e. Austin, Searle, and their followers, 
though rightly noticing that utterances can 
serve as a means of performing social actions, 
has conceived the action performed by an 
utterance in terms of a 'force· underlying it or 
conveyed by it. Thus, it has described the 
'illocutionary force' of an utterance as a 
hidden entity somehow added to the utter­
ance by the speaker and, in the ideal case 
(which was also taken to be the normal one), 
gathered from it by the hearer. This concep­
tion has been called the "ontological fallacy" 
of speech act theory (Burkhardt 1986) and 
a "case of language magic in linguistics" 
(Hermanns 1985). It is caused by confusing 
linguistic act concepts with linguistic action. 

2. Apriorism. Searle distinguishes be­
tween natural or "brute facts" and social or 
"institutional facts", and between "regulative 
rules" which regulate independently existing 
interpersonal relationships and "constitutive 
rules" which (like the rules of football or 
chess) create and then regulate a certain 
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activity. He claims that speech acts are gov­
erned by rules of the latter kind, i.e. they are 
conventional institutional actions produced 
by the respective infrastructure of human 
societies. As Reinach had already pointed 
out, however, this would imply that we could 
conceive linguistic action types in whatever 
way we regard as useful, that we would be 
free to combine any set of features, fix them 
by corresponding conventions and thereby 
constitute new illocutions. Consider, how­
ever, the example of a promise: how could 
the necessary features of a promise be other 
than they are? Could we really cancel the 
feature of its creating an obligation in the 
speaker, for example, or change the required 
(future) tense of the proposition uttered and 
put the addressee in subject position? 
According to the Reinachian 'aprioristic' 
view. certain acts are of such simplicity and 
naturalness that they could not have been 
created by constitutive rules. They are 
convention-independent structures, as it 
were, waiting to be actualized by given 
societies. Under the premiss that there are 
intelligent social creatures, some act could 
not be a promise unless it has the properties 
of announcing a future action of the speaker 
which he has the will to carry out, which is 
assumed to be in the interest of his addressee, 
and in such a way that the announcement is 
intended to bring about an obligation. 

3. Ethics. The ethical problems involved 
in certain kinds of speech acts were noticed 
only rarely. Though the act of promising was 
generally taken as the prototype of linguistic 
action and used as the starting-point of 
almost all investigations, the ethical 'force' of 
social acts in creating claims and obligations 
was hardly taken into consideration. Again, 
Reinach is an exception here, his theory of 
promising resting, for example, on the model 
of a hierarchy of ethical values and on the 
thesis that, although there is a general duty to 
keep one's promises, still there are higher 
ethical values (such as the duty not to kill) 
that may contextually suspend the obliga­
tions our promises create. Searle's notorious 
derivation of 'ought' from 'is' in Chapter 8 of 
his Speech Acts, i.e. his thesis that an obliga­
tion flows from the mere institutional fact 
that a promise has occurred, seems, in con-
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trast, to do less than justice to the different 
ethical dimensions of the phenomena in 
question. Some problems simply may not be 
solved non-metaphysically. 
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ARMIN BURKHARDT 

Spinoza, Benedict (Baruch) 
Benedict or Baruch Spinoza (1632-77), a 
Dutch Jew of Portuguese descent, set forth 
his monistic metaphysics in his Ethica, pub­
lished just after his death. For Spinoza there 
is just one substance which may be called 
either God or Nature, for it answers to the 
implications of either word. Thus it exists 
necessarily, is in some sense perfect, and is an 
appropriate object of religious emotion, 
while all natural phenomena are processes 
within it. All other things are 'modes' of the 
one substance. Thus the existence of a finite 
thing like a person or tree consists in the fact 
that the one substance is qualified in a certain 
way. All this Spinoza professed to prove very 
roughly as follows. 

l. The essence or nature of a substance is 
constituted by its 'attributes'. Now a sub­
stance specified as possessing all possible 
attributes must exist. (a) For anything which 
either does or does not exist must do so either 
of its own nature, thus necessarily, or through 
the agency of something else. (This is the 
point most likely to be challenged by modem 
critics.) In the case of a substance with the 
richest conceivable essence it would be 
absurd to suppose that its existence or non-
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existence was externally determined, so a 
substance with an infinitely rich essence 
either must exist or must fail to exist of its 
own nature. But to suppose that an infinitely 
rich nature stopped a thing existing would 
be absurd, so the substance with the maxim­
ally rich essence must exist necessarily. 
(b) Moreover, we know empirically that 
something exists. Now granted something 
exists, then something must exist of its own 
nature, else the existence of every single 
thing would be determined by the existence 
of something else and there would be no 
explanation of why anything existed at all. 
But granted that something exists of its own 
nature, it would be absurd if the thing with 
the richest nature did not. This necessarily 
existing substance with the richest conceivable 
essence is God or Nature. 

2. The next thing to be shown is that God 
is the 011/y substance. Now one thing is 
distinguishable from another thing either by 
its essence (what it essentially is) or by its 
modes or accidents (what it does or suffers) 
for all truths about a substance must concern 
one or other of these. However, one sub­
stance cannot be distinguished from another 
solely by its accidents, for they must be 
distinct 'already' to do or suffer different 
things. (This oddly anticipates later argu• 
ments for 'bare particulars' which cannot be 
distinguished from each other merely by their 
properties for they must 'already' be different 
if they are to have different properties. But 
for Spinoza it is substances, each the 
actualization of its own unique essence, 
rather than 'bare particulars' which are in 
question.) So any two substances must have 
distinct essences. Now we have seen that 
there is a substance with an essence compris• 
ing all attributes, therefore no other sub­
stance could be distinguished from it by its 
possession of a different attribute, for God 
possesses all attributes. It follows that there 
cannot be another substance, since sub­
stances cannot be distinguished by their 
modes. 

An objector may well ask why the distinc­
tion between God and another substance 
sharing an attribute with him may not rest on 
the fact that the other substance lacks attri• 
butes which God possesses. Spinoza needs 
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another axiom or theorem here to the effect 
that there cannot be essences constituted by 
partly, but not wholly, the same set of attri• 
butes. And, in fact, he had the resources to 
establish this. For he has defined an 'attri­
bute' as 'what the intellect perceives of a 
substance as constituting its essence' and 
could argue that there could not be two 
essences such that the same attribute might 
be conceived as constituting either. So, since 
one attribute in common applies all attributes 
in common, and since God necessarily exists 
with all the attributes, there cannot be any 
other substance. 

Spinoza holds that although there is an 
infinite (in what sense has been disputed) 
number of attributes constituting the essence 
of this one substance, we know of only two, 
thought and extension. The precise sense in 
which for Spinoza an attribute is what the 
intellect perceives as constituting the essence 
of a substance is much debated. On the 
'subjective' interpretation they are different 
ways in which the mind conceives the same 
hidden essence, so that extension and 
thought are the same thing perceived dif­
ferently. This interpretation is usually re­
jected now as anachronistically Kantian in 
making of the essence an unknown nou­
menon of which space and thought or mind 
are phenomenal versions. Certainly it would 
make Spinoza's position incoherent, for 
thought or mind would both be a misleading 
appearance of that common essence and the 
reality which misperceived it. At the other 
extreme is an 'objective' interpretation for 
which the essence of substance is simply the 
compound of all the different attributes. But 
this does not give Spinoza the principle, 
which he certainly needs, that one attribute in 
common implies all in common, and does not 
accord with his tendency to equate essence 
and attribute at times. This contributor's 
opinion is that each attribute is the essence 
grasped in a different way, but in a way which 
does justice to, rather than hides it. Just how 
the same essence can properly be grasped as 
either thought or extension (and perhaps in 
other ways by other minds) is, of course, 
problematic, but not necessarily impossibly so. 

Spinoza does not deny all plurality. Dis­
tinct finite things certainly exist, but they are 
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modes of the one Substance, each of them 
intelligible (with enough knowledge) either 
as a physical or as a mental ( or at least 
'thought') unit. Human beings are thus 
psycho-physical 'modes' of the one psycho­
physical substance. 

Spinoza's view of the doings and sufferings 
of such modes is uncompromisingly deter­
minist. The necessary nature of the one 
Substance settles what the laws of nature are, 
and the doings of modes follow on each other 
according to these laws with strict necessity. 
Thus there are two sorts of necessity. (a) The 
essence of the one substance, and what 
immediately follows from it (the general 
unchanging structure and laws of nature), are 
necessary in an absolute way. (b) An event at 
the level of modes is necessary in the different 
sense that at every moment of infinite past 
time it was already settled that that event 
would occur, in virtue of conditions then 
holding plus the laws which follow from the 
one substance's essence. Without some addi­
tional premisses, doubtfully available to Spin­
oza, this does not quite make this world the 
only possible world, as Spinoza perhaps 
intended, but it does make every event 
necessary in a very reasonable sense of the 
word. 

Spinoza sometimes seems a nominalist 
about universals. Certainly he holds that 
words for types of thing at the level of 
ordinary classification do not point to any­
thing one and the same present in each 
instance, and that all such words therefore 
have what we would now call 'open texture'. 
But it seems that he thought that a deeper 
scientific understanding of the world would 
be by way of concepts which express certain 
basic pervasive structures of reality which 
figure as universals found in its every part or 
'mode'. 

The basic explanation of the behaviour of a 
mode, in particular a human being, is that it 
has a certain inbuilt conatus or tendency to 
persist in being with its individuating essence. 
What it does in any particular case is what is 
required if it is to have the best chance of 
survival. Interpreted in terms of the attribute 
of thought, a human 's activity consists in his 
keeping those ideas going which present him 
to himself as surviving and prospering to the 
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maximal extent the environment allows. But 
these ideas may either be confused, in which 
case he will both feel himself and be the 
victim of circumstances, or adequate, in 
which case he will both feel himself and be a 
doer who enjoys making the most of cir­
cumstances and understanding them well. 
The conatus explanation of behaviour is still 
by reference to the eternal nature of sub­
stance, with its implied laws of nature, since 
the conatus precisely is one particular speci­
fication of the pervasive structure of things 
which these impose. Spinoza's ethical views 
are an application of this basic claim to 
problems of human life and an attempt to 
make them active as adequate ideas in the 
reader. 
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TIMOTHY L. S. SPRIGG£ 

States of Affairs 
Within a speech act of asserting or a mental 
act of judging, a distinction can be drawn 
between two components: the particular act 
and its asserted or judged content. One 
cannot assert or judge without asserting or 
judging something. Besides the speech act 
indicating device or the psychological mode 
there necessarily is a representational con­
tent specifying what it is that is asserted or 
believed to be the case and so claimed or held 
to be true. In the cases of asserting and 
judging (and their variants) this content is 
always propositional, that is, it has the 
peculiar nature of a complex that represents 
both one or more things and a manner in 
which the intended things are conceived of. 
To take a simple example, in asserting or 
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judging that Socrates is a philosopher. one 
thinks of Socrates in particular and of philo­
sophers in general and does so in the syncat­
egorematic way of predicating one or the 
other. What is represented, then, is not 
things as such, but how things are: a state of 
affairs or a Sachverhalt. Moreover, such a 
state of affairs, communicated through a 
declarative sentence as meant and under­
stood in a given situation and conceived of in 
the corresponding judgement, is something 
that can remain the same content of quite 
different particular acts of asserting and 
judging, either of the same person or of 
several persons. 

Given that in asserting or judging one 
necessarily has before the mind a more or less 
specific state of affairs, the question arises of 
how the grammatical complement in such a 
phrase as 'thinking (of) a state of affairs' is to 
be interpreted. One way of taking it is as an 
internal accusative, like in 'dancing a dance' 
or'signalling a signal'. On that view, the state 
of affairs concerned is not a kind of separate 
entity that is external to the act of conceiving 
and capable of existing even if there were no 
minds or language-users at all, but rather an 
internal structure and adverbial modification 
of the act as it is performed: one thinks-in-a­
Socrates-is-a-philosopher-way. as one might 
dance a waltz or waltzily. Others - known as 
the logical realists - are of the opinion that 
especially the identity and the objective 
character of the states of affairs towards 
which various acts of judging and asserting 
can be directed is guaranteed only if it is 
assumed that a state of affairs has a peculiar 
kind of being of its own. independently of 
incidental acts of becoming aware of it. There 
are states of affairs whether or not they 
happen to be grasped by mental or linguistic 
devices; and when they are made the object 
of the appropriate ways of capturing them, 
what goes on is comparable, for instance, to 
the situation in which the same ball is caught 
by different people at different times. 

Obviously. these two ways of interpreting 
the phrase ·thinking ( of) a state of affairs' 
have very different ontological implications. 
In all probability such thinkers as Bernard 
Bolzano, Gottlob Frege, and Alexius 
Meinong were prompted to introduce ab-

STATES OF AFFAIRS 

stract states of affairs - called Siitze an sich, 
Gedanken. and Objektive - which are inde­
pendent of any mental or linguistic activities 
by the desire to free their logical properties 
and relations of the adventitious and irrel­
evant circumstances of particular acts of as­
serting and judging. It may be asked, how­
ever, whether the same result cannot be 
reached without positing a special category of 
entities whose status seems to many to be at 
best rather obscure. In conformity. for in­
stance, with the approach defended by N. 
Rescher ( 1979), the mind-dependent nature 
of states of affairs might be rendered plaus­
ible by emphasizing that there are not only 
actually conceived and formulated states of 
affairs, but also merely conceivable ones, 
which, as potential products, derive their 
ontological credentials from the existence of 
minds and their functional capabilities and of 
language systems that in principle provide the 
means of constructing an infinite variety of 
possibilities, many of which will never be 
actually conceived or expressed. On that 
account, the ontological problem is reduced 
to more manageable questions about the kind 
of being that is typical of mental and linguistic 
operations and their actual or potential up­
shots and about the constraints that have to 
be put on them from the viewpoint of the 
logical roles they are to play. 

Normally, the states of affairs that form the 
propositional content of acts of asserting and 
judging are claimed or held to be true. 
Whether they indeed are true depends upon 
the answer to the further question of whether 
or not the truth-conditions that are deter­
mined by the specific conceived state of 
affairs are satisfied. In other words, the claim 
that a certain conceived state of affairs or 
proposition has the property of being true can 
be justified only by producing evidence that 
the very same state of affairs is a fact. Now 
the word 'fact' has several shades of meaning, 
often in opposition to such words as •fiction·, 
'theory' , or ·value'. But even in the context 
that is relevant here, facts have been under­
stood in widely different ways. Some philo­
sophers, notably J. L. Austin (1961), simply 
identify them with such items in the world as 
phenomena, events, or situations. On the 
other hand, linguistic and other objections to 
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that position have led adversaries to contend­
ing that facts are nothing but true pro­
positions. As that opposite view has its own 
implausibilities, it seems more promising to 
look for an elucidation that situates facts 
somewhere between those extremes. First of 
all, there is no compelling reason to suppose 
that the great variety of states of affairs that 
can be framed in thought and speech by 
applying the syncategorematic devices pro­
vided by the systems underlying them has in 
every case an exact one-to-one correlate in 
the world. On the contrary, it is arguable that 
the relationship between the propositional 
contents constructed and the world at which 
they are aimed is of a far more complicated 
nature. Roughly speaking, each type of pro­
positional content includes its own set of 
truth-conditions and thereby points the way 
to the application of a more-or-less intricate 
complex of rules that determine how things 
are required to be and what the world is to be 
like in order that the truth-conditions can be 
deemed to be satisfied. If the world proves to 
be such that all the requirements inherent in 
the propositional content are met, the state of 
affairs in question is both a fact in so far as it is 
recoverable by the appropriate procedures in 
the actual world and true in so far as it is 
entertained by the mind and expressed in 
language. One might also say that then one 
and the same state of affairs has a twofold 
kind of being: as a representation that is a 
certain modification of acts of asserting and 
judging and as what the world is like when it is 
scrutinized along the lines indicated by the 
representation. 

Among the advantages yielded by this 
view, three in particular stand out. To begin 
with, it accounts for the familiar datum that 
the same that-clause is used as the subject of 
both' ... is true' and' ... is a fact'. Further, it 
becomes comprehensible how one can speak 
of the states of affairs meant by, for instance, 
negative, existential, universal, conjunctive, 
disjunctive, and conditional sentences as 
facts without thereby committing oneself to 
an ontological doctrine according to which 
such facts are considered to be part of the 
furniture of the world in the same sense as, 
for example, particular things and events may 
be regarded as being given out there. Third, 
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on this approach it is relatively easy to explain 
how there can be, besides revealed and 
known facts, also facts that have never been 
thought of or formulated and will perhaps 
never be brought to light. The conceptual 
capacities of the human mind and the descript­
ive machinery of language contain, in addi­
tion to actual products, an unlimited amount 
of potential propositional constructions. each 
with its own truth-conditions. These dormant 
representations of states of affairs are yet of 
such a nature that at least some of them fitthe 
actual world: if they were conceived of, they 
would be found to be true. Statesofaffairs,as 
they are both actually conceived of and 
merely conceivable within the possibilities 
made available by the resources of thought 
and language, may be likened to questions 
that are put to the world. The positive or 
negative answer is given by what the world is 
like when looked at according to the require­
ments laid down by the question. 
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of Cilium. 

Stout, G. F. 
George Frederick Stout (1860-1944) began 
his academic career in 1884 in Cambridge, 
where he had studied classics and philosophy. 
He held posts at Aberdeen and Oxford and in 
1903 became professor of logic and meta­
physics at St. Andrews, a post which he held 
until his retirement in 1936. From 1891 until 
1921 he was editor of Mind, which became 
during this period the most important British 
philosophy journal. 

Stout's first book was his Analytic 
Psychology (1896). Stout had been taught by 
James Ward (1843-1925) and here reiterated 
Ward's criticisms of the associationist tradi­
tion that had long been dominant in Britain. 
In its place, Stout introduced Franz 
Brentano 's thesis that all mental states in­
volve reference to an object. Indeed Stout's 
book was the primary vehicle for the importa­
tion into British psychology and philosophy 
of Brentano's ideas, which he extended by 
developing a version of the familiar act/ 
content/object conception of mental states. 

Stout's next, and most successful, book 
was his Manual of Psychology (1899, 5th ed. 
1938). He here stressed the reality of the 
'sensa' we experience in perception, but 
rejected Lockean representative theories of 
perception. His view was that these sensa are 
the contents of perceptual acts and essentially 
include reference to an object. In developing 
his account of this reference to an object in 
perception, Stout stressed the role of the will: 
his thought was that in bodily activity we 
encounter the resistance of things, thereby 
forming the idea of an external world, which 
is then enriched through attention to percep­
tual experiences. Stout cites with approval 
the view of Spinoza that "ideas are not dumb 
pictures on a tablet, but specific modes of the 

STRAWSON, P. F. 

primary conatus which constitutes our 
being". Again following Spinoza. Stout re­
jected both Cartesian dualism and material­
ism. In their place he proposed a conception 
of the mind as the embodied self. and held 
that we encounter our bodies in two different 
ways, objectively, as material objects like 
other material objects and subjectively, as 
our means of perception and action. Stout 
never worked this idea out in any detail, but it 
has similarities with the position later ad­
vanced by Maurice Merleau-Ponty. The out­
come of all this is an eclectic philosophical 
psychology, similar in some respects to the 
positions advanced by the Austro-German 
school and the phenomenologists, but in­
formed throughout by a dose of Scottish 
commonsensism and a thorough knowledge 
of empirical psychology. 

In addition to his psychological works. 
Stout published many papers on straight­
forward philosophical topics. His most 
famous concerns particulars and universals. 
He here advances the view that universals 
should be regarded as classes of "abstract 
particulars", the qualities of particular things 
which form the basic ontological category, 
persisting substances being themselves 
spatio-temporal composites of these par­
ticulars. Stout's position was famously criti­
cized by G. E. Moore, but has recently come 
back into favour. 
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Strawson, P. F. 

Peter Strawson was born in 1919. He received 
his BA from Oxford in 1940, served in the 
wartime military forces for six years, and 
returned to Oxford in 1947 to begin a distin­
guished career. His importance lies in his 
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continuing concern with the relations be­
tween the systems of formal logic and the 
logical features of ordinary language, and his 
consequent interest in perennial meta­
physical questions. 

Paradigmatic of his concerns within the 
philosophy of language is his criticism ("On 
referring", 1950, and Introduction to Logical 
Theory, 1952) of Bertrand Russell's theory of 
definite descriptions. For Russell, every 
sentence is true, false, or meaningless. 
Consider 'The king of France is wise'. For 
Russell, that sentence is false, and therefore 
meaningful, if there is no king of France: 

',(3x)(fr)' entails 
',(3x)[fr & (y)(fy::lx=y) & gx]'. 

Strawson's counter-proposal distinguishes 
sentences from statements made using sen­
tences. 'The king of France is wise' is a 
meaningful sentence just because there are 
possible circumstances in which its use would 
result in a true or false statement. Its present 
use as a statement is neither true nor false, 
since its presupposition that there is a present 
king of French is false. Strawson thus clearly 
wishes to distinguish presupposition from en­
tailment. 

Individuals (1959) is concerned with the 
identification and reidentification of particu­
lars. Strawson argues that enduring mater­
ial bodies located in a public spatio-temporal 
frame are the basic particulars which make 
possible our identifying references to particu­
lars of all other classes. He also argues for 
the primitiveness of the concept of a person: 
states of consciousness are ascribed to the 
very same thing as are corporeal character­
istics. Strawson supports this 'descriptive 
metaphysics' linguistically by asserting a per­
sistent link between the particular-univer­
sal distinction and the subject-predicate 
(reference-predication) distinction. Thus the 
subject expression 'John' presupposes some 
empirical fact identifying a particular, and is 
to that extent complete. In contrast, even 
such a 'universal-cum-particular' predicate 
expression as 'is married to John,' taken as a 
whole, has no such presupposition of its own, 
and is incomplete. Strawson finds here an 
additional depth in Gottlob Frege's meta-
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phor of the saturated and unsaturated con­
stituents of a sentence. 

In The Bounds of Sense (1966), Strawson 
seeks to disentangle within Kant's First 
Critique the general doctrine of metaphysical 
idealism from Kant's specific arguments in 
the Analytic and Dialectic. The Analytic 
cogently holds that there is an explicable 
conceptual framework which provides the 
essential and limiting features presupposed 
by all our empirical enquiries. The Dialectic 
then provides a demolition of the illusions 
built upon those ideas for which no empirical 
conditions can be supplied. For Strawson, 
these arguments survive their separation 
from Kantian idealism. Strawson finds this 
idealism inconsistent because he thinks that it 
claims both that the general features of our 
experience have their sole source in our 
cognitive constitution and that we are af­
fected by an unknowable noumenon. 
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Structuralism 
The Hylomorphist Problem of Whole and 
Parts. Structuralism is the name given to a 
specific treatment of a traditional problem, 
that of the relations of dependence between a 
whole and its parts. 

Generally, the structure of a whole pre­
supposes that the whole is organized, and 
that the parts are 'organically' connected by 
relations. The theoretical problem arises 
when the organized whole is not reducible to 
the interactions of its components, i.e. when 
a 'systemic' organization and regulation exist 
making the whole more than the sum of the 
parts. The problem then becomes that of the 
ontological status and of the type of object­
ivity of the phenomena in question - called 
·structures'. 

It is impossible to think theoretically about 
the concept of structure without a conceptual 
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framework which in one way or another 
appeals to a neo-Aristotelian hylomorphic 
ontology. If a structure is no longer causally 
reducible to the physical interactions of its 
material constituents. it becomes identified 
with something like a relational form of the 
organization of a substrate. As a relational 
form. it is therefore an ideality and the whole 
difficulty lies in understanding how it can 
emerge from the substrate where it is materi­
ally realized. In treating it theoretically. 
therefore. one inevitably runs into the philo­
sophical alternative between realism and 
nominalism. The nominalist will see struc­
tural connections in terms of mere relations 
of meanings (possibly realized psychologic­
ally). The realist will counter with relational 
substamial accide/1/s in the things themselves. 
In modern times it is the nominalist viewpoint 
that has largely prevailed. 

The Genealogy of Structuralism. There 
is a philosophical genealogy of structuralism 
which can be very briefly summarized as 
follows: 

I. In Leibniz. there are still two com­
peting ontologies. one which is Aristotelian 
(monadological). and another which is physic­
alist (mechanistic). The former. we might 
say. reflects an attempt to come to terms with 
the dynamics of interiority. The latter. in 
contrast. flows from a more objective stand­
point in relation to what is exterior. It 
represents a mechanistic-atomistic point of 
view according to which bodies are mere 
aggregates and secondary qualities are mere 
subjective-relative appearances. If. then. 
one wants to capture structural and quali­
tative phenomena other than as simple 
psychological projections. then one must. 
Leibniz affirms. move beyond the atomistic 
standpoint and again appeal to the Aris­
totelian concepts of s11bsta111ial form and 
e111elec/1y. Leibnizian substantial forms are 
internal dynamic principles of individuation. 
stability. and organization. Their function is 
to account for the way in which a material 
substrate can become the ·subject' of per­
ceptible and predictable accidents and 
qualities. 

2. With Kant. the category of rnbstance is 
reinterpreted in a way that shatters the 
Leibnizian ontological duality and banishes 
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definitively the neo-Aristotelian element. As 
Kant explains in his Critique of Judgement. 
biological organization (which he calls the 
·objective internal finality' of organized 
beings) is not available to mechanistic object­
ivity. which is the only genuine objectivity. 
Although empirically real. biological organ­
ization is not truly objective. It cannot be 
captured by any determinalll concepts but 
only by the noumenal •idea' of totality. But 
for transcendental reasons. it is impossible 
for any noumenal idea to be unfolded spatio­
temporally. which is to say phenomenally. 
This is why the morphological organization of 
the sensible world remains an "unfathomable 
abyss" and a "mystery of reason". as Kant 
expressed it. 

3. After Kant. Naturphilosophie and vital­
ism would each infringe upon this verdict and 
attempt. after the fashion of Leibniz. to 
rehabilitate a certain type of Aristotelianism. 
This is especially in the case of the Goethe of 
the Metamorphosis of Plams. who sought for 
half a century to understand how an ·a priori 
principle of entelechy' - an internal organiz­
ing dynamic principle - could unfold itself 
spatio-temporally and. in so unfolding. gen­
erate morphologies. For Goethe (174'}-1832). 
inspired here by the speculative idealism of 
F. W. J. Schelling ( 1775--1854). entelechy is 
an inlllitive concept in which an intelligible 
entity becomes concrete and perceptible (all 
of which is a heresy for Kant). It is with 
Goethe that there first appears a dynamical 
structuralism of the sort that is carried on 
both by semioticians like Charles S. Peirce 
and by vitalist embryologists like Hans 
Driesch (1867-1941). d'Arcy Wentworth 
Thompson. and Hans Spemann. and culmin­
ating in the work of C. H. Waddington and 
Rene Thom in our own day. 

The importance of this tradition for struc­
turalism is not to be underestimated. Thus. in 
his last work. Claude Levi-Strauss confessed 
that it was ·neither to logicians nor to lin­
guists that he owed the central structural 
concept of transformation. but rather to 
d'Arcy Thompson. 

It was an illumination. so much so that I would fast 
realize that this way of looking at things was part of 
a long tradition: behind Thompson there was 
Goethe's botany. and behind Goethe. Albrecht 
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Dilrer with his Treatise 011 the Proportio11 of the 
H11ma11 Body (Levi-Strauss, De Pres et de Loi11. 
Paris, 1988). 

4. This said, it must be remarked that 
Nalllrp/rilosop/rie and vitalism have, like 
Aristotelianism, been robbed in turn of their 
scientific status. Their proscription led to a 
resumption of work on the problem of the 
relations between wholes and parts on a 
different basis. After Franz Brentano devel­
oped the principal Aristotelian themes once 
again in his psychology, Gestalt t/reory became 
responsible for one of the main revivals of 
the problem. Unlike sensationalistic atomism 
and associationism, Gestalt theory gives 
priority to perceptual organization. In Gestalt 
theory perceptions are not reducible to re­
lations among atomic sensations. They are 
dynamic, organic, holistic, and individuated 
'complexes' possessing 'qualities' and 
'moments' that cannot be explained by 
reductionist techniques. 

5. The other essential revival was, of 
course, that of phenomenology. Here the 
question of structures is connected to a new 
doctrine of objectivity, i.e. to the objectivity 
of the logical structures of formal ontology 
(cf. the analysis of whole/part relations in 
Edmund Husserl's third Logical Investigatio11 
and in the collection Parts and Moments, 
Munich, 1982). 

What, then, is the nature of the objectivity 
of structures? Here we can distinguish four 
principal options: vitalist naturalism, semi­
otics a la Peirce. Gestalt psychology, and a 
formalist psychology, i.e. a representational­
ist and symbolic mentalism of Fodorian type 
according to which there exists an internal 
formal language, a 'language of thought' or 
'mentalese •. In certain thinkers such as 
Maurice Merleau-Ponty there is even an 
attempt to synthesize these four alternative 
objectives (cf. for example Se11s et No11-se11s, 
Paris, 1948). Merleau-Ponty's structuralism 
starts out from a phenomenology of per­
ception and ends up in a progressive recon­
stitution of the old idea of Nat11rphilosop/rie. 

Contemporary Structuralism. Structural­
ism itself consists in the theoretical reflection 
on symbolic and semiotic structures in general 
and on la11g11age in particular. After the 
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revolutionary work of Ferdinand de Saussure 
(1857-1913), the work of the Prague Circle 
on p/ro11ology played a particularly important 
role in establishing the bases of the new view. 
When studying a phonological system, a 
distinction must be made between the phon­
etic 'matter' of the sounds of the language 
(audio-acoustic in nature) and the phono­
logical 'value' (which is properly linguistic). 
Sounds can vary continually. But they group 
together in eq11ivale11ce classes- in categories 
- and it is this discriminating categorization 
with regard to the audio-acoustic continuum 
which defines the phonemes. Without this 
categorization, the phonetic flux could not 
serve as a substrate for the phonological 
code. So a distinction between the phonetic 
s11bsta11ce and the phonological form clearly 
appears. This phonological form is abstract. 
It makes it possible for us to discriminate 
between sound differences which are phono­
logically (i.e. linguistically) pertinent (for 
example, the contrast in voicing between the 
occlusives [b)/[p] is pertinent in English [gib) 
~ [gip), but when in the final position it is not 
pertinent in German [gib] = [gip)). This is 
what is called a system of discriminant differ­
ences, or of distinctive features. The phono­
logical form is 'realized', like an Aristotelian 
µopcprj, in the sound substance. Structuralist 
theories accord it ontological autonomy. 
Those of Roman Jakobson (1896-1982) and 
Louis Hjelmslev (1898-1965) can be cited 
here (cf. J. Petito!, Les Catastrophes de la 
Parole, Paris, 1985). 

The structuralist approach has proved 
fundamental also in the area of syntax. 
Linguistic sentences characteristically in­
volve constituents co-ordinated by certain 
syntactic relations. But the latter enjoy 
certain semantic roles or grammatical rela­
tions which must be accounted for as ideal 
relational structures giving form to the under­
lying substance. 

Following considerable progress made in 
the various areas of linguistics through the 
use of structuralist methods and concepts, 
structuralism has developed extensively in 
the social sciences, in particular in anthro­
pology with the work of Levi-Strauss, and in 
semiotics with the work of Louis Hjelmslev, 
Vigo Br0ndal, and Algirdas Julien Greimas. 
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Morphodynamical Structuralism and the 
'Physics' or Meaning. However successful 
this classical structuralism may have been, 
the problem of the mathematization of struc­
tures has been left wide open. This problem 
began to be genuinely tackled only after 
Rene Thom succeeded in developing dy­
namical models of morphological structures 
and morphogenetic processes. This is under­
standable since, as we saw, structuralism 
is genealogically grounded in Aristotelian 
hylomorphism and the morphodynamical 
structuralism developed by Rene Thom and 
his collaborators furnished the first math­
ematical models of structures able to do 
justice to the fact that the contents of the 
latter are, contrary to what is usually believed, 
topological and dynamical - not logical 
and combinatorial. They are impossible to 
mathematicize without recourse to a position 
geometry. Any value in the structuralist sense 
of the term is a positional value in a certain 
space. What is more, Thom's morphody­
namical schematism shows that this topo­
logical and dynamical content is compatible 
with the mathematical theories of physics. This 
provides a way of overcoming the traditional 
opposition between matter and form by identi­
fyiog the relational form of structures with the 
organizational morphology of their substrates. 

Thus for the first time in the modern era a 
mathematical theory of the concept of sub­
stance can be developed which gives a way of 
unifying naturalist-vitalist and phenomeno­
logical-formalist points of view within the 
framework of a neo-Aristotelianism that is 
compatible with physical objectivity. Such is, 
undoubtedly, the deep metaphysical mean­
ing of the scientific revolution brought about 
by modern theories of organization. Within 
this new theory of substance, a physics and a 
semiotics of organization combine. This is 
why dynamical structuralism opens the way 
to a 'Semiophysics' or 'Physics of Meaning'. 

See also: Mathematical Structures; Meta­
physics VI. 
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Stumpf, Carl 

Carl Stumpf (1848-1936), Franz Brentano's 
first distinguished student, and the inspirer of 
the Berlin School of Gestalt Psychology, 
studied in Wiinburg with Brentano and in 
Gottingen with Rudolf Hermarm Lotze under 
whose direction he obtained his habilitation 
in 1870. An early interest in the concept of 
substance provided material for his first book 
on the psychological origin of our representa­
tion of space (1873). This led to a chair at 
Wiinburg in the same year. In this early work 
Stumpf criticized Kant's claim that colour is 
one-sidedly dependent on perceived exten­
sion, and argued for a two-sided dependence 
relation, a special case, he held, ofthe "meta­
physical relation" which holds between the 
accidents of a substance. 

Stumpfs interest in music and in the 
foundations of psychology led to his major 
work on the psychology of sound (Ton­
psychologie, Leipzig, 1883-90). Stumpf said 
later of the To11psychologie that it "should 
not be considered as a phenomenology of 
sounds but as a description of the physical 
functions provoked by sounds". The main 
problem dealt with in the book is our recog­
nition of auditory patterns and their ele­
ments. Stumpf introduces the notion of 
sensory judgement, meant to cover the cases 
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of measurement of tonal distance, and of 
comparison of auditory sensory contents, and 
soon describes certain regularities in our 
judgements about simultaneous or successive 
presentations of sounds, in which a major 
role is played by the phenomenon of Ver­
sc/1melzung, the relative fusion shown by 
simultaneous sounds. This concept is used to 
explain the phenomenon of consonance: the 
more a chord is heard as fused, the more it is 
judged as consonant, and the octaves are the 
most consonant intervals in virtue of their 
high degree of fusion. 

Stumpfs appeal to Verschmelz1111g in the 
Tonpsychologie oscillates between psycho­
physical and phenomenological considera­
tions; the latter in particular are still a 
valuable source of inspiration for philo­
sophers interested in sound. Stumpf insisted 
on the importance of experimental work, 
which he pursued in Wiirzburg and later in 
Prague (1879-84) where his colleagues in­
cluded Anton Marty, Ewald Hering (1834-
1918), and Ernst Mach. A long friendship 
with William James also began during this 
period. 

In his lectures at Halle (1884-9) he used for 
the first time in 1888 the term Sachverhalt to 
designate the content or correlate of an act of 
judgement. It was in Halle also that he met 
Edmund Husserl, who was first his student 
and then his colleague. From Munich ( 1889) 
Stumpf moved to Berlin (1894) where he 
received a substantial grant in order to 
develop the psychological institute, where a 
number of psychologists such as Max Meyer, 
Erich M. von Hornbostel, Gustav Johannes 
von Allesch, Felix Krueger, and later Wolf­
gang Kohler, Kurt Koffka, and Max Wert­
heimer worked. Stumpfs subsequent work is 
divided between descriptive psychology, 
experimental research largely in the area of 
acoustics, and a series of contributions to 
general philosophy. 

Stumpf distinguished his concept of 
phenomenology from that of Husserl, whose 
theory of intuition of essences he never 
accepted. His methodological orientations 
("Zur Einteilung der Wissenschaften", 
Abhand/ungen der koniglichen preussischen 
Akademie der Wissenschaften, 5, 1907, pp. 
1-97) are based on a three-way distinction 
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between human sciences, natural sciences, 
and proto-sciences (Vorwissenschaften). 
Human and natural sciences deal, respect­
ively, with phychical functions and physical 
objects. So, for instance, neurophysiology is 
a natural science, psychology is a human 
science in so far as it deals with psychical 
functions of low complexity, phenomenology, 
as well as eidology ( the science of values, 
concepts, Sachverha/te) and the theory of 
relations, are proto-sciences. The latter are 
'neutral' in the sense that they can relate to 
objects taken from all spheres. 

Stumpf developed an interdisciplinary 
way of doing descriptive psychology, paying 
continuous attention to empirical results. In 
his "Uber Gefiihlsempfindungen", Zeitschrift 
f11r Psycho/ogie, 44, 1907, pp. 1-49, he de­
fends a distinction between emotions and 
emotional sensations ( Gef11h/sempfindungen, 
sensations of feeling). An emotion is based 
upon a judgement and is directed to some 
state of affairs; sensations of feeling are a 
particular class of sensations, not reducible 
to simple sensations. In his "Erscheinungen 
und psychische Funktionen" (Abhand/imge11 
der koniglichen preussischen Akademie der 
Wissenschaften, 4, pp. 1-40) he stresses the 
relative independence of appearances 
( Erschei111111ge11) and psychical functions. 
The former are the contents of sensory 
perception or memory; the latter are acts, for 
example of judgement, desire, noticing. 
Appearance and function can vary independ­
ently of each other. Gestalten, aggregates, 
values, and Sachverhalte are neither appear­
ances nor functions, but the contents of 
functions. 

Stumpf repeatedly criticizes the neglect of 
psychological evidence in the Kantian epi­
stemological tradition, denouncing its main 
thesis that there is a unification of dispersed 
contents (he refers to such putative unifica­
tion as "psychische Chemie") and express­
ing the principle that "something cannot be 
epistemologically true and psychologically 
false" ("Psychologie und Erkenntnis­
theorie", Abha11dh111ge11 der bayerischen 
Akademie der Wissenschaften, 19, 1892, 
p. 482). 

In his posthumously published masterpiece 
Erke1111111islehre (Theory of Cognition, 1939--
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40), he seeks to explain the source of our 
fonnal concepts such as 'being' or 'necessity'. 
Here he develops a broadly Brentanian intu­
ition, that these concepts "do not originate 
from internal perception in the old Lockean 
sense, but from presentations of determinate 
properties of (psychological] structures". The 
wide range of aggregations and combinations 
of appearances gives Stumpf enough material 
to develop a structural account of the possible 
meanings of formal concepts, which are 
mirrored in the psychological structures. 

In the second part (on immediate know­
ledge) he criticizes, again, Husserl's concep­
tion of phenomenology, accepting regional 
phenomenologies but denying the possibility 
of a pure phenomenology. He then refines 
conceptually the notion of Gestalt, classify­
ing Gestalten as strong/weak, divisible/ 
indivisible, persistent/non-persistent, simul­
taneous/successive, and developing a de­
tailed account of temporal Gestalten. Stumpf 
objects to the conception of the Berlin 
School, according to which Gestalten are 
primary, both ontologically and phenomeno­
logically, with respect to their parts and to 
single sensations. He holds, on the contrary, 
that even when a single content appears to 
change in different configurations, the 
change just affects the functional role of the 
content and not the content itself. 

By continuously appealing to immediate 
experience, Stumpf was forced to revise some 
of the main concepts of the empiricist tradi­
tion, to which he belongs. A substance can­
not be considered as a bundle but is rather a 
unity of qualities. Moreover, we can directly 
perceive causation, both in our acts and in the 
perceived world. His philosophy. as well as 
his psychological investigations, is thus an 
important contribution to our general under­
standing of structured wholes. 
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Suarez, Francisco 
Francisco Suarez, Spanish philosopher and 
theologian, known as 'Doctor Eximius', was 
born in Granada on 5 January 1548, at a time 
when Spain was at the height of its imperial 
power. At an early age, he chose an ecclesiast­
ical career and went to Salamanca to study 
canon law. There he requested admission 
into the Society of Jesus. At first his applica­
tion was refused, since neither his health 
nor his intellect were considered strong 
enough to withstand the pressures of the 
order. After repeated insistence, he was 
allowed to join the society in the year 1564. 
Between 1566 and 1570 Suarez studied 
theology, and at the end of that period he 
began a teaching career that took him to 
several of the most famous academic insti­
tutions of his time, located in Segovia, 
Valladolid, Rome, Alcala, Salamanca, and 
finally Coimbra, where he was appointed to 
the chair of theology by Philip II in 1597 and 
where he taught until 1615. He died in Lisbon 
on 25 September 1617. 

Suarez's published works fill twenty-eight 
large volumes. His first work, De incar­
natione verbi, appeared in 1590 and a steady 
stream of publications in the areas of meta­
physics, theology, and law followed. His 
most important metaphysical treatise, the 
Disp11tationes Metaphysicae, first published 
in 1597, earned Suarez his reputation as the 
greatest of scholastic authors after Thomas 
Aquinas, and underwent twenty editions 
within a few years of its publication. Indeed, 
many modern philosophers, from Rene 
Descartes to Arthur Schopenhauer (1788-
1860), and including such important figures 
as Leibniz, Spinoza, Christian Wolff, George 
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Berkeley. and Giovanni Vico (1668--1744), 
learned metaphysics from them. It was only 
in the 19th century, with the decrease of 
logical rigour in philosophy made fashionable 
by the German romantics and the rise of 
Thomism among Catholic theologians and 
philosophers, that the influence of Suarez's 
Disputations waned. 

The philosophical and historical import­
ance of the Disp11tarions derives in part from 
the fact that it is the first systematic and 
comprehensive treatise on metaphysics pro­
duced in the West that is not a commentary 
on Aristotle's Metaphysics, and also that it 
contains and summarizes the metaphysical 
thought of 1500 years of Patristic, medieval, 
and scholastic speculation. The fifty-four 
disputations cover practically every meta­
physical topic, from the nature of meta­
physics to the ontological status of mental 
entities. 

There are several areas where Suarez is 
thought to have made major contributions to 
metaphysics: the nature of metaphysics and 
the concept of being, individuals, universals, 
relations, the distinction between essence 
and existence, prime matter, modes, proofs 
for God's existence. and privations and non­
beings. Here I shall comment on only the first 
four of these ideas. 

Metaphysics and the Concept of Being. 
Suarez defines metaphysics as "the science 
that considers being in so far as it is real 
being'' (ens in quail/um ens reale) (Met. Disp. 
II, s.1, 26 and s.3, !). He rejects the views of 
metaphysics that include purely accidental 
and conceptual being in its object and argues 
against those views that restrict its object to 
God, immaterial substances, and/or sub­
stantial entities. The being that is the object 
of metaphysics cannot be purely accidental, 
unreal, or restricted to only certain types of 
beings. Many scholastics had expressed views 
similar to this prior to Suarez, but they 
debated whether there is a univocal concept 
of being that would support such an under­
standing of metaphysics or whether there is 
no single and overall concept of being. Suarez 
opposes both univocal and equivocal con­
cepts of being. favouring a doctrine based on 
the notion of analogy. According to him, 
there is a single objective concept of being 
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through which the mind understands being 
and which prescinds from every particular 
notion of being. But for this to be the case, it 
is not required that such an objective concept 
itself be a thing or that there be a real thing 
in the world that exactly corresponds to it. 
The only requisite is that the concept be 
analogically derived from the similarity 
among things from which the mind derives 
it (II, s.2, 16). 

Individuals. Everything that exists, includ­
ing substances as well as their properties, 
accidents, principles, and components, is 
individual (V, s. l, 4). Hence the unity proper 
to individuals has universal extension. Indi­
viduality is defined as the incommunicability 
of those things that cannot be divided into 
entities of the same specific kind as them­
selves. By 'incommunicability' Suarez means 
the inability to be, or to be made, common. 
While a universal such as man is communic­
able in so far as it can be divided into men, an 
individual such as Peter is incommunicable 
because he cannot be divided into men (V, 
s.1, 2). Apart from being incommunicable in 
the stated sense, individuals are also numeri­
cally distinct from all other entities, but this 
is a consequence of their individuality and not 
part of what it means to be an individual (IV, 
s.3, 12). 

The principle of individuality in things is 
their 'entity', which Suarez identifies with 
"the essence as it exists". Thus, for example, 
the principle of individuation of Socrates is 
Socrates' entity. And Socrates' entity is no 
other than Socrates' essence, namely 'man', 
as it exists, that is as the man Socrates is. This 
interpretation of the principle of individu­
ation applies not only to substances, but also 
to their accidents and components. In simple 
entities the principle of individuation is itself 
simple, but in composite ones it is composite. 
In composites of matter and form, for 
example, it is the matter and the form united 
as an entity that individuate the substance, 
but in non-material substances it is simply the 
non-material essences as they exist (V, s.6). 

Suarez's originality in this area is clear. 
first. from his explicit distinction between 
communicability (that is, the ability to be or 
to be made common) on the one hand and 
distinction on the other. and, second, from 
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his conception of individuality primarily in 
terms of the former. It is also evident in his 
rejection of the standard views on the prin­
ciple of individuation available at the time: 
the Thomistic view of designated matter and 
the Scotistic notion of thisness (haecceitas) 
as principles of individuation, and the 
Ockhamist view that individuals are essen­
tially individual and therefore need no prin­
ciple of individuation. 

Universals. Universality is, like individu­
ality, a kind of unity, but it is the unity of 
communicability rather than of incommunic­
ability (VI, s.2, 9). That is to say, univer­
sality is the unity proper to those things that 
are or can be made common, such as man, 
dog, and tree. Since only individuals exist, 
universals have no ontological status either 
outside individuals or in individuals. Univer­
sals are mind-dependent and result from the 
operation of the mind that abstracts a com­
mon likeness among things. Because they 
result from abstraction, universals have a 
foundation in reality, namely the individual 
form. The latter is potentially universal in so 
far as it can be the cause of the universal in the 
mind. But this potentiality cannot be con­
strued as a reality or unity in individuals. 
Individuals do contain a formal unity, but 
that unity is the unity proper to the individual 
form and therefore incommunicable (VI, s.l, 
12). 

Suarez rejects, then, the position of John 
Duns Scotus, for whom the common nature is 
given a unity and a being in things that is 
formally distinct from the unity and being 
proper to the individual. He accepts the 
Ockhamist position that the universal has 
only a mental unity and being, but, contrary 
to William Ockham, he maintains that the 
individual form has a causal relation to 
the mental concept. Finally, approaching 
Aquinas's view. Suarez seems to hold that the 
nature considered in itself (that is, the nature 
considered apart from its relation to indi­
viduals or universals) is neither communic­
able, that is universal, nor incommunicable, 
that is individual (VI, s.5, 3). 

Relations. Relations can be real or concep­
tual. Conceptual relations, like other concep­
tual beings, are constructs of the mind and 
therefore have no entitative status apart from 
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the status proper to concepts: they are men­
tal, not real beings. But the case is different 
with real relations, for they both exist and 
constitute a separate category of being, al­
though they are not really distinct from their 
foundation. Suarez rejects Peter Aureoli's 
view that there are no real relations and 
Domingo de Soto's position that there are 
real relations but that they do not constitute a 
separate category of being (XLVII, s.1, 8). 
Following Aquinas, he accepts both the 
reality and distinct nature of relations. But, 
contrary to Aquinas and such Thomists as 
Cajetan (Thomas de Vio) and Francis 
Sylvester Ferrara (c. 1474-1528), he rejects 
the view that relations are really distin­
guished from the substances and accidents 
which they relate (XLVII, s.2, 2). He also 
opposes John Duns Scotus, who saw re­
lations as having a peculiar kind of reality 
(XL VII, s.2, 7). In this respect, Suarez's view 
is similar to that of the nominalists Ockham 
and Gregory of Rimini (c. 1300-58), for 
whom relations are distinguished only con­
ceptually from the relata: relations are exten­
sionally identical with their foundation but 
conceptually distinct from the re/ata (XL VII, 
s.2, 2). What this means may be better 
understood through an example. Take the 
relation of father to son between Philip and 
Alexander. According to Suarez, the founda­
tions of the relation are Philip, who is 
Alexander's father, and Alexander, who is 
Philip's son. Moreover, there is no exten­
sional distinction between the relation of 
Philip to Alexander and Philip and Alexander, 
for there is no third thing or reality other than 
Philip and Alexander. However, concep­
tually, to be Philip is not the same as being 
Alexander's father, just as to be Alexander is 
not the same as being Philip's son. 

Much of the controversy concerning the 
interpretation of Suarez's thought among 
scholars has centred around the question of 
whether he can be classified as a nominalist or 
a realist. It should be clear that Suarez's 
ontological views do not fall easily into either 
camp. In most cases his views differ in 
important respects from those of other major 
scholastics, even though he freely borrows 
from them whenever he deems it appro­
priate. His thought cannot, therefore, be 
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regarded as Thomistic. Scotistic. or Ock­
hamist: it is simply Suarezian. 
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JORGE J. E. GRACIA 

Substance 
Aristotle. As heirs of the classical empiricist 
tradition. 20th-century analytic philosophers 
find it reasonable to ask whether substances 
exist. For Aristotle. in contrast. whose dis­
cussions introduced the concept into the 
Western philosophical tradition. the exist­
ence of substances is a kind of truism. The 
term from his writings that is typically ren­
dered ·substance· is ·ouoCo:'. A better trans­
lation might be ·reality' since. as he used the 
term. to identify the ouo(m is to identify 
that smallest set of objects such that we can 
truly say of its members. ·If none of these 
things existed. nothing else would either·. 
Substances are those independent existents 
on which everything else depends for its exist­
ence. Accordingly. the notion of a substance 
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is a functional notion. the concept of some­
thing that plays a certain explanatory role in 
the kind of account the ontologist provides; 
and the claim that there are no substances is 
the suggestion that reality lacks a coherent 
intelligible structure. a suggestion Aristotle 
would not take seriously. 

But if the existence of substances does not 
represent a genuine philosophical issue for 
Aristotle. the attempt to identify the things 
playing the explanatory role associated with 
the concept and to justify the relevant identi­
fication does. And it turns out that Aristotle's 
own thinking on this issue undergoes import­
ant changes throughout the course of his 
career. In early writings like the Categories. 
the notion of a basic subject of predication 
figures prominently in his attempt to identify 
the ouo(Oll or genuine realities. He tells us 
that the primary substances are the things of 
which other things are predicated but which 
are not themselves predicated of anything 
else. But although the notion of an ultimate 
subject of predication lies at the core of 
Aristotle's earliest account of primary sub­
stance, he resists the idea that these subjects 
are unpropertied bearers of properties. He 
identifies basic subjects with the familiar 
particulars of common sense. telling us that 
they are things like "a certain man and a 
certain horse" ( Cat. 2a 13); and he takes the 
appeal to sortals here to be critical in picking 
out just what it is about primary substances 
that gives them their reality. His primary 
substances fall under species; and these 
species function as what he later calls 
essences for their members. They mark out 
primary substances as what they are and 
provide object-concepts for basic subjects. 
Accordingly. Aristotle calls the kinds under 
which primary substances fall secondary sub­
stances. 

In later writings like the Physics. Aristotle 
confronts the fact that the primary substances 
of the Cmegories have temporally bounded 
careers. that they are things that come to be 
and pass away. To accommodate this fact. he 
construes ordinary objects as composites of 
matter and form: but he interprets the re­
lationship between the matter and form con­
stituting a familiar particular as that of pre­
dication. He tells us that the form is predic-
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ated of its matter: and in the Mewphysics this 
account leads Aristotle to question the idea 
that the primary realities are basic subjects of 
predication. In the light of the hylomorphic 
analysis. this idea entails that matter is prim­
ary substance: and as Aristotle sees it. 
matter lacks the determinateness required of 
what is to play the explanatory role of a 
primary reality. Although the Aristotle of the 
Metaphysics does not want to deny that the 
familiar particulars of the Categories are 
genuinely real. the insight that they are 
composites of prior entities entails that they 
cannot be the primary substances. As he sees 
things. the only plausible candidates for 
status as primary ouo(o: are the substantial 
forms in virtue of which ordinary particulars 
are the kinds of things they are: and so we 
have the central claim of the middle books of 
the Metaphysics that form. construed as the 
paradigmatic instance of an essence. is 
primary substance. 

Empiricism. Now the idea that the concept 
of substance is a functional notion of some­
thing that plays the relevant explanatory role 
does not enter into classical empiricist discus­
sions of substance. The controlling idea in 
these discussions is that substance is the 
subject for or thing ·standing under' the 
various attributes we associate with an ordin­
ary object; nor is the essentialist thrust of 
Aristotle"s characterization of basic subjects 
a feature of the empiricist notion of an 
underlying subject or possessor of attributes. 
The empiricists assume that the literal pos­
sessor or bearer of an attribute is something 
which has a being distinct from that attribute 
and which can be apprehended independ­
ently of it. Accordingly. the idea of sub­
stance becomes the idea of a constituent of an 
ordinary object which in itself lacks all of the 
attributes we associate with that object. but 
which serves as the literal bearer or possessor 
of those attributes: and the existence of 
substance becomes a question about which 
there can be philosophical debate. John 
Locke apparently concluded that since the 
attributes associated with a familiar object 
require a subject or possessor. there are such 
constituents: but since the subjects in ques­
tion lack any attributes in virtue of which they 
could be conceptualized. he was uneasy with 
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this conclusion. Locke ·s uneasiness here 
leads to George Berkeley·s outright denial 
that in the case of the ordinary objects 
making up the physical world there are any 
such underlying subjects of attributes. Ordin­
ary objects. he insisted. are mere bundles of 
qualities: but Berkeley was unwilling to re­
ject completely the Lockean idea that attri­
butes require a subject. He provides a 
phenomenalist treatment of external objects 
and goes on to insist that the ideas making up 
our mental lives have to inhere in a spiritual 
substance. David Hume. in turn, found the 
notion of an unpropertied possessor of prop­
erties equally unacceptable in the case of the 
material and the mental and extended 
Berkeley's bundle theoretic treatment of 
ordinary objects to the case of the human 
mind. 

Analytic Metaphysics. Twentieth-century 
analytic thinking on these issues has been 
heavily influenced by classical empiricist dis­
cussions, and the opposition between bundle 
theoretic analyses and those that endorse the 
idea of an underlying subject or substratum 
of attributes has been pivotal in recent onto­
logy. Some philosophers (like A. J. Ayer 
(1910-88) and the later Bertrand Russell in 
his H11ma11 Knowledge: Its Scope and Limits, 
1948) have agreed with Hume that the notion 
of an unpropertied possessor of properties is 
inconsistent with the rigours of a thorough­
going empiricism and have followed him in 
taking both material objects and persons to 
be mere constructions of attributes or prop­
erties that enter into a contingent relation of 
'togetherness· or co-presence. Since they 
take the properties associated with an ordi­
nary object to exhaust its ontological con­
stituents and since they typically endorse the 
following principle: 

Necessarily. for any ob1ect, a. and any object. b. if. 
for any object. c. c i~ a constituent of a if and only if 
c is a constituent of b. then a is identical with b. 

proponents of a bundle theoretic account are 
committed to the truth of the following 
principle: 

Necessarily. for any object. a. and any object. b. if. 
for any property. P. Pis an allribute of a if and only 
if Pis an anribute of b. then" is identical with b. 
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This principle ( one version of what has been 
called the Identity of lndiscernibles) presents 
no problem for those bundle theorists who 
provide a nominalistic analysis of properties 
and deny that it is possible for numerically 
distinct objects to possess one and the same 
property. But unlike the classical empiricists, 
contemporary bundle theorists have typically 
been metaphysical realists or Platonists about 
properties and have insisted that a single 
property can be multiply exemplified. On 
their view, exactly similar or qualitatively 
indiscernible objects would be composed of 
precisely the same constituents and so would 
be numerically one object. But while critics 
of the bundle theory concede that, as a matter 
of contingent fact, no two objects may share 
all of their properties, they follow Kant in 
insisting that the existence of qualitatively 
indiscernible objects is a metaphysical possib­
ility and so conclude that the bundle theory 
is false. They deny that the bundle theorist 
can appeal to the properties determining an 
object's unique spatio-temporal location in 
the attempt to show the truth of the Identity 
of lndiscernibles; for while they may agree 
that it is a necessary truth that each object has 
its own peculiar spatio-temporal history, 
critics deny that the spatio-temporal features 
of ordinary objects can be among the 
materials the bundle theorist appeals to in 
the analysis of those objects. Space and time 
are relational, they argue; accordingly, the 
relevant spatio-temporal properties pre­
suppose rather than underlie the individu­
ation of ordinary particulars. 

Some philosophers (like Gustav Bergmann 
and the early Russell), who find the falsi­
fication of the Identity of lndiscernibles 
grounds for rejecting the bundle theoretic 
account of ordinary objects, have argued that 
the possibility of numerically distinct, but 
qualitatively indiscernible objects shows that 
each ordinary object incorporates a con­
stituent over and above the properties we 
associate with it. Bergmann calls these indi­
viduating constituents "bare particulars"; 
and although he introduces them as the 
constituents that underwrite numerical dif­
ference, he goes on to characterize them as 
the literal possessors or subjects of the 
various properties with which they are co-
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present. So bare particulars are the under­
lying substrata that were so controversial in 
the classical empiricist tradition. Defenders 
of bare particulars are, however, anxious to 
deny that their bare particulars are Aristo­
telian substances. They are more sensitive 
than Locke, Berkeley, and Hume to the 
complexities of Aristotle's thinking on these 
issues. They recognize as central in an Aristo­
telian substance ontology both the essential­
ism they reject in construing their indi­
viduators as bare and the anti-reductionism 
implicit in the view that things like 'a certain 
man and a certain horse' are full-fledged 
realities. On their view, the objects for which 
Aristotle reserved the title "primary ou.sia" in 
the Categories are mere constructions out of 
more basic ontological materials. As Berg­
mann puts it, familiar objects are facts, not 
things. 

The contemporary debate has, of course, 
included substance-ontologists, philosophers 
(like P. F. Strawson) who defend the Cat­
egories view that ordinary natural objects 
(non-artefacts) are (1) ontologically irre­
ducible or primitive and (2) ontologically 
prior to entities of other metaphysical cat­
egories. Typically these substance ontologists 
have defended some version of essentialism, 
maintaining that among the attributes associ­
ated with an ordinary object, some (but not 
all) are exemplified essentially or necessarily. 
They insist that the attributes essential to 
ordinary entities constitute those entities as 
candidates for substancehood and provide 
object-concepts for them. Some follow Aris­
totle in insisting that the relevant essential 
properties are general features like the kinds 
or sortals that were so prominent in the 
Categories. Others, however, have wanted to 
supplement reference to general or shared 
essential attributes with the appeal to indi­
vidual essences or what have been called 
haecceities. On this Leibnizian view, each 
substance exemplifies essentially a property 
that is necessarily unique to it and functions 
as an individual concept for that substance. 
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MICHAEL J. LOUX 

Substrate 
The notion of substrate (unoxEiµEVov) 
developed in Aristotle's Physics and made 
use of in scholastic systems is one of the 
subtlest in the whole of philosophy. The 
Ionians had sought to identify an actual 
element as the underlying and hence unifying 
principle of things. Aristotle. in contrast, 
discovered a substrate of material substance 
in the course of his analysis of change 
(Phys., Book 1). Such 'prime matter', as he 
called it, is not claimed to be a substance or 
underlying 'stuff, but a principle (apxlj) of 
substance, i.e. that from which substance 
proceeds, as it equally proceeds from matter's 
correlate, form, this being the other principle 
of substance. Matter corresponds to poten­
tiality and so is not actually anything. It is, 
rather, the perishability of individual things, 
i.e. their potentiality to become other things, 
for it is the cause, not the result, of their 
having quantity or 'parts outside parts' (as 
quantity is defined), making them com­
posites which can 'fall apart'. This meta­
physical view of matter as a substrate which 
cannot exist without form (cf. Gredt 1937: 
mtmq11am est si11e forma) reduces the dualism 
between material and formal (or 'spiritual') 
being to a difference of degree of being, i.e. 
potential or actual, rather than to a difference 
of kind, as in the Cartesian doctrine of matter 
existing on its own as extended substance. 

This substrate of a substance, i.e. of a 
subject which, in contrast to the substrate, 
has a nature and properties and which under­
goes change, is, qua substrate, the 'principle 
of individuation· in individual substances. It 
is individual substances which exist in the 
material world. Yet universal forms or 
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natures alone (i.e. the active principles of 
substances or of their ·accidents') are intel­
ligible, and it is of these that individual 
differences consist. We do not, however. 
understand the individuals themselves, since 
all such differences, as accidental forms, are 
transferable from one individual to another. 
So matter is not even a propertyless (actual) 
particular at the heart of an individual; as a 
principle it is distinguishable. but not separ­
able, from all form. Separation may occur 
from a given form, during change, but not 
from all form. We could say that this postulat­
ing of the unintelligibility of the material 
individuality of things is an attempt, more or 
less successful, to explain the way things 
"escape from language" (H. McCabe's 
phrase). 

The substrate should not be equated with 
just any subject of properties, for this would 
obscure the understanding of substance, also 
a subject, as that which primarily exists. 
Substrate, by contrast, is exclusively the 
name for an ultimate instance of being a 
subject. 'Subject', strictly speaking, names a 
being in a relationship; in the given ultimate 
instance it names that which is the substrate 
of a substance (although the latter can also, 
however, be called in turn the subject of its 
properties). At times, though, ·substrate' can 
be meant analogically (e.g. as the bronze is 
the 'matter' of a statue), in place of a literal 
reference to prime matter as such. 'Subject' 
can refer also to the epistemological subject 
or ego as well as to the logical subject or, of 
course, to substance. But substrate, when 
said literally, refers exclusively to the prin­
ciple in nature (e11s mobile) of potentiality, 
i.e. prime matter (cf. Mansion 1979: 
"matter ... the ultimate substrate, which is 
the ontological support of form"). Correlate 
with form, it is a principle not only of change 
or becoming but of present material being 
(cf. Aquinas, In Phys. I, 7 lect. 13, 1-4). 
Everything comes from the substrate and the 
form, says Aristotle. The Latin, confusingly, 
has subiect11m (from unoxE(µEVov) here and 
the substrate is indeed the first or ulti­
mate subject ( as we said above), hence prin­
ciple, of anything (Phys. I. 9, 192a31), 
hence materia prima. Subject, then, is a more 
general and loose term than substrate. 
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The substrate, prime matter, is not a body, 
like atoms or even energy, but a principle of 
physical reality ( even of an atom). It is thus 
not merely a (negative) principle of cognition 
and so it seems an error to try to explain this 
hylomorphic doctrine as a response to the 
way sentences ( and thoughts) are made up 
(as McMullin tends to do). Rather, the pro­
position, as an instr11111e11t of cognition, 

must be a sign of the real being which is to be 
shown; its composition must signify the com­
position of the real thing, and its parts must in some 
way reflect the parts of the real composite (Schmidt 
1966). 

Subject and predicate reflect matter and 
(often an accidental) form. How things are, 
that is to say, inclusive of the substrate, 
determines the structure of language and 
predication, and not vice versa. This indeed is 
the principle interest of the substrate for such 
as Aristotle, who claims to deduce (and not 
merely to hypothesize) it as the principle of 
potentiality in nature. 

So it cannot be true that Aristotle just 
'takes for granted that predicability is strictly 
coextensive with ontological determination', 
since ontological determinations just are 
forms and any form, qua intelligible, is 
predicable. Meanings, for Aristotle, derive 
from the forms of things, not forms from our 
system of reference. This is his considered 
metaphysical theory, worked out in con­
scious opposition to the Sophists rather than 
taken for granted (cf. Met. IV or Post. An. 
II, 19). That which is determined, 'this ulti­
mate subject, is, in its very being, thoroughly 
indeterminate', since this is just to say that it 
is potential being, not actual being. The 
reality of such an entity or principle, the non­
actual substrate, follows from Aristotle's 
analysis of substantial change and the correl­
ate doctrine of the uniqueness ( unicitas) of 
the substantial form. That is, the substantial 
form of a thing 'informs' the substrate di­
rectly to make the thing what it is. and does 
not come to bear upon supposed actual 
but hierarchically subordinate forms (cf. 
Aquinas, S11111. Theo/. Ia, 76, 4 ad3 and 
articles 6 and 7). 

So although, as McMullin (1966) shows, 
Aristotle's doctrine of the substrate, unlike 
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that of the Ionians, begins with an analysis of 
predication, it is not plausible to argue that to 
say that prime matter exists is to say some­
thing about predication and not about 
material being, viz. that it changes. Aristotle 
is analysing change, not talk about change. 

To object to such an indeterminate pure 
potency in nature that 'it is obvious that a dog 
cannot change into just anything' confuses 
natural and logical impossibility. Miraculous 
changes are conceivable and, if they are not 
mere replacements ( and so not changes at 
all}. they would represent the limiting cases 
where the continuing subject is quite indeterm­
inate and seen to be so. Ultimately, however, 
this is the case in all substantial change, e.g. 
from dog to corpse, if "nothing is absolutely 
one except by one form, by which a thing has 
being, for a thing has both being and unity 
from the same source", and hence "all 
previous forms disappear with the advent of a 
substantial form" (Aquinas, Quodlibet 
1.4.1). The act of being of any one substance 
is one act. What happens, accordingly, in a 
normal substantial change is that the dis­
positions of the particular matter, as effects of 
the old form, are progressively altered in a 
series of accidental changes until they can no 
longer coexist with the first substantial form 
which is replaced by the new, whereupon all 
previous forms disappear ( even while the 
properties remain 'equivocally'), a kind of 
'qualitative leap'. 

What is actual in the substrate is its having 
an intrinsic disposition to form, i.e. it is not 
merely nothing, but is potential being, some­
how prior to any quantity. Nevertheless it is 
always immediately subject to some quantity 
or other in the sense that such matter has an 
"intrinsic ordination ... to quantity as to a 
dividing form" (John of St. Thomas). So 
quantity here is not an inherent form of 
matter, since the latter is itself without form, 
but is as it were ready to take on quantity as a 
determinant. The substrate is a condition for 
compositeness and hence perishability pre­
cisely through this susceptibility to quantity, 
not through being a quantity. It can be 
divided up into different quantities, or rather, 
as principle, take them on; however it is the 
whole substance, and not the substrate, 
which is the subject of the accident of quantity. 



875 

FURTHER READING 

Gredt, J., 1937, Elementa Philosophiae Aristo­
telico-Thomisticae, Freiburg: Herder. 

Mansion, S., 1979, "The ontological composition 
of sensible substances in Aristotle (Metaphysics 
VII, 7-9)", in J. Barnes et al., eds., Articles on 
Aristotle: 3. Metaphysics, London: Duckworth. 

McMullin, J., 1966, "Matter and form", New 
Catholic Encyclopaedia, Washington: McGraw 
Hill, 9,476. 

Schmidt, R. W., 1966, The Domain of Logic 
according to St. Thomas Aquinas, The Hague: 
M. Nijhoff. 

Theron, S., 1989, "Subject and predicate logic", 
T/ie Modern Schoolman, 66, 129-39. 

STEPHEN THERON 

Supererogation 
Since at least the time of scholasticism, moral 
theorists have discussed a certain type of be­
haviour that can be referred to as superero­
gatory. Behaviour is supererogatory if it 
surpasses that which is morally or juridically 
required (the term can be traced back to the 
Latin version of the Bible, Luke X, 35: 
"quodcumque supererogaveris"). According 
to most moral theories, he who risks his own 
life to save another behaves supererogatorily, 
since he is neither juridically nor morally 
required to do so. The following text will 
discuss how to fix supererogation within a 
consistent system of moral value-judgements. 

The moral or juridical value-judgement 
that a person P makes regarding the existence 
or non-existence of a certain state of affairs S, 
such as the commission or omission of an act, 
can be interpreted in terms of the relationship 
between P's moral or juridical standpoint, on 
the one hand, and S itself, on the other. As 
Alexius Meinong expressed it, it is the 
relationship between P's "Werthhaltung" 
(literally, 'value-attitude') and S (cf. Mei­
nong 1894, p. 66). Various relational pat­
terns emerge f~om collating the variety of 
all possible 'value-attitudes' and the class of 
all past, present, or future S's. These rela­
tionships are primarily ontological in nature, 
since they concern the 'value-attitudes' of 
real individuals toward real states of affairs. 
They are as well generated where moral or 
legal principles are applied in order to in­
fluence states of affairs in the future or judge 
or evaluate states of affairs in the past. 
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In the simplest case, P can evaluate S as 
either positive or negative. His moral or 
juridical attitudes toward the universe of 
potential states of affairs then constitute a 
simple two-dimensional framework. To the 
extent that P can influence the occurrence or 
non-occurrence of any S, he would have to 
make those acts effecting a positively valued 
S obligatory and those effecting a negatively 
valued S forbidden. Although past S's can no 
longer be affected by P, what is obligatory 
and forbidden will still be relevant retrospect­
ively in passing moral or legal judgement. 
Within a two-dimensional evaluative frame­
work, no act causing S exists that P would 
not consider either obligatory or forbidden. 
Strict act-utilitarianism is an example of this 
kind of evaluative framework. Accordingly, 
any possible action is either obligatory be­
cause it has positive utility, or forbidden 
because it has negative utility, assuming, of 
course, that no two actions have the same 
utility. One also may say that (1) what is not 
obligatory is forbidden, and conversely (2) 
what is not forbidden is obligatory. 

Fig. I non•I 

0 = obligatory; F = forbidden; I = indifferent 
= absolutely permitted; non-0 = not obli­
gatory; non-F = not forbidden = relatively 
permitted = licit; non-I = not indifferent = 
under duty; -t = implication; >-< = con­
travalence; · · · = disjunction; -- = exclusion. 

Usually, however, an individual's evalu­
ations of all possible states of affairs turn out 
to be three-dimensional, since he will evalu­
ate some S's as indifferent instead of either 
positive or negative. A person might not 
care, for example, whether his neighbour 
does or does not raise roses. Most moral or 



SUPEREROGATION 

juridical systems are based on three-dimen­
sional models of this sort. A hexagon (see 
Fig. l) can be formed using these three 
concepts and their negations that illustrates 
the logical relationships between them (cf. 
Kalinowski 1972, pp. 106 ff., 119): 

It is clear that s11pererogatory action can­
not be adequately reflected in the above­
described three-dimensional framework. 
Supererogatory behaviour is certainly neither 
obligatory nor forbidden. And since we usually 
react to such behaviour by bestowing a 
morally motivated (positive) sanction, such 
as praise or honour, it also cannot be re­
garded as morally indifferent. 

Meinong seems to have been the first to try 
to develop a consistent conceptual system 
that could account not only for obligatory, 
forbidden, and indifferent actions but also for 
supererogatory commissions and omissions. 
In Meinong (1894) (pp. 88 ff.) he uses the 
metaphor of a "line of moral worth" passing 
through the "sphere of morality". This line 
originates at the "zero point of value". In one 
direction it crosses the "sphere of the good", 
which is composed of the "value spheres" of 
the "correct" and the "meritorious". In the 
other direction it traverses the "sphere of the 
bad", which includes the "value spheres" of 
the "licit" and of the "demeritorious". One 
can conclude from Meinong's examples that 
he would have included obligatory actions in 
the sphere of the "correct" and forbidden 
actions in the sphere of the "demeritorious". 
The ··zero point of value" indicates indif­
ferent actions. Meinong does not use the 
expression "supererogatory"; yet he states 
that a difference exists between the "deeds of 
an Arnold von Winkelried or Decius Mus and 
such activities as the conscientious perform­
ance of one's profession or the keeping of a 
promise". It is clear from this passage that 
Meinong views the commission of a superero­
gatory act as "meritorious·· and the omission 
of such an act as ·•licit". He thereby simul­
taneously distinguishes such behaviour from 
that which is ··correct" or "demeritorious". 
Meinong's system is accordingly based on a 
five-dimensional evaluative framework of 
'value-attitudes' in relation to possible states 
of affairs. Yet Meinong is not completely 
successful in accounting for all relevant 
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value-judgement. He is, certainly, correct in 
supposing that "non-meritorious" and "non­
demeritorious" can be identified, respect­
ively, with the disjunction of the four re­
maining positive concepts. "Non-correct", 
however, is not equivalent to "meritorious or 
licit or demeritorious or indifferent"; nor is 
"non-licit" equivalent to "meritorious or cor­
rect or demeritorious or indifferent". 

Building on Meinong's theses, R. M. 
Chisholm also developed a five-dimensional 
evaluative framework for the analysis of our 
moral/juridical 'value-attitudes'. Chisholm 
classifies actions as "obligatory", "wrong/ 
forbidden", "indifferent", "supererogatory", 
or "offensive". From the negation of the 
expression "offensive", however, one sees 
that his five-dimensional conceptual system 
also is not totally consistent since "non­
offensive" cannot be identified with the dis­
junction of "obligatory", "wrong/forbidden", 
"indifferent", and "supererogatory". 

A complete and consistent systematization 
of our moral 'value-attitudes' in relation to 
states of affairs can be attained only if one 
differentiates between coercive prescription 
(praecepta) on the one hand and non­
coercive advice ( cons ilia) on the other as they 
were distinguished by the scholastic tradition 
(cf., e.g., Thomas Aquinas, S11m. Theo/. 1-11 
q 108 a4 ). One must further differentiate 
between positive advice or 'exhortation' and 
negative advice or 'dehortation' depending 
upon whether the commission or omission of 
the act is considered to be supererogatory. 

Fig. 2 

E = exhorted: D = dehorted; non-E = not 
exhorted: non-D = not dehorted: 1• = indiffer­
ent; non-I* = not indifferent; see also legend 
to diagram above. 

The logical relations among these concepts 



and their negations can be seen in the 
decagon (Fig. 2) (cf. Hruschka and Jocrdcn 
1987. pp. 93 ff.). 

One should note that ••indifferent'" here is a 
new notion. In the decagon '"indifferent'" (I'') 
does 1101 include ·exhortations· and ·dehorta­
tions· and thereby supererogatory commis­
sions and omissions as does the concept 
.. indifferent'" (I) introduced in the hexagon 
above. Among other things. the decagon 
shows that a supererogatory act or omission is 
always relatively permitted. as well as non­
obligatory (cf. the implications from E and D 
to non-F and non-O) and that it is not 
(morally) indifferent ( cf. the implications 
from E and D to non-I"). Finally of interest is 
that one can draw a symmetrical axis from I" 
to non-I* with the result that all of the 
operators to the left or right of this axis can be 
transformed into their reflected counterparts 
on the other side of it. This transformation 
can be accomplished by changing the modi­
fied concept from the commission of an act 
(a) to its omission (not-a) and vice versa. e.g. 
0(a) -> F(not-a). E(a) -> D(not-a). This 
symmetrical relationship between operators 
corresponds exactly to what Meinong 
(1894. p. 89) referred to as the '"law of omis­
sion··. which he considered necessary to the 
logical relationship between moral judge­
ments. 
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JAN C. JOERDEN 

SUPERVENIE~l'E 

Supervenience 

The hasic idea of ·supcrvenicnce· goes back 
at least to G. E. Moore ( 1922) and other 
ethical theorists earlier in this century. hut it 
was R. M. Hare ( 1952) who brought this term 
into philosophical currency by explicitly in­
voking the 'supcrvenience · of moral predic­
ates in his meta-ethics. As Hare explained it, 
ethical predicates. such as ·good". are ··super­
venient predicates'" in that no two things 
( persons, acts. or states of affairs) that are 
alike in all descriptive respects can differ 
merely in that an ethical predicate applies to 
one but not to the other. Moreover. accord­
ing to Hare. this feature of supervenience is a 
distinctive characteristic of all e1•ahtati1•e pre­
dicates. including aesthetic ones. such as 
'beautiful". A further important idea soon 
became associated with supervenience. and 
this was the doctrine. defended by both 
Moore and Hare. that in spite of the super­
venience of the moral on the descriptive. the 
former is irreducible to the latter. 

Although the idea of supervenience thus 
originated in moral theory. it naturally lends 
itself to generalization as a relation between 
any two sets of properties (Kim 1978. 1984). 
and this is what makes it a concept of interest 
to metaphysics. D. Davidson ( 1969) was 
among the first to exploit this possibility with 
his thesis that the mental supervenes on the 
physical in that .. ,here cannot be two events 
alike in all physical respects but differing 
in some mental respects'". Significantly. 
Davidson. too. coupled his thesis with the 
claim that the mental is irreducible to the 
physical. 

The core idea of supervenience then was 
this: things that are exactly alike in respect of 
the 'base· or ·subvenienf properties must be 
alike in respect of the ·supervenienf proper­
ties. Two desiderata. however. have come to 
be closely associated with supervenience. 
First. supervenience is to be a relation of 
dependence or determination in the sense 
that what supervenes is dependent on. or 
determined by. that upon which it super­
venes: and yet. second. it is to be a no11-
reduc1il•e relation. one that does not entail 
the reducibility of supervenient properties to 
their base properties. The question remains, 
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however, whether the core idea of super­
venience can simultaneously satisfy both 
these conditions. 

Recent studies have shown that super­
venience as initially characterized by Hare 
and others is not a unitary relation but a 
family of distinct relations of varying 
strength. Thus far, 'weak', 'strong', and 
'global' supervenience have been distin­
guished (Kim 1984). Let A and B be two non­
empty sets of properties closed under 
Boolean operations (including infinite con­
junction and disjunction). Consider: 

A weakly s11pervenes on B iff necessarily 
any two things that have the same proper­
ties in B have the same properties in A 
(that is, B-indiscernibility entails A-indis­
cernibility). 

This captures the supervenience of the moral 
on the descriptive in the sense of Hare. In 
various ways, however, supervenience thus 
defined appears quite weak as a dependency 
relation. For consider: it permits a possible 
world which is just like the actual world in all 
descriptive details but in which no moral 
properties are present; similarly, it permits a 
possible world physically just like ours and 
yet radically differing in psychological re­
spects (e.g., consciousness is present not in 
higher animals but in unicellular organisms). 
For in such worlds no two things indiscernible 
in non-moral (or physical) respects are dis­
cernible in some moral ( or mental) respect. A 
dependency relation that permits these 
examples has seemed to many to be too 
weak. Consider then: 

A strongly s11pervenes on B iff for any x and 
y and any possible worlds w, and w; if x has 
in w, the same B-properties that y has in w; 
then x has in w, the same A-properties that 
y has in w;. 

On this definition, the distribution of A­
properties over objects in a world is con­
strained by the distribution of B-properties 
over objects in other worlds as well as in the 
given world. This generates a stronger re­
lationship between supervenient and base 
properties: if something has an A-property it 
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has also a B-property such that necessarily 
anything with this B-property has that A­
property. Under weak supervenience, it 
turns out that every supervenient property 
has, in each world, a base property with 
which it is coextensive in that world; how­
ever, the coextensivity may break down in 
other worlds. Under strong supervenience, 
however, each supervenient property is 
guaranteed a base property with which it is 
coextensive in every world; that is, every 
supervenient property has a necessary co­
extension in the base properties (Kim 1984). 
Thus, strong supervenience, but not weak 
supervenience, entails strong connectibility of 
the supervenient properties with their base 
properties. (This result depends on the 
Boolean closure of the base properties.) 

It is also possible to analyse supervenience 
by applying indiscernibility considerations 
directly to worlds (e.g., Haugeland 1982, 
Horgan 1982). This yields the concept of 
'global supervenience': 

A globally s11pervenes on B iff any two 
worlds that are B-indiscernible are also A­
indiscernible. 

Two worlds are indiscernible in respect of a 
set of properties iff, roughly, the properties 
are distributed in the same way over the 
individuals of the two worlds. It can be shown 
that strong supervenience entails both weak 
and global supervenience; that weak super­
venience entails neither strong nor global 
supervenience; and that, similarly, global 
supervenience entails neither strong nor 
weak supervenience. The model-theoretic 
notion of 'determination' developed by Hell­
man and Thompson (1975) is closely related 
to global supervenience as explained here. 
The fact that global supervenience does not 
entail weak supervenience is a ground for 
doubt concerning its suitability as a depend­
ency relation, at least in certain contexts. 
Moreover, global supervenience of the 
mental on the physical is consistent with there 
being a world that differs from this world in 
some minimal physical detail and yet diverges 
radically in psychological respects. 

The modality invoked in these definitions 
of supervenience is best left as a parameter to 
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be fixed to fit specific applications: e.g .. the 
modality appropriate to moral supervenience 
may be conceptual or metaphysical: that 
appropriate to psychophysical supervenience 
may be nomological. 

Does supervenience understood in these 
ways satisfy the condition that it be a non­
red11ctil'e dependency relation"/ A reductive 
relation between two sets of properties is 
generally thought to require strong connect­
ibility (in the sense explained above) between 
the two sets. 

Weak and global supervenience qualify as 
non-reductive relations. since neither entails 
strong connectibility. But strong super­
venience entails it: whether strong super­
venience is reductive. therefore. depends on 
the question. still in dispute. whether redu­
cibility requires more than strong connect­
ibility. On the other hand. strong super­
venience appears to meet the desideratum as 
a dependency relation. As we saw. it is 
debatable whether weak or global super­
venience yields a robust enough dependency 
relation in some of the contexts to which 
supervenience has been applied. The three 
supervenience relations are best viewed as 
distinct dependency relations. each with its 
own potential for application. 

In addition to psychophysical super­
venience and the supervenience of the moral 
on the non-moral. there are many other 
possible supervenience theses of interest: 
e.g .. mereological supervenience (that the 
properties of a whole supervene on the prop­
erties of its parts) and the supervenience of 
causal relations on non-causal facts of the 
world. 
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JAEGWON KIM 

Surfaces 

The concept of a surface was given its first 
important treatment in Western philosophy 
by Aristotle. especially in Physics. Book IV, 
208b-l3a. Aristotle asserts that surfaces are 
boundaries that define the place a material 
body might occupy. are themselves not 
bodies or material entities. and function 
analogously to containers. something like a 
non-material vessel that encompasses or sur­
rounds a material object existing at a place. 
Though there have been subsequent dis­
agreements both about the kinds of bound­
aries that surfaces are and whether they 
function as ·containers'. Aristotle's claim that 
they are boundaries has been widely accepted 
down to our own time, including his sugges­
tion that surfaces are essential in defining the 
nature and limits of material objects ( on this 
latter point. see H. H. Price, Perception. 
1932. p. 35). An important. early modern 
thinker who disagreed with Aristotle was 
Leonardo da Vinci (1452-1519). Though 
concurring that surfaces are boundaries, 
Leonardo argues that they are the interfaces 
(common boundaries) between contiguous 
objects or states of matter rather than con­
tainers. He says: "it must needs be therefore 
that a mere surface is the common boundary 
of two things that are in contact" (Notebooks, 
pp. 75--o). Leonardo also agrees with Aris­
totle that surfaces lack ··substance·· or "divis­
ible bulk"" and are thus non-material en­
tities. In modern parlance. he seems to have 
held surfaces to be abstractions. much as the 
equator is an abstract entity, a common 
boundary. that divides the earth's two hemi­
spheres from one another. Still another con-
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ception of surfaces, different from either of 
the above, arose in the early part of the 20th 
century as a consequence of developments in 
the theory of perception. Though it was 
accepted that surfaces were boundaries, it 
was argued that they could not be abstrac­
tions, since by definition abstract entities, 
like the equator or numbers, are not visible. 
Surfaces thus had to be physical parts of 
physical objects, that "part of something that 
is presented to a viewer with little or no 
examination" (Webster's Third New Interna­
tional Dictionary, p. 2300), in order to be 
seen at all. A differing conception of the 
ontological status of surfaces thus emerged as 
a by-product of epistemological enquiries 
into the nature of our knowledge of the 
external world. The main issue, with scept­
icism looming in the background, was whether 
our perception of the external world, in­
cluding our perception of the surfaces of 
opaque objects, is direct or indirect. Im­
portant contributions to this debate were 
made by G. E. Moore, Thompson Clarke, 
and J. J. Gibson. Moore argued that we see 
the surfaces of opaque physical objects di­
rectly, but the objects having those surfaces 
indirectly. In "Seeing surfaces and physical 
objects" (1965), Clarke rejected Moore's 
conclusion, arguing for a strong form of 
direct realism, namely that we perceive phys­
ical objects directly. Like Clarke, Gibson 
defended a theory of direct realism, and 
claimed that in normal cases of perception 
one sees both the surfaces of objects and in so 
doing the objects themselves directly (The 
Ecological Approach to Visual Perception, 
1979, Chapter 9). Many contemporary 
theorists now agree with Moore that the 
perception of physical objects is never direct. 
Instead, they speak of mental representations 
or phenomenal visual space as being directly 
perceived, and of external objects, which are 
the physical causes of such representations, 
as being indirectly perceived, frequently ad­
vancing arguments about the distortions 
caused by the processing mechanisms in the 
eye and the brain in support of this latter 
inference. An example of such a view is to be 
found in Robert French's "The geometry of 
visual space (Nofls, 21, 1987, 115-33). French 
holds that: 
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we are never immediately aware of even the 
surfaces of physical objects ... and that our imme­
diate awareness consists of a phenomenal field of 
colors, visual space (p. I 15). 

Despite the extensive references to surfaces 
in the philosophical literature since the 
Greeks, there has been surprisingly little 
systematic analysis of the concept and the 
only book-length work wholly devoted to this 
topic is Avrum Stroll's Surfaces (1988). Stroll 
agrees that the surfaces of physical objects 
are boundaries, but in order to obtain a clear 
picture of what they are, one must determine 
what sorts of boundaries they are. It is clear 
that not every boundary is a surface. A cube, 
for instance, has twelve edges and six sur­
faces. Its edges and its surfaces are bound­
aries, but since there are more edges than 
surfaces, some edges are not surfaces, and 
therefore some boundaries are not surfaces. 
What counts as a surface will depend on the 
object one is speaking about. Not all physical 
objects (human beings, clouds, live animals) 
have surfaces. Many physical phenomena 
(shadows, rainbows) do not have surfaces. 
Generally speaking, surfaces are spreads, 
i.e., something like sheets, being broadly 
disseminated across an object in two dimen­
sions and relatively thin in another. In the 
case of a cube, the dimensions of its surfaces 
are determined by edges, which are linear 
extensions, being as long and as wide as their 
adjacent surfaces, but thin in a third dimen­
sion. Some objects (perfect spheres) have 
exactly one surface, and no edges. But no 
physical object can have an edge without 
having at least one surface. It is also argued 
that the concept of a surface is ambiguous 
between interpretations of them as abstrac­
tions or as physical entities. In the former 
respect, they function as the outermost or 
uppermost boundaries of physical objects 
without being material; but since surfaces 
may be pitted or damp, can be scratched or 
polished, then the surfaces to which such 
predicates apply must be physical entities. 
Stroll argues that this ambiguity is embedded 
in ordinary speech and is not further redu­
cible to some common notion that incorp­
orates both conceptions. He also argues that 
nearly all of the quasi-topological concepts 
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that comprise "the geometry of ordinary 
speech" (boundaries, edges, margins, 
borders, surfaces, etc.) are ambiguous be­
tween physicalistic and non-physicalistic 
readings. Four further points: 

1. The surface of x is never all of x. The 
surface of a sphere encompasses the 
whole outer area of the sphere, but the 
sphere itself is more than its outer 
aspect since it has an interior. 

2. 'Surface' is a contrastive term. To speak 
about the surface of Y may be to con­
trast the surface with Y itself, or with 
the interior of Y, etc. 

3. Surfaces do not in general exist inde­
pendently of the physical objects that 
have them; though some physical ob­
jects, as mentioned above, may exist 
without having surfaces. 

4. Though Latin etymology suggests that 
surfaces are types of faces, a logical 
analysis shows that surface-talk mainly 
applies to the world of the inanimate 
and face-talk to the world of the anim­
ate, though there is some overlap 
(e.g., bricks can be said to have faces 
and surfaces). 

Comparing the perception of the full moon 
on a clear night with Venus on a clear night 
establishes that it is possible to see an opaque 
object like Venus without seeing its surface, 
which is permanently covered with clouds. 
The commonly accepted thesis in the theory 
of perception that it is a necessary condition 
of seeing an opaque object that one see at 
least part of its surface is thus false. This 
finding also shows that the logic of 'seeing' 
and the logic of certain physical-operation 
predicates, such as 'polishing', 'scratching', 
and 'sanding'. are radically different. For as 
the above result indicates, it is possible to see 
an opaque object without seeing its surface, 
but it is not possible to scratch an intact, solid, 
ivory billiard ball without scratching its sur­
face (and conversely). 
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Tarski, Alfred 

Alfred Tarski was one of the foremost logi­
cians of this or any century. Born Alfred 
Tajtelbaum in Warsaw in 1901, he studied 
mathematics and philosophy there, his 
teachers including the philosopher Tadeusz 
Kotarbiriski (1886-1981), the mathematician 
Waclaw Sierpinski (1882-1969), and the 
logicians Jan Lukasiewicz (187S-1956) and 
Stanislaw Lesniewski (1886-1939). Tarski's 
1923 dissertation showed how Lesniewski's 
protothetic could be based solely on material 
equivalence and quantification, and from this 
point on he was in the forefront of logical 
research. By chance in America at the out­
break of war in 1939, he remained there, 
teaching from 1944 until 1973 at the Univer­
sity of California, Berkeley. He died in 1983. 
Tarski's work directly influenced two genera­
tions of mathematicians and logicians and the 
breadth of his interests and influence is 
unsurpassed in this century. 

Tarski made fundamental contributions to 
many areas of logic, metalogic, and meta­
mathematics, especially the theory of de­
ductive systems, logical consequence, truth, 
decidability, algebraic logic, and model 
theory; also to algebra, set theory, and to 
geometry and its foundations. He was an 
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excellent teacher with numerous brilliant 
pupils. with many of whom he collaborated 
in joint works. Tarski wrote in a limpid. 
unadorned. and accessible style. 

Tarski regarded himself as a logician and 
mathematician rather than a philosopher. 
and spoke or wrote sparingly in public on 
philosophy. In private he expressed himself 
more willingly: his views were influenced by 
those of his philosophical mentor Kotar­
binski. and tended towards an extreme nom­
inalism (cf. Suppes 1988). which sits uneasily 
with his unabashed use in mathematics of 
systems apparently committed to large 
domains of abstract objects. a tension unre­
solved in the published writings. Unfortu­
nately. Tarski's reluctance to publish in phi­
losophy means that we do not have justifica­
tions from him for interesting views which he 
was known to hold. such as his extensional­
ism. or his denial of a sharp distinction 
between logical and empirical truths, in 
which he antedated W. V. 0. Quine. His 
work shows a remarkable continuity: topics 
such as the limits of logic. the calculus of 
relations and the algebraicization of logic 
occupied him over several decades. 

Tarski"s investigations and methods in 
metalogic permeate most subsequent work 
in these areas. He gave the first precise 
axiomatization of the metalogical concept of 
consequence. and defined a deductive system 
as a set of sentences closed under conse­
quence. His first accounts of consequence 
were proof-theoretical. but after 1933 he 
moved towards semantic definitions. the 
most famous being that of 1936: 

The sentence X follows logically from the sentence 
of the class Kif and only if every model of the class 
K is also a model of the sentence X. 

He placed the theory of definability on a 
firm basis, giving a precise formulation and 
justification of Alessandro Padoa ·s method 
for showing indefinability of a primitive con­
cept in terms of others. and defining the 
expressive completeness of a set of primitive 
concepts. 

Tarski's work on decidability produced 
surprising positive results. the decidability of 
elementary geometry and the elementary 
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theory of real numbers. His work on the 
foundations of geometry included a precise 
axiomatization of solid geometry in terms of 
the two notions of sphere and part-whole. 
In 1924 he and Stefan Banach (1892-1945) 
proved the paradoxical result that. if the 
axiom of choice is assumed. a sphere can be 
finitely decomposed into pieces which can be 
reas~embled to form two spheres of the 
original size. 

Tarski"s most widely regarded and influen­
tial and yet most misunderstood work is the 
monograph The Concept of Trlllh in Formal­
ized Languages. first published in Polish in 
1933. and enlarged and translated into Ger­
man in 1935. It is one of the single most 
important philosophical works of this cen­
tury. Tarski's aim is ··10 construct - with 
reference to a given language - a materially 
adequate and formally correct definition of 
the term ·true sentence .... A theory is form­
ally correct if it is consistent. The concept of 
truth had been so severely shaken by the 
semantic paradoxes that philosophers such as 
Rudolf Carnap were proposing to do philo­
sophy without it. Tarski. following Lesniew­
ski. analysed the paradoxes as arising from 
the semantic closure of languages: their ex­
pressive means allowing them to refer to their 
own expressions and predicate semantic 
properties of these. Colloquial languages 
being semantically closed. Tarski saw no 
hope of defining a formally correct truth 
predicate for them and confined his attention 
to formalized languages. This pessimistic 
view has been questioned: Tarski was con­
cerned with whole languages for which the 
classical metalogical principles of non­
contradiction and excluded middle obtain. If 
either fragments are considered or the clas­
sical principles are rejected, more can be 
achieved. 

Tarski adopted a clear object language/ 
metalanguage distinction and required the 
object language to be substantially weaker in 
expressive power than the metalanguage. To 
ensure the predicate defined is materially 
adequate. i.e. meets our expectations on a 
theory of truth. Tarski required all sentences 
of the form 

(T) x is true if and only if p 
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to be consequences of the truth theory for a 
language L, where 'x' is to be replaced by a 
metalinguistic name denoting a sentence of L 
and 'p' by a translation of this sentence into 
the metalanguage. Schema (T), misleadingly 
dubbed 'Convention (T)' by Tarski, has 
popularly been mistaken for his theory of 
truth itself. 

The most influential part of the paper is the 
brilliant recursive definition of 'true sen­
tence' in terms of satisfaction by an infinite 
sequence of objects. This method was forced 
on Tarski by the circumstance that in the 
languages in question there are infinitely 
many expressions and the sentences of the 
metalanguage are only finite in length. Tarski 
illustrates the method in detail for a simple 
example, the algebra of classes, and indicates 
how it can be extended to other languages of 
finite order. He stresses that the method 
eliminates semantic concepts. This is ques­
tionable, since he presupposes that the object 
language is interpreted and translatable into 
the metalanguage. For languages of infinite 
order he initially regarded the method as 
inapplicable, and envisaged instead an 
axiomatic theory taking 'true' as an un­
defined primitive. The subsequent admission 
of metalanguages of transfinite order allowed 
this restriction to be lifted. The most signific­
ant metalogical result of the enlarged Ger­
man version is the theorem, based on Kurt 
Godel's incompleteness results, that the 
definition of truth in Tarski's sense cannot be 
given if the metalanguage does not contain 
variables of higher order than all those of 
the object language, in particular, that the set 
of arithmetical truths is not definable in 
arithmetic. 

See also: Truth Theory 
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Technology 
Natural and Cultural Determinants. Lacking 
fixed instincts and highly specified organs, 
man is by his very nature forced to produce 
technical artefacts in order to cope with a 
hostile environment; he is the tool-making 
animal (B. Franklin) or the homo faber 
(H. Bergson). Basic tools are 'projections' of 
our organs and technical routines result in 
engrained habits that relieve us from having 
to master each changing situation anew. 
What technological artefacts and instruments 
provide must in one way or another be 
reduced to the reach of our body and our 
sense organs in order to be useful to man. In 
this naturalistic perspective the technology 
man puts between himself and the physical 
world appears as a biological and instinctual 
phenomenon rather than as a theoretical and 
cultural achievement. 

The development of technology can be 
seen as an evolutionary process in which each 
new species of artefacts surpasses its pre­
decessors in efficiency. The services modem 
technology provides strike a resonant chord 
with potential human desires, producing ever 
new needs which the latest technological 
conveniences may satisfy. On the other hand, 
economic competition tends to result in a 
quasi-autonomous technological change which 
tends in tum to level cultural differences and 
to foster the emergence of a unified world 
civilization. 

This historical process is not subject to any 
nomic necessity of the laws of nature. Elevat­
ing technology to the rank of an autonomous 
subject and ignoring the acting individuals 
amounts to a fallacy of misplaced concrete­
ness. Everything that exists in the realm of 
technology has been created by man and is 
therefore dependent on his dominant values 
and goals at any given time. Hence any one­
dimensional explanation of technological 
development in terms of 'materialist' or 
'idealist' factors alone is an oversimplification. 
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By its very nature technology has a natural 
and a cultural, a biological and a historical, a 
factual and a normative aspect. 

One can identify certain mental pre­
requisites for the rise of the modern machine­
based technology as opposed to the ·organic' 
technology of traditional societies. These 
include the appreciation of work, the idea of 
progress, reification and the mechanistic view 
of nature, as well as mathematical representa­
tion and experimental method. Technology 
is hereby dependent on ideas. But there is 
also the obverse influence of technology 
shaping the image man has of himself. This is 
visible in Rene Descartes's interpretation of 
man as an automaton, in Thomas Hobbes's 
mechanistic theory of the state, in Sigmund 
Freud's idea of the conservation of psychic 
energy, as well as in the cognitive psycho­
logist's view of man as an information­
processing system. 

Metaphysical Explanations. In the intel­
lectual tradition of Western philosophy. tech­
nology was regarded as a craft or at best as a 
mere application of scientific findings, not 
deserving philosophical investigation. Even 
after the industrial revolution, the need for 
an investigation of the philosophical prob­
lems of technology was not recognized. Only 
recently, in connection with its negative 
undesired results, is technology gradually 
attracting philosophical attention. The philo­
sophy of technology results from the inter­
section of different ontological dimensions; it 
must relate simultaneously to value-patterns, 
the structure of knowledge. social activity, 
and the historical process. Since it must 
consider such heterogeneous dimensions, the 
philosophy of technology differs from those 
more traditional areas of philosophy that are 
confined to a narrow. well-defined topic. 

One can distinguish four basic metaphysical 
interpretations of technology: 

I. The nawra/istic view draws on man as a 
part of nature and is thus straightforwardly 
opposed to the traditional understanding of 
man as the animal rationale based on a 
predominance of reason. The view appears in 
different forms. That technology has bio­
logical determinants and results in the exten­
sion of our bodily constitution is stressed by 
Ernst Kapp (1808-96) and Arnold Gehlen 
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(1904-76); that it is brought about in the 
historical process of production of material 
goods is stressed by Marx and his followers; 
and that it may be interpreted as a conscious 
and deliberate reconstruction and continua­
tion of biological evolution is an idea stressed 
by Hans Sachsse ( born 1906) and Serge 
Moscovici (born 1935). The naturalistic 
approach has the merit of drawing attention 
to the natural and material side of tech­
nology. But a view of technology as part of 
nature can hardly explain the dynamic expan­
sion of modern technology, which is based on 
science and information processing. This 
expansion has been brought about through 
the application of rational procedures and 
through adherence to attitudes and values 
that are culturally determined and not im­
posed by the natural environment. The 
milieu to which modern man adapts is prim­
arily man made; the alleged natural adapt­
ation hereby becomes transformed into a 
cultural self-adaptation. 

2. The rational i111erpretatio11 of tech­
nology relies on the creative acts of invention 
and on the systematic procedures that are 
characteristics especially of modern tech­
nology. This approach begins with the con­
ceptual, theoretical element of technological 
creativity and even claims an analogy with the 
divine creative activity (Friedrich Dessauer, 
1881-1963). In terms of the traditional dis­
tinction between matter and mind, this inter­
pretation is the opposite of the naturalistic 
view. No longer is nature treated as the 
ultimate source of development; rather, the 
intellect is taken to fulfil its destiny in ruling 
over matter. There are good reasons for 
lending support to both interpretations, 
which may be said to complement each other. 
Independently of their metaphysical assump­
tions, the proponents of both usually incline 
to a positive and fairly optimistic inter­
pretation of technological development. They 
are convinced that a higher principle, be it 
evolution or god, will guarantee a positive 
outcome. 

3. The cultural explanation of technology 
seeks a more comprehensive understanding 
by putting technology into the context of 
other elements of culture. such as language, 
art, religion, science, or historical tradition, 
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all of which participate in the 'totality and 
universality' of intellectual life (Ernst 
Cassirer, 1874--1945). In this view, tech­
nology is not primarily defined by its instru­
mental function. Rather, it is seen as an 
expression and manifestation of a universal 
creative impulse that leads to the various 
'symbolic forms' of a given society. Tech­
nology is today bound inseparably to the 
cultural life of society. The result is a growing 
tendency to subordinate patterns of thought 
and general views of life to the dominating 
technological conditions. 

4. The final metaphysical analysis of tech­
nology turns on the volitional impulse, i.e. 
the Promethean drive to bring about ever 
new technological means not necessitated by 
basic biological or cultural needs. In this 
speculative interpretation it is the will to 
power that constitutes the ultimate reason 
for the constant intensification of modem 
technological development. In Martin 
Heidegger's view, the remedy for this hyper­
trophic volitional impulse must consist in 
what he calls a 'recollection of being' and in a 
contemplative, relaxed attitude. 

In our secularized society, technology has 
become an object of infinite admiration or 
of absolute condemnation. In fact either of 
these interpretations can appeal to the 
Western intellectual heritage. The tech­
nological trends of the Renaissance and the 
Enlightenment are as much part of our 
tradition as are the opposed trends in 
Romanticism and Existentialism. Modem 
technology is an integral part of the world in 
which we live. It concerns man as a part of 
nature and it is based on intellectual cre­
ativity; it shapes our physical surroundings 
and it determines our style of life and even 
our self-image; it provides material means 
both for a higher form of existence and for the 
destruction of our natural environment. 
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Teleology 
Teleology names the property of objects 
whose behaviour is or appears to be directed 
at attaining or maintaining some goal, 
purpose, end, or aim. Teleological systems 
also include ones to which 'functions' are 
accorded. Such behaviour is manifested in 
human action, and by organisms, and their 
components, organs, tissues, cells, and sub­
cellular organelles. Advances in technolog 
have also given currency to teleologic 
descriptions of complex mechanical ar 
electronic devices, such as steam engirl 
governors, guided missiles, and computers. 

Aristotle held that the purpose a thing 
served or its goal could provide at least one 
sort of ( or part of the) causal explanation of 
its behaviour. He called such goals 'final 
causes' (Physics II). The philosophical prob­
lems surrounding this claim emerged in the 
scientific revolution of the 17th century. They 
were first raised most pointedly by Spinoza 
(Ethics, Appendix I). Since Newtonian 
mechanics seems capable of explaining the 
motion of bodies by appeal only to their 
position and momentum and without refer­
ence to the purposes their motion might 
serve, teleological explanations became 
gratuitous in physical science. Spinoza ex­
tended this exclusion of goals from scientific 
explanation in all areas, including biology 
and human behaviour. His argument is one 
defenders of teleology have had to face ever 
since: goals are effects of the behaviour they 
are alleged to explain; what is more, they are 
often later effects. But how can future events 
bring about past ones? Even worse, some­
times an organism engages in goal-directed 
behaviour and yet fails to attain its goal. Here 
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teleological explanation cites an event that 
never happens in order to explain one that 
does. Causes never operate subsequent to 
their effects, so if the explanation of behaviour 
is to be causal, it cannot appeal to future states, 
still less to ones that do not obtain at all. 

Thus, the chief philosophical problems 
about teleology are: 

1. whether there is a distinct sort of teleo­
logical causation or determination, in 
addition to or instead of the prior causes 
countenanced by physics; and 

2. if not, whether teleological descriptions 
and explanations are nevertheless in 
some way legitimate. 

Negative answers to 1. must come to terms 
with the important role that function attribu­
tions play in modern biological science, and 
with the apparent explanatory power of pur­
poses in the explanation of human action. 
This makes question 2. especially import­
ant. If an analysis of purposive statements or 
functional explanations can show how these 
forms are in principle translatable into con­
ventional causal claims, then teleology will be 
reconciled with physics. If not, short of 
jettisoning a good deal of biological science, 
we shall have to accept the irreducible 
existence of purposes, goals, and ends that 
mysteriously determine activities causally 
prior to them. This would be to widen funda­
mental metaphysical categories beyond those 
recognized by metaphysical materialism. 

Attempts to analyse teleology into conven­
tional causal mechanisms take two paths: one 
is inspired directly by Charles Darwin's ~p­
proach to the explanation of apparent design 
in nature. Thus, following Larry Wright, the 
function or goal of behaviour b is to bring 
about or maintain goal-state g, if and only if 

( 1) behaviour b ( at least frequently) brings 
about goal g; and 

(2) b is an instance of a type of behaviour 
that occurs because it tends to bring 
about g. 

For biological functions or goals, the second 
clause in turn is explained by appeal to 
natural selection: behaviour a of the type 
exemplified by b is heritable and has been 
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naturally selected for in the past because its 
bearers have had greater reproductive fitness 
(as a result of attaining g). In the case of 
artefacts with functions, selection reflects 
conscious human choices instead of blind 
natural processes. Either way the process is a 
matter of prior causes. 

A second popular alternative decomposes 
apparently goal-directed systems into com­
ponents that are not goal directed but interact 
in feed-back and feed-forward causal chains 
to produce the appearance of goal directed­
ness. In such systems deviations in the value 
of a causal variable relevant for maintaining a 
system in its goal state, or on a path towards 
its goal state, may take the system out of its 
goal state. But this change causes adjust­
ments in other variables which have the 
effects of compensating for the initial change, 
or causing the original variable to resume its 
prior value. Thus the system is kept on track. 
It is then, in the words of one of its chief 
proponents, Ernest Nagel, a "directively 
organized" system. 

On either of these two accounts, teleo­
logical processes are, after all, a species 
of causal process. And their scientific and 
methodological intelligibility is assured. 
However, both approaches have been sub­
ject to alleged counterexamples. Moreover, 
an indefinite number of behaviours or sets of 
feed-back/feed-forward system can bring 
about the same goal, so there is no assurance 
that we will always be able either to identify 
all these alternatives, or express them in a 
definite set of physical laws. This fact has led 
some, like Charles Taylor, to conclude that 
the reducibility of teleology to physical pro­
cesses is an unwarranted dogma, and that 
such processes must instead be viewed as an 
irreducible category of explanation and de­
termination, thus undermining a materialistic 
metaphysics. Materialists who doubt the 
reducibility for the same reason, conclude 
that there is after all no room for teleology in 
nature, and that our employment of such 
notions must be explained away, instead of 
simply explained. 
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Telesio, Bernardino 

Bernardino Telesio was born a nobleman's 
son in Cosenza in 1509. Having studied 
philosophy and medicine at Padua, he worked 
out a philosophy of nature based on sense­
perception and hence opposed to what he 
called "Aristotle's void reasonings". This 
philosophy he published in his De natura 
rerum iuxta propria principia, the third and 
authoritative edition of which was published 
in 1586 ( critical edition Cosenza and Florence 
1965, 1974, and 1976). Telesio died in 1588. 
Many of his teachings concerning nature 
were taken over by Francesco Patrizi (1529-
97) and Tommaso Campanella who, by way 
of intermediaries like Pierre Gassendi and 
Walter Charleton (1620-1707) handed his 
new doctrine of space and time down to Sir 
Isaac Newton and Kant. 

Telesio's philosophy is naturalistic, i.e. in 
order to explain what is going on in nature, he 
accepts only principles immanent to nature 
itself. These are three in number: heat and 
cold, which he calls incorporeal (since no 
bodily mass is perceived to move when they 
enter into things), and matter or corporeal 
mass. The first two, and especially heat, are 
active powers; they induce changes in matter, 
which as such is purely passive, and has no 
power to generate anything new. Hence the 
total amount of matter remains the same 
through all natural processes, and these pro­
cesses themselves consist only in a different 
shaping and arranging of the parts of matter 
to which different degrees of heat and cold 
are applied. 

The primary seat of heat is the sun, that of 
cold is the earth, and the course of nature 
results from the antagonism of these two 
forces interacting in the realm between earth 
and sun. There are two general parameters 
underlying this process: space (or 'place') and 
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time. In contrast to Aristotle, Telesio affirms 
that these are not tied to bodies and their 
movements, but rather have a substance-like 
existence of their own. Though we do not 
perceive (void) space and time, but always 
things present in them, none the less the 
predicates characteristic of things are not 
those of space and time themselves, since 
they radically differ from those of everything 
contained in them. They are incorporeal and 
homogeneous throughout, whereas things 
are corporeal and differ qualitatively. A 
given part of space remains immobile when 
things move into it or leave it; it is nothing 
but an ability to receive them. Also time has 
no distinctions in itself; rather, distinguish­
ing predicates like now or earlier or later 
are applicable only to things that exist in 
time. 

On the basis of these principles, Telesio 
sets out to explain a great number of natural 
phenomena (see his Varii de naturalibus 
rebus Ube/Ii of 1590, critical edition Florencr 
1981) and above all the nature of man. Ma; 
though in some sense an exception - ti 
possesses an immortal and immaterial so~ 
infused directly by God- is none the less pan 
and parcel of nature. He has a material body, 
in which moreover a likewise material (fiery) 
spirit dwells. The principle governing this 
spirit's actions is self-preservation. In order 
to avoid hurtful influences from the outside, 
and in order to discern agreeable ones, the 
spirit tries to perceive things in its surround­
ings or, in the case of things too distant for 
perception, to grasp them by means of the 
intellect. The intellect is an auxiliary function 
brought into play in those cases where the 
senses fail. Furthering its self-preservation is 
the spirit's supreme good. Self-preservation 
causes pleasure, and virtue consists precisely 
in activities that ensure such lasting 
pleasure. 
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Tendency 

The concept of tendency is closely related 
to those of inclination, propensity, power, 
potency, disposition, and potentiality. Some­
times these concepts are treated as being 
more or less synonymous, sometimes each is 
given a specific meaning. When 'tendency' is 
so treated, as it is by some modem philo­
sophers, it is usually characterized in one of 
two interdependent ways: 

1. a tendency is an entity which can be 
counteracted by other tendencies, 

2. a tendency is a potentiality which may 
be exercised without being realized. 

It is a well-known experience that some­
times, at one and the same time, one wants to 
perform two incompatible actions between 
which one is not able to choose. Taken at face 
value, such a situation shows us two tenden­
cies (the wants) which cancel each other out 
so that nothing is done. The tendencies to act 
are there, but there is no action. Similar 
situations abound in physics, as when two 
equally large forces act on a body. but in 
opposite directions. The forces act so that the 
body is given a tendency to move in each 
direction, but the tendencies cancel each 
other and the body does not move. When 
tendencies counteract each other it may be 
said that they are exercised but not realized. 
On the other hand, the only natural way to 
explain the expression 'exercised without 
being realized' is to talk of cancelling counter­
action. Of course, a tendency may also be 
cancelled in the sense that for some reason it 
vanishes, but then it is not even exercised. 
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Tense Logic 

Tense logics ( or temporal logics) belong to 
the vast class of intensional logics. Such a 
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logic uses sentential operators O such that the 
truth value of O (A., ... ,An) is not deter­
mined by the truth values of the subformulae 
A., ... ,An - in contradistinction to the usual 
extensional truth-functions of the proposi­
tional calculus. E.g. <(A,B) means 'A is the 
case before B', and if A and B are both true, 
then <(A ,B) may still be false or true; the 
truth of this composed sentence is not deter­
mined by the truth of both A and B. 

How can we give a truth definition (a 
semantics, a model theory) for intensional 
logics? The desired truth definition must be 
an extension of the classical Tarskian semant­
ics for purely extensional languages, since 
intensional languages are also closed under 
ordinary truth-functional operators ( e.g. 
<(A ,B)v-, <(A ,B) is well formed and should 
tum out to be true in every intensional 
model). 

The prototype of an intensional logic is 
modal logic. As is well known, Saul Kripke 
succeeded in extending extensional model 
theory to a formally satisfying model theory 
for modal logics. The models for tense logics 
are special Kripke models. Recall first, that a 
Kripke model is given by a collection W of 
'possible worlds' ( or more neutrally speaking 
of 'indices', 'states', or 'reference points') 
together with a binary relation R on W. At 
each world ex e W there obtains a classical, 
extensional structure. For ex e W one can then 
define by recursion on complexity the truth 
values of each formula at the world ex. The 
clauses for the extensional operators are as in 
extensional semantics; the clause for the 
necessity operator □ reads: 

□A is true at ex iff for all ~ such that 
e<R~:A is true at ~-

Varying the properties of R, we can make 
different modal laws valid, i.e. true at every 
world of every Kripke model whose R­
relation has the properties in question. E.g. if 
R is reflexive, then □A --> A is valid; and the 
transitivity of R makes □A --> □□A valid. 

The ontological problems which can be 
raised concerning a Kripke model (W,R) are 
twofold. 

1. What is the ontological status of the 
elements of W? Is the model associated 
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with ix really a world? Or more gener­
ally: is the model associated with ix a 
device for defining the truth of the 
intensional formulae in question that 
we can take ontologically seriously? 

2. What is the ontological meaning of 
ixRf3, i.e. of the proposition that the 
reference point ix stands in relation R to 
the reference point f3? 

. 1. is not specific to Kripke models, since it 
includes the problem of the ontological 
meaning and adequacy of the usual exten­
sional structures. 

The usual answer to 2. consists in render­
ing ixRf3 as 'f3 is accessible from ix'. This is a 
quite general answer; its more definite form 
depends on the intensional logic one wants to 
model. In the case of the logic of necessity an 
ontologically acceptable meaning of ixRf3 
~ould be: from the states of affairs comprised 
in ix there is a real (objective) road to the 
states of affairs comprised in f3. If one wants 
to model epistemic logic (with the operator K 
such that KA means 'A is known'), then ixRf3 
may mean that knowledge of the states of 
affairs in ix does not exclude the obtaining of 
the states of affairs in f3. 

Now, models for languages with temporal 
operators are, formally, also Kripke models 
(W,R). Here the set of 'possible worlds' is 
b_est conceived as the set of either periods 
(intervals) or points (instants) of time. To 
each point or interval is associated a classical 
~tructure: if a formula A is true at ix (i.e. true 
in the structure associated with ix), then A is 
true in the point or interval ix. The relation R 
is an approp~ate ordering of the time pieces; 
e.g. the earher-later relation in the case of 
time points. Thus the accessibility relation of 
tempor~l K~pke models is simply temporal 
succession, 1f the set W consists of the time 
points. Let now GA mean that A will be the 
case at all points in the future. Analogously to 
the truth definition for □A, we can define: 

<?A is true at ix iff for all f3 such that ixRf3 
(1.e. for all f3 later than ix): A is true in f3. 

And if HA means that A has been true at all 
points in the past, we define: 

HA is true at ix iff for all f3 such that f3Rix: A 
is true in f3. 

TENSE LOGIC 

As in modal logic, the set of valid formulas 
of a temporal logic depends crucially on the 
properties of R, i.e. on the properties of the 
time orders. Some examples follow below. 

Let us concentrate on the case that our 
time pieces are time points, or instants (with­
out extension). The first ontological question 
is of course whether there exist time points or 
not. Nobody seems to have encountered one. 
Anyhow, suppose there exist time points. 
The second question is whether they can do 
their semantic job. For, the structures associ­
ated with time points seem to be as extension­
less as the time points themselves. So we must 
ask whether these structures can make sen­
tences true or false - obviously not always; 
take e.g. the sentence A = ·John will be 
swimming for two hours'. Then A will be true 
at ix if there is some later f3 such that 'John is 
swimming for two hours' is true at f3, i.e. true 
in the structure associated with f3. But it 
seems to be impossible that a sentence de­
scribing a temporally extended state of affairs 
is true in a structure which has no intema· 
temporal extension. (If the structures ha< 
internal temporal extension, what would ii 
mean to associate them with time points?) 

Some sentences, however, may be true at 
some time points and false at others, e.g. the 
sentence 'John starts swimming', or the sen­
tence 'the particle p moves with velocity v'. 
And for someone who thinks that all facts can 
be analysed into point-like facts, time points 
with their associated temporally atomic struc­
tures will be totally adequate. 

In any case there are at least some sen­
tences which can directly be modelled in 
Kripke's structures with time points. Math­
ematically. time points may be constructed as 
limits of time periods (see van Benthem 
1983). Ontologically, time points seem to be 
inherent boundaries of singular time inter­
vals. Taking the notion of a time point 
ontologically seriously, we may consider the 
question of their ordering, i.e. the question of 
what properties are possessed by the relation 
of temporal succession <. 

First we may assume that < is linear (i.e. 
irreflexive, transitive, and comparable). 
Within linearity there are several further 
supplementary properties. The time order < 
may be characterized by: 
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1. Beginning (there is a <-first time point) 
2. Ending (there is a <-last time point) 
3. Non-beginning 
4. Non-ending 
5. Dense (between any two time points 

there is a third one) 
6. Continuous or complete (like the real 

line). 

Different properties of the time order < 
give rise to different valid formulas; e.g. if 
time is non-ending, then GA--+ ,G-, A is 
valid; if time is dense, then 

-, G -, A --+ -, GG -, A 

is valid. 
Linearity of time is assumed, e.g. in histori­

ography and in everyday physics, both of 

rhich assume, moreover, that time is dense 
, even continuous. Nevertheless, there 
,ems to be no a priori ontological reason 

fhy time points should be linearly ordered. 
Furthermore, non-linear time order seems to 
be a necessary result of a causal theory of 
time. To define temporal succession by causal 
accessibility was attempted by Leibniz and 
again by Kant; A. A. Robbin 1914succeeded 
for the first time in giving a mathematically 
non-trivial causal theory of time and its 
order. 

The oldest kind of non-linear time order is 
the cyclic time order. The time points are 
ordered in a finite cycle; so there are only 
finitely many time points (this order cannot 
be linear, since it cannot be both irreflexive 
and transitive). Unfortunately, tense logic 
with cyclic time becomes trivial, since we get 
GA ++ HA as a valid formula. Cyclic time 
may none the less be the true time order; 
moreover, one may also prove that there is a 
causal theory of time that leads to cyclic time 
order. The proof runs as follows. 

Suppose that the causal relation a Cb ('a 
causes b') holds between individual states of 
affairs (not between types of states of affairs) 
and that C is the exact causation relation by 
which we mean that if a C b then 

1. a is sufficient for producing b 
2. no proper part of a is sufficient for 

producing b 
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3. nothing properly containing bis caused 
by a 

a C b defined in this way fulfils the following 
properties: 

i. for every a there is exactly one b such 
that a Cb. 

ii. for every b there is exactly one a such 
that a Cb. 

i. and ii. together state that the exact 
causation relation C is a permutation of the 
set of all individual states of affairs. A permu­
tation consists of cycles. If the set of indi­
vidual states of affairs is finite, then we have 
only finite cycles. If C consists of more than 
one cycle, then the world, as the totality of 
individual states of affairs, is made up of 
different causally independent regions. But 
this is the same as to say that there are 
different worlds, since a world must be 
causally connected. If we define 

the time of a < the time of b = DI. a C b 

then we have a causally defined cyclic time. 
Note that it is not necessary here that the 

time of an individual state of affairs is a time 
point; it may be also an extended time period. 

A more modern non-linear time structure 
is that of branching time. The corresponding 
temporal logic can be successfully applied to 
the verification of parallel programmes. In 
this application, the branching time order 
gets a causalistic flavour; for if ti, ... ,tn are the 
time points branching from t, then 11, .•• ,t" 
may be conceived as the states which are 
accessible from the state t on the basis of the 
execution of a non-deterministic programme. 
However, linear time, even in its very special­
ized form, where it is isomorphic to the order 
of the natural numbers, is more or less 
equally useful for the verification of parallel 
programmes. Computer scientists do not 
seem to care about the real ontology of time; 
they are content with the imaginary time 
inside a computer. 

Ontologically interesting is another non­
linear time order, that of the Minkowski 
space-time. Here time and space form an 
inseparable union, and the order is defined 
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on space-time points which can be repres­
ented by vectors from IR4: 

(xo,Yo,zo,to) <M (x1,Y1,Z1,l1) iff 
(x1 - xo)2 + (y• - Yo)2 + 
(z1 - zo)2 < (t1 - tof & lo< 11. 

The relation <M is conceived as a causal 
earlier-later relation. The special theory of 
relativity guarantees that <M holds between 
space-time points p and q iff a signal can be 
sent from p to q. This causal relation is of 
course quite different from the exact causa­
tion relation C considered above. Moreover, 
<Mis not a pure temporal relation. However, 
detailed ontological investigations may yield 
the result that there is no pure time, but only 
space-time. Pure temporal logic will then 
become ontologically irrelevant. 

Thus far we have treated only time points, 
and space-time points. The view of time as 
consisting of time periods (intervals), 
however, is perhaps the more natural and 
concrete one. Also, for semantic purposes 
time periods seem to be required (cf. our 
sentence: 'John will be swimming for two 
hours' above). If one believes in the existence 
of irreducibly extended states of affairs then 
one must assume time periods. But these 
time periods are inherent in these states of 
affairs as their durations. According to this 
view, time is not given a priori, independ­
ently of the concrete states of affairs them­
selves. One may formulate the slogan: 

The things are not in time, but time is in the 
things. 

Since processes, as components of states of 
affairs, have in addition to their durations 
also (instantaneous) beginnings and ends, we 
can admit also time points as boundaries of 
time periods. In this way the two approaches 
to temporal ontology can be integrated. 

We conclude with some remarks on the 
ontological status of the structures which are 
associated with the time pieces oc E W. If one 
wishes to model only propositional temporal 
logic, then these structures are nothing but 
assignments of True and False to the proposi­
tional letters. But for first-order temporal 
logic one must use structures with indi-
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victuals, functions, and relations. However, 
these structures cannot be arbitrary. Let oc < 
p < y be time pieces in that order of succes­
sion, andS(oc),S(P), andS(y) their associated 
structures. If there is an individual i in S(oc), 
which is not in S(P) but again in S(y), then we 
have to admit intermittent entities, ifwe take 
such structures ontologically seriously. 
Furthermore, if a sentence of the form 
r(a1 .... ,a.) is true in S(oc), must then the 
denotata ii 1, ... ,a. all belong to S(oc)? (Think 
of sentences like 'a1 is the father of a2', 'a1 

remembers a2', and so on.) These problems 
must be discussed in the framework of a 
general ontology of change. Before temporal 
semantics can contribute to this, the follow­
ing question should be discussed: Are the 
structures S( oc) inherently timeless, so that all 
predicates involving time, like 'x moves 
from 11 to 12' are excluded from them? If not, 
then we have two times: one as a relation on 
the set W of time pieces, the other inside the 
S(oc)'s. Perhaps itis the case that time is in 11 
things (the structures S( oc)) and the things; 
in time. 
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Terms. See: Singular Terms 

Theodicy, Natural Theology 
Natural theology is the attempt to establish 
propositions about God - e.g., that God 
exists and has a certain nature - solely on the 
basis of natural or unaided human reason. 
The phrase 'on the basis of natural or unaided 
human reason' specifies both a method and a 
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source of data for natural theology. Natural 
theology relies on standard techniques of 
reasoning and data in principle available to 
all human beings just in virtue of their pos­
sessing reason and sense-perception. It has 
traditionally been conceived of as the branch 
of metaphysics dealing with divine being. 

A precise characterization of natural 
theology depends on further specification of 
its method and data. The strictest conception 
of natural theology (strict natural theology) is 
based on the Aristotelian model of demon­
strative science and restricts natural theology 
to what can be established by means of 
arguments with valid logical forms and 
premisses that are either self-evident or 
evident to the senses. Strict natural theology 
contrasts with revealed theology, which takes 
as data the contents of some supernatural 
~velation accepted by faith. On the strict 
inception, natural theology demonstrates 
· proves in the strict sense propositions 
bout God. Thomas Aquinas took his proofs 

of God's existence and of certain of the divine 
attributes - e.g., God's goodness and unity­
to be strict demonstrations. 

On a broader construal (broad natural 
theology), natural theology relies on weaker 
conceptions of knowledge and justification 
than those provided by the Aristotelian 
model of science. Broad natural theology 
relies on inductive as well as deductive argu­
ment forms and starts from premisses which 
the proponent of broad natural theology 
takes to be justifiable on some appropriate 
criterion of justification. Traditional natural 
theologians recognized both the strict and 
this broad conception of natural theology: 
Aquinas thought that there are good non­
demonstrative arguments (so-called 'prob­
able' arguments) for many propositions 
about God. But post-Cartesian develop­
ments in epistemology. which have led to 
scepticism about the possibility of success in 
strict natural theology (and about the pos­
sibility of successful strict demonstrations in 
most disciplines other than logic and math­
ematics), have led philosophers and theo­
logians to abandon strict in favour of broad 
natural theology. Few of those sympathetic 
to the traditional enterprise now claim that all 
the premisses of the traditional proofs are 
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self-evident, and many have developed en­
tirely new approaches. Richard Swinburne, 
e.g., has developed inductive versions of the 
traditional proofs for God's existence and 
used the probability calculus to argue that the 
explanatory hypothesis of theism is more 
probable than not; and starting from Alfred 
North Whitehead's metaphysical views, 
Charles Hartshorne and others have argued 
for a form of theism in many ways different 
from the theism of traditional natural 
theology. 

Many philosophers and theologians have 
doubted the success of natural theology, 
whether strict or broad: e.g., David Hume's 
and Kant's criticisms of the traditional proofs 
for God's existence are well known. Some 
have doubted even the possibility of its 
success. Kant argued that no argument in 
natural theology could succeed since its 
alleged object is outside the realm of possible 
human experience. Theologians such as Karl 
Barth (1886-1968) have claimed that the 
Christian God is knowable only in virtue of 
God's self-revelation and concluded that as a 
purely human enterprise natural theology can­
not arrive at knowledge of the Christian God. 

Those convinced of the possibility of 
natural theology have generally taken it to be 
compatible with revealed theology in at least 
three ways. First, some of the content of 
revelation might also be proved in natural 
theology. Aquinas held, e.g., that the exist­
ence of God is part of the content of the 
Christian revelation and also provable in 
natural theology; the doctrine of the Trinity, 
by contrast, is an example of a datum of 
revelation not derivable in natural theology. 
The natural theologian who proves proposi­
tions which are among the data of revelation 
knows them and does not hold them by faith, 
but the believer or practitioner of revealed 
theology who does not know such proofs 
holds the propositions by faith. Second, 
natural theology might play an apologetic 
role, i.e., arguments in natural theology 
might be used to defend theism against objec­
tions. Third, natural theology might provide 
positive justification or a ground for theistic 
belief by establishing, without appeal to any 
special revelation, that God exists and has 
certain attributes. 
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Philosophers who have agreed that natural 
theology can at least in principle provide 
positive justification for theistic belief have 
disagreed about the importance of this func­
tion of natural theology. Some have argued 
that without the success of natural theology 
theistic belief would lack the sort of justifica­
tion necessary for ensuring the rationality of 
such belief. (Most proponents of this view 
have not held that in order to be rational in 
accepting theism each individual believer 
must engage in natural theology, only that 
there must be a successful natural theology.) 
Others have thought that the sort of justifica­
tion provided by natural theology is not 
necessary for the rationality of theistic belief. 
Alvin Plantinga, e.g., has argued recently 
that belief in God can be properly basic (i.e., 
can be fully rational without being based on 
other beliefs), and hence can be fully rational 
even in the absence of the sort of positive 
justification natural theology might provide. 

Broad natural theology's conception of the 
acceptable methods of and types of data 
available to natural theology, however, 
undermines the ground for a clear distinction 
between natural and revealed theology. 
Acceptance of propositions ordinarily 
thought to be accessible only through 
revelation may satisfy a criterion of justi­
fication weaker than that of strict natural 
theology: e.g., a weaker criterion may allow 
the conclusions of arguments from authority 
into natural theology's data set, and it may be 
that acceptance of the entire content of 
revelation can be justified on the basis of 
arguments of this sort. This blurring of the 
distinction between the data of natural and 
revealed theology in part explains recent 
philosophers' interest in an enterprise (philo­
sophical theology) which adopts natural 
theology's method, i.e., the use of natural 
reasoning, but rejects any restriction with 
respect to data. Philosophical theology uses 
philosophical techniques to examine the 
coherence and implications of various tradi­
tional theistic doctrines - e.g., Atonement, 
Incarnation, and Trinity - as well as to 
explore issues ordinarily conceived of as part 
of natural theology. 

The term 'theodicy' seems to have gained 
currency from Leibniz's use of it in his Essais 
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de theodicee stir la bonte de Dieu, la liberte de 
/'homme et /'origine du ma/ (1710). Leibniz 
takes theodicy to be the attempt to defend 
God's justice or justify God's goodness in the 
light of the existence of evil in the world. On 
this construal, theodicy constitutes a part of 
theistic apologetics. 'Theodicy' can also have 
a broader sense according to which it means 
merely the justification or defence of God. 
On this broader construal, theodicy is some­
times taken to be coextensive with natural 
theology in its role of providing justification 
for belief in God. 
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Theophrastus 
Theophrastus (c. 372-c. 287 ec) was the pupil 
and companion of Aristotle, and succeeded 
him as head of the Peripatos in 323. He 
shared all Aristotle's interests, and wrote as 
widely as his master. His two botanical works 
survive, along with several short works, in­
cluding his Characters and what is now known 
as his Metaphysics. That is probably complete. 
It contains a number of criticisms of meta­
physical views held by Aristotle, Plato, and 
others. He also, with Eudemus, attacked 
Aristotle's modal logic, and in his psychology 
found many problems in Aristotle's account 
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of the intellect. These views survive partially 
in Greek commentators and in Arabic works, 
and had some influence on European 13th­
century thought. The fragments of his doxo­
graphical work on earlier philosophers also 
indicate metaphysical interests, and there is 
evidence that he wrote on theology. 

Summary of the Metaphysics, or Study of 
First Things. What are first things? They are 
different from the world of nature, and are 
the objects of reason. not sense. (Here he 
adopts Aristotle's standard distinction, 
derived from Plato.) But how are these two 
related. and what are the objects of reason? 
They must either be in mathematical objects, 
or be something prior to these. If the latter, 
how many are they? He continues in an 
Aristotelian vein to say that they/it are the 
cause of motion, but themselves unmoved. 
They are objects of desire, and cause the 
rotation of the heavens. But if the prime 
mover is one. why do heavenly bodies move 
differently? If there are more than one, how 
is their influence harmonized? And why does 
love of the unmoved cause an imitation which 
is movement? After an interlude about 
the Platonists, he continues: anyhow the 
heavenly bodies, having desire, must also 
have soul. and the movement of soul. which is 
thought, is better than rotary movement. 
And what about the inferior parts of nature? 
And is rotation essential to the existence of 
heavenlv bodies? 

He then criticizes Plato. and some of his 
followers, including Speusippus (died 339 oc). 
for not carrying through their accounts to the 
end. but considers a possible reply. that 
metaphysics is only concerned with first prin­
ciples. So are first principles definite. or 
indefinite, in the sense of shapeless and 
merely potential"! At this point it is difficult to 
be sure whether he is talking of first things in 
the sense in which the hot. the cold. the wet. 
and the dry may be seen as first things. or 
about the fundamental principles (laws) 
which govern what exists. So when he asks if 
they are moving or motionless. it could be 
that the former are in motion but the latter. 
being abstract, are motionless. In any case, 
the universe is complex. 

Among particular first things are form and 
matter, one of Aristotle's basic dichotomies. 
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What is the status of matter? This problem 
was developed in his De Anima, in which he 
pointed out the similarities between prime 
matter and potential intellect. both being 
merely potential. and probably explained 
their differences in terms of how each is 
related to forms. Other pairs then occupy 
him. especially good and evil - Why is there 
so much evil in the world? - and he mentions 
the void as the contrary of being. But there 
are different types of being. and knowledge is 
of similarity in difference at various levels. 
(Here again he adopts Aristotle's distinc­
tions.) There are different methods of know­
ledge for different subject. 

One must stop somewhere in searching for 
causes. It is often difficult to assign final 
causes. as with floods, male breasts, the 
shapes of inanimate objects. and many other 
things. Perhaps these result automatically 
from the rotation of the heavens. Alternat­
ively there is a limit to purposiveness. and 
the desire for what is good. 

Though wide ranging. this is largely a 
criticism of many of the assumptions on 
which Aristotle's system is based. and some 
people believe that it was so devastating 
that interest in metaphysics ceased in the 
Peripatos. Theophrastus's successor, Strata 
(died 269 BC), concentrated on natural 
science. 

Theophrastus's Theology. Cicero (106 
-43 BC) and Clement of Alexandria (c. 150-
c. 215) say that he identified God with 
heaven and with mind or spirit. Later writers, 
Albert the Great (c. 1200-80) and Denis the 
Carthusian (14th century). add more. but 
their reliability is uncertain. Theophrastus. 
they say, argued that God had no will (using 
the Latin term volw11as), and that there is a 
relationship between God and the intellect 
which is like light. There is also a suggestion 
that he pioneered negative theology. 
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PAMEL,\ M, HUBY 

Thom,Rene 
Born on 2 September 1923 in Montbeliard 
(France). Rene Thom is one of the most 
eminent contemporary mathematicians and 
philosophers. Upon leaving the Ecole Nor­
male Superieure, he began working with 
Henri Cartan and Charles Ehresmann in 
differential geometry and algebraic topology 
(cohomology and sheaf theory. fibrations 
and characteristic classes. homotopy, foli­
ation theory. etc.). He was awarded a doc­
torate in science in 1951 for research on 
spherical fibred spaces and Steenrod"s 
squares. There he defined and applied what 
would later be called Thom's isomorphism. 
and he laid the foundations for what would 
later become the theorv of cobordism. This 
work was furthered during stays at Princeton 
where he met first H. Wey! (1885-1955) and. 
of course. N. Steenrod. then S.S. Chern and. 
especially. the young Stephen Smale. His 
efforts earned him the Fields Medal in 1958. 

In the vears 1959-60. following Marston 
Morse and Hassler Whitnev. he be;an to turn 
his attention toward the theory of singular­
ities of differentiable mappings. It is out of 
these mathematical endeavours that there 
would evolve his ·catastrophe theory·. Cata­
strophe theory seeks to provide a general 
qualitative explanation of the dynamics of 
sudden changes ( discontinuities) in natural 
systems. It applies to physical systems (for 
example phase transitions) as well as to 
biological. psychological. social. and even 
linguistic or semiotic systems (cf. J. Petitot, 
Les Catastrophes de la Parole. Paris. 1985). 
Its qualitative status was a source of great 
controversy around I 975 and played an im­
portant role in furthering enquiry into epi­
stemological issues (cf. Logos et Theorie de 
Cawstrophes. ed. Petito!. Geneva. 1989). 

Rene Thom was in fact the first to have 
shown that singularity theory and. more 
generally. the theory of bifurcations of non­
linear dynamical systems. could serve as a 
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mathematical basis for a general theory of 
morphogenesis. Most specifically. he pro­
duced a theoretical elucidation of the pro­
cesses of differentiation. organization. and 
regulation found in biological embryogenesis 
and organogenesis. It is well known that 
modern physics developed as a quantitative 
physics of forces excluding any q11alitati1·e 
physics of forms (this is the essence of the 
Galilean break with the Aristotelian tradi­
tion). The possibility of developing a math­
ematical theory of morphological structures 
and morphogenetic processes opens up the 
new possibility of a synthesis of post-Galilean 
physicalism and neo-Aristotelian hylo­
morphism. 

It is also known that the Aristotelian legacy 
has been reinterpreted in numerous ways 
since the time of Kant. for example with 
Namrphilosophie and vitalism. or with Franz 
Brentano ·s psychology and Gestalt theory. or 
with Husserlian phenomenology and now 
with the cognitive sciences. For the first two. 
the morphological level of reality is the result 
of an ideal internal organizing principle act­
ing in matter: for the second two. it is 
a perceptual construction: for Edmund 
Husserl it is the result of the noetico-noe­
matic shaping of sensations: and for the 
cognitive scientists. it arises from the process­
ing of external information by a formal cal­
culus (a computation) operating on mental 
symbolic representations. It is clear that none 
of these reinterpretations succeeded in devel­
oping a theory of morphological. qualitative 
objectivity compatible with the physical 
theory of quantitative objectivity. 

A morphological structuralism like that 
developed by Thom. in contrast. explains the 
link between the physics of substrates as 
modelled mathematically. and the qualitative 
structures of the perceptible world as these 
are apprehended by the senses and described 
linguistically. It opens onto what Rene Thom 
now calls a semiophysics and leads to a 
naturalist and realist approach to meaning. 
Contrary to the reigning nominalist world 
view. it leads to the granting of ontological 
content to the qualitative organization of the 
phenomenological world. Progress in math­
ematical physics hereby refashions the lo­
gical bond between A6yoc; and cpiioic;. a 
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bond which had to be broken in order that 
physics could take shape and develop, but 
which can now once more be set in place. 
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JEAN PETITOT 

Thomas Aquinas 

Life, Works and Influence. Thomas Aquinas 
was born in a noble family at Roccasecca near 
Naples in 1224 or 1225. and educated at 
Monte Cassino and the University of Naples. 
In 1244 he joined the Dominicans. In 1245 he 
went to Paris, and in 1248 to Cologne, to 
study under Albert the Great, being ordained 
priest in 1250. In 1252 he returned to Paris to 
teach, becoming Master in Theology in 1256. 
In 1259 he returned to Italy. He had by this 
time already written. among other works, the 
De eme et essentia, a programmatic discussion 
of key Aristotelian concepts; a commentary 
on the Sentences of Peter Lombard (c. I 100-
64). then the standard text in theology; a 
number of disputed questions, including one 
On Truth; and had begun the S11mma contra 
Gellliles, a textbook for missionary work 
among Muslim intellectuals. In Rome in 1265 
he began his greatest work, the S11mma 
Theologiae, which was all but finished at his 
death. Around the same time he began the 
first commentaries on Aristotle to be com­
posed in the West. They cover most of 
Aristotle's major works and continue to be of 
value today. In 1269 he returned to Paris. 
Here he defended his interpretation of 
Aristotle against both the more radical 
Averroist Aristotelians and the more con­
servative Augustinians. In 1272 he returned 
to Naples. where on 6 December 1273 his 
health broke down after a mystical experi-
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ence. He never wrote any more. He died in 
Fossanova on 9 March 1274. after a fall when 
travelling to the Council of Lyons. He had 
been famous during his life for his sanctity 
and for his teaching. Though some proposi­
tions that he held were condemned by the 
bishop of Paris in 1277, and though he left no 
school behind him. his fame increased slowly 
over the years. He was canonized in 1323, 
after which the condemnation was revoked. 
In the 16th century many theological theses 
of his were incorporated into decrees of the 
Council of Trent, and in the 19th century he 
was put forward by the Pope as master and 
model of theologians. In the 20th century 
some philosophical theses of his were en­
joined on Catholics by the Pope as safeguards 
of orthodoxy. 

His Place in Philosophical Tradilion. 
Aquinas was both an Augustinian theologian 
and an Aristotelian philosopher. (The index 
of a recent edition of the S111nma Theologiae 
gives roughly the same numbers - about a 
thousand - for citations of Aristotle and 
Augustine.) He held, with Augustine, that 
true understanding could come only as a fruit 
of faith, and that believers would be able to 
interpret all human wisdom: the teachings of 
the philosophers could be either incorpor­
ated into this interpretation, or rejected. 
Aquinas's life work was to bring about a 
reconciliation and synthesis of the newly 
discovered works of Aristotle, incorporating 
as much of them as possible into the tradi­
tional understanding that had developed 
since Augustine. Sadly, in his own time this 
reconciliation was in general not accepted by 
either side of the dispute. 

Analogy. Crucial in this reconciliation is 
the notion of analogy. This is developed from 
Aristotle's account of homonymy and 
Pseudo-Dionysius's (6th century) account of 
the ways in which human language can be 
used of God. Expressions need not be either 
univocal - signifying just one thing - or 
equivocal - signifying two or more entirely 
different things. They may be analogical: 
expressions which have different senses 
which are systematically related. Most of the 
principal terms of Aquinas's metaphysics 
·existent', 'true', 'one and the same'. 'same', 
·acting', ·actuality', ·potentiality', and the 
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like - are analogical in one way or another. 
Analogy is used by Aquinas, for example, to 
reconcile Augustine with Aristotle on truth. 
For Aristotelians, truth is something that 
arises in the match of the human mind with 
the world: for Augustinians, 'truth' is another 
name for God. For Aquinas, the truth which 
is God is primary and fundamental in the 
order of existence or reality: but in our usage 
of the word 'truth', Aristotle's sense is prior. 
The same considerations apply to 'good', 
'existent', etc. 

Metaphysics. Most distinctive in his meta­
physics is his treatment of the notion of actual 
existence ( esse). This notion is related ana­
logically to those of truth, goodness, identity, 
etc., and is itself a nest of analogical notions. 
He discusses, in order to put on one side, the 
notion of "existence in the sense of the true" 
(esse ut verum) - the notion of existence 
according to which everything that can be 
truly and affirmatively spoken of can be said 
to exist. His metaphysics is a study of the 
actually existent (ens). "Actually existent" is 
a general notion, of which 'living' is a species. 
Like Aristotle, he also leaves aside what is 
actually existent in a coincidental way ( ens 
per accidens), to concentrate on the actually 
existent in its own right (ens per se), and 
within that, on substance. Readers familiar 
with ontology today should be careful to 
notice Aquinas's exclusive concern with the 
actually existent. For example, Aquinas's 
'forms' are not to be identified with Gottlob 
Frege's 'concepts' (Begriffe), even though a 
form, like a concept, is signified by a general 
term in predicate position. Forms are only 
those concepts whose instantiations are 
actual existents in their own right-individual 
substances or accidents. His notion of 
'essence', too, is different from that of con­
temporary authors - what is true of an 
individual in all possible worlds - not only in 
that he is interested in what is necessarily true 
of a substance only in so far as it is a member 
of its species, but also because for him 
'essence' includes only actually existent 
properties. A negation like 'not being a 
square root' is not part of the essence of any 
animal. What chiefly marks out Aquinas's 
metaphysics from others of his own age also 
has to do with esse: it is his claim that God's 
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essence and actual existence are identical, 
while in everything else there is a real distinc­
tion between essence and actual existence. 
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Essendi 

Thought 

The English word 'thought' and its (alleged) 
synonyms in other languages do not have a 
standard philosophical use. Plato and 
Aristotle used v6l]OL<; and 01&vo1cx for a 
certain kind of inherently cognitive con­
sciousness with a distinctive object, namely, 
universals. Rene Descartes used cogito to 
apply to all of one's modes of consciousness. 
Kant held that thought (Denken) is cognition 
(Erkenntnis) by means of concepts (Begriffe). 
'Thinking' is often used for what is more 
precisely called reasoning, and this is part 
(but only part) of the motivation for recent 
work (e.g. Jerry Fodor's) on whether think­
ing can be understood as analogous to the 
functioning of a computer. 

Probably the most useful sense of the term 
is as the name of consciousness that is prim­
arily conceptual and thus distinguishable from 
sense perception, imagination, and emotion, 
which, even if they necessarily involve con­
cepts (a controversial view) are not primarily 
conceptual. This is the general sense in which 
H. H. Price (1899-1985) uses it in his classic 
work Thinking and Experience. Within it may 
be distinguished two specific senses. 

The first expresses the Greek notion of 
thought as essentially the apprehension of 
universals. Whether there is thought in this 
sense is, of course, a controversial issue, but 
its importance to ontology is obvious. A 
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major consideration in discussions of the 
problem of universals is whether we are 
aware of such entities, and to avoid the 
everyday connotation of 'aware' that renders 
the question rather simplistic, we might well 
replace 'aware' in it with 'think'. 

But the term 'thought', still used in the 
general sense I have recommended, also has 
a second specific sense, in which it is applied 
to certain familiar modes of consciousness of 
objects that are not universals. We may think 
ofan individual object in abse11tia, i.e., when 
we do not perceive it or even when there is no 
such real object at all. In doing so we may 
employ mental images, physical representa­
tions, words, but the thinking does not consist 
in any of these, for we must also know what 
the image. representation, or word 'stands 
for', if it is to have a role in our thinking at all. 
Such knowing can be occurrent and is prop­
erly describable as thinking of the object 
imaged or represented or meant. This second 
sense of 'thought' is related to the first, since 
thinking of objects in abse11tia, unless con­
fused with mere imagination, drawing, or 
talking, seems to presuppose the possession 
of relevant concepts, and perhaps concepts 
cannot be understood except in terms of 
universals. 'Thought', in the second sense, is 
also an essential aspect ofrecognition, which 
is arguably the most rudimentary kind of 
cognition. Recognition is not mere percep­
tion or imagination or verbal activity, even if 
it involves one or more of these. Although 
neither is it the same as recollection of a 
previously encountered object, it essentially 
involves thinking in absentia of such an 
object. 
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Time Flow, Temporal Passage 

The picture of time as passing or flowing is 
extremely common. "Time, like an ever­
rolling stream, bears all its sons away." But 
this picture, though one that most people 
would accept, has not stood up well to philo­
sophical analysis. Most philosophers and 
scientists today would dismiss it as at best 
metaphorical, and deny that time passes or 
flows in any literal sense. Whether this is so, 
and what philosophical meaning, if any, can 
be attached to the notion of temporal be­
coming, are important metaphysical questions. 

C. D. Broad (1887-1971) maintained that 
flow, or what he called "Absolute Becoming", 
was a 

rock-bottom peculiarity of time, distinguishing 
temporal sequence from all other instances of one­
dimensional order. such as that of points on a line, 
numbers in order of magnitude, and so on. 

Yet for most scientifically minded philo­
sophers the concept of temporal passage has 
to do not with the real world, but with sub­
jective consciousness. For Hermann Weyl 
(1885-1955), 

The objective world simply is, it does not happen. 
Only to the gaze of my consciousness, crawling 
upward along the life line of my body, does a 
section of this world come to life as a fleeting image 
in space which continuously changes in time. 

Weyl's picturesque image derives from con­
ceiving of the world as laid out in four­
dimensional Minkowski space-time. To say, 
in the Minkowski world, that a poker 
becomes hot, is simply to say that the four­
dimensional worm that represents the poker 
is cold at some temporal cross-sections and 
hot at others. In the Minkowski world, time 
does not flow. 

Furthermore, in Minkowski space-time 
there is no role for the concepts of past, 
present, and future. What does it mean to say 
that an event is occurring 'now'? Only that a 
conscious being so experiences it, or so 
describes it. But this implies that in the 
Minkowski world there is not one present, 
but many. There is a ·now' for Cleopatra. 
There is a ·now' for us. There will, no doubt, 
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be 'nows· for our great-grandchildren. But 
where is the present? In Minkowski space­
time there is no such thing. 

Despite the lack of a 'present'. many 
philosophers hold that temporally asymmetric 
processes such as entropy increase mark a 
distinction between the ·past' and ·future' 
ends of the Minkowski manifold. For Hans 
Reichenbach. entropy increase in thermo­
dynamic 'branch systems', e.g. an ice-cube 
melting in a glass of water. gives time a 
direction if not a flow. But as Adolf 
Griinbaum shows. such processes do no more 
than create temporal anisotropy. not a 
unique direction: i.e .. they serve to distin­
guish one direction of time from the other. 
but not to pick out the direction of time. 

For Griinbaum. the flow and direction of 
time are mind-dependem features of the 
world in the sense that without conscious 
observers they do not exist. The same goes 
for the divisions of past. present. and future 
(J.M. E. McTaggart's A-series). though not 
for the B-series relations of earlier and later. 
In this. Griinbaum follows the thought of a 
1915 article by Bertrand Russell: 

It is of the utmost importance not to confuse time­
relations of subject and object with time-relations 
of object and object: in fact. manv of the worst 
difficulties in the psychology and metaphysics of 
time have arisen from this confusion. It will be seen 
that past. present and future arise from time­
relations of subject and object. while earlier and 
later arise from time-relations of object and object. 
In a world in which 1hcrc wa:i. no experience there 
would be no past. present. or future. but there 
might well be earlier and later (··On the experi­
ence of time'". Th, Mo11ist. 212-33). 

For Russell. the movement of events from 
the category of •future·. through ·present'. to 
·past'. is an instance of what P. T. Geach has 
aptly named Cambridge change (Truth. Love 
and Immortality. 1979). An object O under­
goes Cambridge change iff there are two 
propositions about O. differing only in that 
one mentions an earlier and the other a later 
time. and one is true. the other false. A poker 
which is cold at t 1 and hot at t~ undergoes 
Cambridge change. but so does Aristotle 
each time someone today thinks of him. or 
even whether anyone thinks of him ornot. for 
every day the date of his birth recedes further 
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and further into the past. It seems obvious 
that the poker undergoes real change in 
addition to Cambridge change. while Aristotle 
does not. but the task of distinguishing be­
tween real and merely Cambridge change is 
not easy. At present Cambridge change. 
according to Geach. is the only clear. sharp. 
conception of change we have. 

For the majority of scientifically minded 
philosophers. events undergo mere Cam­
bridge change in time. whereas the domain of 
natural science is real change. Time flow. 
properly understood. is either a subjective 
illusion or a Lockean secondary quality. like 
colours and sounds. However. it is possible to 
construct a model of the real world in which 
time flow is objective. Instead of a single 
Minkowski manifold. imagine a branched 
tree-like structure. each branch of which is 
a four-dimensional space-time. The set of 
branches above each branch point is the set of 
physically possible futures relative to con­
ditions obtaining at the branch point. Above 
the first branch point of the tree. one and only 
one of the branches will remain to become 
part of the trunk: the remaining ·unactualized" 
branches vanish. (See McCall. A Model of 
the Universe. 1991.) On such a model. time 
flow is represented by progressive branch 
attrition. and takes place independently of 
the existence of conscious observers. 
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Time-Space. See: Space-Time 

Topology 

In 1872 Felix Klein (1849-1925) proposed 
that a geometry could be defined by the 
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transformation group that preserves its 
characteristic relations. A topological space 
is defined as a pair <X, 0> - where Xis a set 
and 0 a family of subsets of X - which 
satisfies the following three conditions: 

1. 0 and X belong to 0. 
2. The union of every family of members 

of 0 belongs to 0. 
3. The intersection of any two members of 

0 belongs to O. 

The family is then a topology on the set X and 
the members of O are called open sets. Let 
<X, 0> and <X', 0' > be topological spaces. 
A mapping f: X--+ X' is said to be open if f 
maps open sets on to open sets; it is said to be 
continuous if, for every open set U of X', the 
set {xlf(x) e U} is an open set of X. If the 
codomain off equals its range, and it is a one­
to-one correspondence, f is said to be a 
bijective mapping. An open and continuous 
mapping is called a homeomorphism and, 
very briefly put, it is homeomorphisms which 
characterize topology. 

Topological spaces proved to be particu­
larly useful in algebraic logic and in the 
geometrical representation of physical phe­
nomena. In the history of topology the ques­
tion: 'What dimension does space have?' has 
played an important role, especially in link­
ing geometrical with physical space. 

When Leonhard Euler (1707-83) and 
Johann Benedikt Listing (1808-82) pointed 
out that a certain relation between the 
number of edges, vertices, and surfaces of a 
polyhedron remains fixed even when the 
polyhedron is projected on to a sphere, a step 
towards the notion of topological transforma­
tion was made. Indeed, Listing was the first to 
use the word 'topology'. Listing was a disciple 
of Carl Friedrich Gauss (1777-1855), who 
had given a general definition of curvature. 
Gauss's proof (1827) that there are properties 
of a curve which do not change even if it is 
moved or bent in any way- so long as it is not 
stretched or shrunk or torn - opened up a new 
abstract way of thinking which led him to 
search for "a higher domain of the general 
abstract theory of quantity, independent of 
spatial things, whose subject is the com­
bination of quantities connected according 
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to continuity" (Inaugural Dissertation, 
1876). 

In his work on least squares of 1850, Gauss 
employed the Kantian term 'Mannigfaltigkeif 
(manifold) to refer to n-dimensional spaces. 
His follower Georg Friedrich Bernhard 
Riemann (1826-66) made a profound gen­
eralization of this term. In his lecture "Uber 
die Hypothesen, welche der Geometrie 
zugrunde /iegen" (1854), Riemann deals with 
three themes: the general concept of an n­
fold quantity, the foundations of non­
Euclidean geometry, and the relationship 
between geometrical and physical space. 
Riemann now uses the term 'manifold' to 
signify a general concept of quantity. A 
manifold, in Riemann's sense, approximates 
to our contemporary notion of topological 
space, although in trying to define it he 
struggled with philosophical terms such as 
'genus' and 'specifications of a genus' in a 
rather obscure manner. We can understand 
Riemann's manifold as the set of specifica­
tions of a genus. He speaks of discrete and 
continuous manifolds and develops methods 
for producing n-dimensional continuous 
manifolds and for determining points in such 
manifolds by sets of quantities, i.e. real 
number coordinates. Riemann's construction 
method is analogous to the idea that a con­
tinuous moving line produces a surface. If we 
suppose, for example, that a I-dimensional 
manifold passes over, by means of a 'continu­
ous transition' ( a forwards and backwards 
motion), into a series of such manifolds in 
point-to-point correspondence, then we 
obtain a 2-dimensional manifold. In general 
we can continue the process to give an 
n-dimensional manifold. 

After Riemann some mathematicians 
persisted in following a rather intuitive geo­
metrical idea; others turned to a more ab­
stract point of view. We could say that these 
two approaches became reunited in the work 
of Jules Henri Poincare (1854--1912) and 
Luitzen Egbertus Jan Brouwer (1881-1966), 
thanks to the generalizations of Sophus Lie 
(1842-99) and Felix Klein. 

The Abstract View. In 1817 Bernard 
Bolzano and in 1872 Karl Weierstrass (1815--
97) developed a rigorous formal treatment 
of analysis and continuity, introducing the 
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notions of 'interior' (a subset I is called the 
interior of an open set A if it is the greatest 
open subset of an open set A) and 'neigh­
bourhood' (a set U is a neighbourhood of a 
pointp, if Uisopen andp belongs to U). The 
dimension of a manifold was hereby defined 
as the number of its coordinates. Georg 
Cantor criticized in 1874 the coordinate 
theory of dimension, showing that a line 
segment could be put in bijective corres­
pondence with a square. In 1877 Richard 
Dedekind (1831-1916) conjectured that the 
coordinate theory of dimension could be 
rescued given the additional constraint that 
the correspondence be continuous. Dimen­
sion was by this means treated as a topological 
invariant. Dedekind's conjecture was proved 
by Brouwer in 1911. 

The Geometrical View and its Generaliza­
tions. Hermann von Helmholtz (1821-94) 
attempted in 1878 to prove an assumption 
made by Bernhard Riemann to the effect that 
only on n-dimensional manifolds with a con­
stant curvature could figures be rotated with­
out expanding or contracting. Thus he under­
stood Riemann's 'continuous transition' in a 
quasi-operational way, and connected it to 
the notions of congruence, rigid bodies, and 
free mobility. Inspired by the results of Klein, 
Lie went on in 1886 to give an abstract version 
of the Helmholtz-Riemann problem. Using 
his own theory of continuous groups, he 
represented the movements of a rigid body in 
space by means of a group of transformations. 
Poincare then introduced the word 'homeo­
morphism' in 1895. In a rather intuitive way, 
he defines dimension-number recursively, 
exploiting Dedekind's idea of a cut on a 
continuum. Brouwer, the founder of intu­
itionism, showed in 1911 that Poincare's 
definition is not always applicable and gave a 
proof of the topological invariance of dimen­
sionality using the idea of boundary (the 
boundary of the set A is the intersection of its 
complement and the complement of its 
interior). Finally all ofthese ideas crystallized 
in Felix Hausdorffs (1853-1928) formaliz­
ation of topological spaces in 1914. 

More recently Helena Rasiowa and 
Roman Sikorski provided a method to iden­
tify a Brouwerian algebra (intuitionistic 
algebra) using topological spaces and applied 
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this idea to first-order logic. In 1956 Everett 
W. Beth (1908-64) was the first to use a 
topological space to give a semantics for 
intuitionistic logic. 
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SHAHID RAHMAN 

Topos Theory 
Topos theory generalizes set-theoretic 
reasoning creatively. This is of significance 
for mathematics because it creates a logical 
space for mathematical entities which cannot 
be directly represented and reasoned about 
set-theoretically. Likewise, since set-theoretic 
reasoning has been ubiquitous in meta­
physics, topos theory creates the possibility 
of reasoning well about, and therefore of ad­
mitting as real, en ti ties incapable of direct set­
theoretic representation. 

Sets are powerful mimics. Most math­
ematical structures can be imitated by sets -
they can be rather directly represented by 
typically very complex sets in 'the' set­
theoretic universe characterized by, say, 
Zerrnelo-Fraenkel set theory. The usual con­
cept of that universe is of sets transfinitely 
built up from the empty set, 0. For example, 
the natural numbers 0, 1, 2, 3, ... can be 
represented by 0, {0}, {{0}}, {{{0}}}, .. . 
(If a, b, c, ... are objects, then {a, b, c, ... } 
indicates the set of those objects.) The set of 
natural numbers is then the infinite set Ill = 
{0, {0}, {{0}}, {{{0}}}, ... }. 

Of course, that is only a start on represent­
ing the structure of the natural numbers. 
Indeed, {0, {0}, {{0}}, {{{0}}}, ... } 
represents the natural numbers most incom­
pletely. For example, if e indicates the rela­
tion of sets to their members, then we have 
{ { 0}} e { { { 0}}} . The set representation of 
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the number 2 is an element of the set 
representation of the number 3, but, of 
course, the number 2 is not an element ofthe 
number 3. Thus we must be more elaborate in 
our set-representation of the natural num­
bers in order to exclude such incidental 
properties induced by our representing the 
numbers by sets built up from the null set. We 
must not only give a representation of each of 
the natural numbers, but we must also give a 
set-representation of the relations obtaining 
among the natu.ral numbers, the numerical 
relations. For example, a fundamental 
numerical relation is the functional relation 
of one number being an immediate successor 
of another. We must include a set that 
represents the successor function. Functions 
can be represented as sets of ordered pairs 
<a,b>. The successor function can be repres­
ented by a set {<0,1>, <1,2>, <2,3>, ... }. 
where 0, 1, 2, ... are replaced by their set 
representations. But we must also replace 
'<a,b> · by a set representation, e.g., 
(a,(a,b} }. Properties of the natural numbers 
which must be added to our set representa­
tion of the natural numbers can be repres­
ented by sets consisting of the set represen­
tations of exactly those natural numbers 
having those properties. Thus primeness is 
represented by the set {2, 3, 5, 7, ... }. where 
2, 3, ... are replaced by their set representa­
tions. (Technically the representations are 
achieved by means of explicit definitions in 
the language of set theory together with 
existence proofs that the set-structures 
picked out by the definition - such as that 
representing the successor function - exist.) 

From this brief discussion it is clear that 
one must already know a great deal about a 
mathematical structure before one can come 
up with a set representation of it. Why then 
bother with set representations at all? On the 
assumption that almost all mathematical 
structures generally can be given adequate 
set representations, one can then reason 
about almost all of them set-theoretically. 
This gives someth'ing like a canonical logic for 
much of mathematics and it also thereby 
induces a kind of unity among all mathem­
atical structures. This uniformity of reason­
ing provides grounds for comparing and 
relating what in standard mathematical prac-
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tice might be taken to be two quite different 
structures, as though constructing a set of 
ordered pairs, first members coming from the 
elements of one structure, second members 
coming from the elements of the structure 
being compared with the first. Then one can 
reason set-theoretically about, say, structural 
similarities between the structures. But also 
set-theoretic construction is a powerful re­
source for building new things out of old 
things, such as building the set of ordered 
pairs of members of two sets, or the set of all 
functions from one set into itself or into 
another set. 

There are, however, some limitations to 
set-theoretic representation and therefore to 
set-theoretic reasoning about mathematical 
structures. Conspicuous among them are 
two. Sets have the trait of being definitely 
extended. This means that for any object, 
either it is a member of a set or it is not. There 
is no room here for the direct representations 
of other than exact or more fluid relations and 
properties. Furthermore, there is as it were 
nothing more to a set than its elements or 
members, so that we have the principle of 
extensionality: a set b and a set c have the 
same members if and only if b = c. When we 
come to representing a mathematical struc­
ture, we choose - as we have illustrated- a set 
S to represent the elements of the structure 
and then further sets to represent the rela­
tions among the elements of the structure. 
Those relation-representing sets are limited 
to those definable in terms of e. Another 
way of saying this is that those relation­
representing sets are extensional (because 
governed by the principle of extensionality), 
not intensional. But it might be that there are 
quite cogent mathematical entities and rela­
tions on them that cannot be given in terms of 
a membership relation governed by exten­
sionality. There might be entities which are 
like sets in that they have something quite 
analogous to the set-membership relation on 
them, but which are such that b and c can 
have the same 'members' and not be identical. 
Topos theory is a rich fund of 'set theories' 
which go beyond both these limitations of 
standard set theory. 

Set-theoretic reasoning has been all but 
ubiquitous in both mathematics and in recent 
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analytic metaphysics. For example, in the 
latter case, properties, relations, possible 
worlds are typically assumed to be represent­
able as set structures. But the question natur­
ally arises in metaphysics, Are indeed all 
entities which can be reasoned about capable 
of being reasoned abo111 set-theoretically, or 
are there more or other things that can be so 
reasoned abo111? Both from a mathematical 
and a metaphysical point of view the question 
arises, Can set-theoretic reasoning be general­
ized in a way preserving principal virtues of 
set-theoretic reasoning but so that entities 
could be represe/1/ed, and hence reasoned 
about, that could not be set-theoretically 
represe111ed in any direct way? Topos theory 
enables us to answer 'yes' to the second 
question and 'no' to the first. 

What are the virtues of set-theoretic think­
ing that we would like to see preserved in any 
generalization? Large among the virtues are 
the powers of constructing new entities from 
old that are available in set theory. There are 
other nice traits, having to do with the 
interrelatedness of possible constructions, in 
which set theory is especially rich. Inter­
relatedness is extremely important for rich­
ness, depth, and simplicity of structure and 
reasoning. For example, in geometry, with­
out interrelations among points and lines of 
the sort that two points determine one, and 
only one, line, geometry as a mathematical 
subject would fall apart into near chaos 
(imagine what would happen if no particular 
number of points determined a line). Topos 
theory more or less preserves the kinds of 
constructions that are available in set theory 
as well as important kinds of interrelatedness 
while opening up the possibility of relation­
ships (such as those of an inexact or inten­
sional kind) that cannot be directly repres­
ented by set constructions. 

Topos theory is built up within mathem­
atical category theory. Categories consist of: 

I. a domain of things called objects of the 
category, 

2. a domain of things called arrows, and 
3. an operation of composition among 

arrows, 

with the following laws satisfied: each arrow f 
has associated with it objects a, b, where a is 
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its domain and bits codomain. and the arrow 
goes from a to b. Two arrows/, g compose if 
and only if the domain of f matches the 
codomain of g, and then their composition, 
fg. is an arrow of the category. For any object 
b there is an identity arrow with domain and 
codomain b. Composition of arrows is asso­
ciative. 

The arrow is a generalization of the idea 
of a function between domains as sets of 
objects, composition corresponding to func­
tional composition. But a categorial structure 
can be anything that satisfies the require­
ments. For example, we could let the objects 
be the natural numbers and the arrows the 
less-than relations obtaining between pairs of 
numbers (the ordered pairs such that the first 
is less than the second). 

It turns out that analogues of set­
constructions can be defined in terms of 
arrows of categories, although all con­
structions need not exist in all categories 
(Goldblatt 1984, Chapter 3). This is done by 
finding a relational characterization of the set 
construction and then translating it into 
arrows and objects. 

Thus, in set theory, the Cartesian product 
A x B construction (the set of ordered pairs 
the first members of which come from A, the 
second members coming from B), has two 
relational or structural traits: 

I. there are projection functions PA, P 8 

from Ax B into A and B, and 
2. A x B is the least set with that property 

in that all other sets with that property 
can - in a sufficiently strong sense - be 
embedded in A x B. 

Here the reconstruction in arrows pro­
ceeds, roughly, as follows: the product (in a 
category) of a and b is an object c for which 
there exist arrows, both with domain c, one 
with codomain a, the other with codomain b, 
and c is the minimal object with this property 
(i.e., for all other objects d with that property 
there exists an arrow from d to c preserving 
that property). 

The idea of an element or member of an 
object - mimicking the member-set structure 
- is obtained in the following way. The 
category is supposed to have a 'terminal 
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object'. an object 1 such that there is one, and 
only one, arrow from any object in the 
category to 1 (in the category which is the 
usual universe of sets, any singleton set {a} 
would be a terminal object). Then, for any 
object c of a category with a terminal object 
1, the 'elements' or 'members' of c are all of 
the arrows from 1 to c. 

A topos is now - very roughly speaking, to 
give the idea - a category with a terminal 
object (so the objects can look like they have 
elements) and which has certain minimality 
relations among its objects sufficient to intro­
duce correlates of the familiar set-theoretic 
constructions (e.g., Cartesian product, 
exponentiation, subset). (The minimality 
relations also ensure that sort of richness of 
interconnectedness among objects we re­
ferred to above.) In this sense to poi are good 
generalizations of set theory. But, happily, 
one has topoi deviating in some ways, even 
wildly, from standard set theory. Thus, it is 
not the case in all topoi that two objects 
( correlates of sets) are identical if and only 
if they have the same elements ( that is, 
roughly, the same arrows from the terminal 
object into them). 

Aristotle had once askfd if there were 
indivisible lines, as would be fluid rather than 
discrete continua. Classical real number con­
tinua are ultimately discrete and made up of 
definite 'points·, the real numbers. It is by 
virtue of this that they are divisible. Thus, for 
example, the continuum of points between 0 
and 1 can be divided into those before 3/4 and 
those including and following 3/4. But there 
are topoi in which it is possible to directly 
imitate the real numbers but in which they 
form linear continua which are not at all 
divisible: even though 3/4 is well defined, 'the 
numbers preceding 3/4' is not well defined. 
(The general property causing this circum­
stance is that all functions on the continua in 
these topoi are continuous. If 3/4 divided one 
of those continua, then we could define a 
function that sent all numbers before 3/4 to 0 
and 3/4 and all numbers greater than 3/4 to 1; 
but that would be a discontinuous function.) 
Imagine something moving along a straight 
path, the path regarded as 1 unit in length. 
Then, although 3/4 is different from, and 
greater than, say, 2999999999/4000000000 
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(so that there is some considerable mathem­
atical integrity to the continuum), 3/4 is not 
this definitely situated with respect to all 
'points'. This has the consequence that a 
moving object is never (even instantan­
eously) exactly at a particular point in the 
sense of being in a definite position with 
respect to all other points. Thus Zeno's 
paradoxes do not become an issue for such 
continua that are not divisible at all (not even, 
as in Aristotle, potentially)! Perhaps such 
continua give a better representation to our 
sense of motion as generally something fluidic. 

Let this stand as an indication of the sense 
in which topos theory, as a theory of set 
theories (Bell 1988, Chapter 8), might enrich 
our metaphysical imagination. From another 
direction topos theory incorporates theories 
of 'variable sets' which are of powerful utility 
in reasoning about dynamic and fuzzy sys­
tems (such as the structure of a commercial 
corporation) and in ways more effective and 
logic-like than now traditional fuzzy-set 
theory (Negoita 1980). Such variable-set 
theories, like all topoi ( and so including 
classical set theory) have an intuitionistic 
logic, giving an as it were absolute signific­
ance to this ( classical logic is, of course, just 
a special case of intuitionistic logic). This 
suggests that intuitionistic or constructive 
logic may be the logic of the future, a future 
of more creative and powerful metaphysics 
made possible by topos theory. 

For the metaphysician wanting to acquire 
technical competence in topos theory, the 
works of Bell and Goldblatt listed below are 
the most useful. A serious obstacle to acquir­
ing such competence is that of learning 
enough mathematical category theory. Here 
Goldblatt is most helpful. Goldblatt also 
enables one to see clearly the relationships 
between topos theory, set theory, classical 
logic, and intuitionistic logic. But, in the end, 
Bell presents a far more useful characteriza­
tion of topoi, although the text fails to give as 
good a feel for the concrete aspects of the 
subject as does Goldblatt. 
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ROBERT S, TRAGESSER 

Transcendence 

The term 'transcendence' comes from the 
Latin 'transcendere', meaning to transcend, 
to go beyond some point or limit. In philo­
sophical language, this word can have a static 
or a dynamic meaning. In its static ( onto­
logical) sense, it means 'to lie beyond some 
fundamental limits'. In this sense some 
philosophers designated as 'transcendentals' 
or transcendentia being itself and those 
properties of being which lie beyond all 
categorial limits and restrictions. (In an ana­
logous sense, mathematicians speak of 'tran­
scendent equations' and 'transcendental 
numbers' and indeed any infinity in number 
or division transcends all finite numbers, 
measures, or divisions.) 

A similar ontological lying beyond a limit is 
meant when one speaks of the transcendence 
of an infinity with respect to some finite 
measure, or of the transcendence of the 
person with respect to other beings. 

Philosophers spoke likewise of the infinite 
transcendence of God who exists beyond all 
limits of this world and who is infinitely 
greater than all creatures. Anselm of Canter­
bury expresses this transcendence when he 
refers to God as "that greater than which 
nothing can be conceived". This name ex­
presses absolute and unsurpassable infinity of 
perfection which is the complete and absolute 
transcendence, in the static, ontological 
sense of the term. 

From this there follows. as Anselm argues 
in Proslogion xv, also a certain epistemo­
logical transcendence in that the absolute 
being is also "greater than can be conceived". 
This does not imply transcendence in the 
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sense of that which is completely unknowable 
(as agnosticism, for example, implies) but 
rather something the apprehended attributes 
_of which we cannot fully comprehend. 

Kant also introduces a similar concept of 
transcendence when he treats of the "tran­
scendental ideas of reason"; he, however, 
applies the term in two different senses as 
referring to that which lies beyond the limits 
of the objects of experience and as that which 
exists independently of the subject in the 
sphere of the thing in itself. In the first sense, 
he ascribes transcendence to his 'transcend­
ental ideas' of God, world, and soul because 
these extend the categorial forms beyond all 
limits of experience. Kant speaks also of a 
'transcendent use' of the transcendental 
ideas, however, when they are not con­
sidered as products of human reason but as 
existing in themselves. Thus he calls the thing 
in itself transcendent because it exists beyond 
the limits of the subject - precisely by being 
'in itself. 

The 'transcendent' in Kant, then, is that 
which really exists independently of the sub­
ject, which he posits and yet regards as 
unknowable. The 'transcendental' in Kant -
on the contrary - is made of those structures 
in the subject and of those ideas which the 
subject inescapably projects into the world 
but which do not correspond to any being in 
itself, i.e., independent of constitution 
through the subject. A 'transcendental illu­
sion' occurs, according to Kant, when the 
subjective transcendental ideas are thought 
to be transcendent realities. 

Kant explicitly denies the transcendent ex­
istence of God, world, and of the soul- insist­
ing that we know them only as transcendental 
ideas. Thus Kant denies the transcendence of 
God, soul, and world in the sense of their 
lying beyond all objects of human reason. So , 
much about Kant's notion of transcendence. 

In another sense, immortality or the life 
after death is a transcendent life because it is 
not experienced by us now (lies beyond the 
limits of our experience) and also because its 
reality implies that human existence is not 
enclosed within the limits of our temporal 
and earthly life. 

In all of these different senses, however, 
'transcendence' means an objective-lying-
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beyond-the-limits of something: of the finite, 
of knowledge, of the subject, of that which 
falls within the power of knowledge, and so 
on. 

In its second, dynamic sense, to transcend 
means 'actively to go beyond some limits'. In 
this sense, Edmund Husserl sees a certain 
'immanent transcendence' in the intentional 
act in so far as this act is related to some 
object of which we have consciousness. This 
object is not part of our consciousness and is 
in this sense transcendent to it. Psychologism 
as Husserl criticizes it in his Logical Invest­
igations (1900/1) fails to recognize this, by 
making objects of intentional acts immanent 
contents of consciousness. Other authors 
distinguish the transcendence which is 
achieved in all intentional acts ( and which we 
find also in cases of illusion or error) from the 
truly transcending transcendence which is 
achieved in acts embodying knowledge. The 
knowing subject, in his acts, knows some­
thing or some state of affairs as it is in itself, 
independently of the subject. He thereby 
goes beyond the limits of his own experience 
and of his own subjectivity; he likewise goes 
beyond 'purely and merely intentional ob­
jects'. To transcend in this sense means to 
partake consciously in that which is beyond 
the subject. Corresponding to each sense of 
'thing in itself one could then speak of 
different meanings and degrees of cognitive 
transcendence (Seifert 1972, 1989). 

Max Scheler (1874-1928), Martin Heideg­
ger in Vom Wesen des Grundes (1929), Josef 
Pieper {b. 1904), and others speak of tran­
scendence only when the subject is related to 
the world as a whole, or to being as such. The 
metaphysician qua metaphysician would then 
transcend both himself and partial aspects of 
the world. 

In ethics and ontology of the person, the 
active sense of transcendence can refer to 
what G. E. Moore in Principia Ethica calls 
the appropriateness of emotions and to what 
Dietrich von Hildebrand calls value response 
- a conforming of our will or affections to the 
good in accordance with its value and the 
value-rank it possesses. In this way, a hedon­
istic or eudaemonistic attitude centring on 
one's own pleasure or self-fulfilment, and 
regarding the other person as a mere means 
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towards pleasure or happiness, would be 
immanentistic, while a value-responding 
esteem or love which takes the other person 
seriously in himself and for his sake in virtue 
of his inherent preciousness, or 'as an end in 
himself (Kant, Karol Wojtyla), would in­
volve transcendence. If the person embodies 
being in its highest form, love of another 
person for his or her sake involves tran­
scendence in its highest ontological-ethical 
form. 
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JOSEF A. SEIFERT 

Transcendental 

The expression 'transcendental' is derived 
from the Latin 'transcendens', which is the 
present tense active participle of the verb 
'transcendere': to surpass, to exceed. 
Etymologically closer to this origin is the 
metaphysical predicate 'transcendent': sur­
passing, exceeding ( everything of a given 
kind). 

There are two main meanings of the term: 

1. An older one, which has been im­
mediately inferred from 'transcendent' 
and which is used in commentary on 
scholastic philosophy; 

2. a newer one, introduced by Kant rather 
in opposition to 'transcendens'. The 
whole realm of transcendental philo­
sophy is to be subsumed under this 
second meaning. 
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Ad 1. The medieval origin of 'transcend­
ental' is somewhat in the dark. The Thomas­
Lexikon (2nd ed., 1985) has the substantive 
plural 'Transcendentales' under the head­
word 'transcendens', and quotes passages 
which are meant to illustrate its use. In fact, 
however, one finds that it is only the plural 
'transcendentia' that is really being meant 
when commentators talk about 'transcend­
entalia', the source of which is also unclear. 

Wherever earlier we find the plural 'tran­
scendentia' or flexions thereof, e.g. in Thomas 
Aquinas or John Duns Scotus, these authors 
use the term to refer to ontological predicates 
which are transcendent in the sense that they 
surpass all divisions of being according to 
genera and species. The Transcendentia 
exceed also the structuring of being in terms 
of the Aristotelian categories. No genus, and 
a fortiori no species, is coextensive with the 
whole universe of being, but the transcend­
entia are. In "Quaestiones disputatae de 
veritate" (1256/59) Aquinas distinguishes 
five such transcendent predicates: thing (res), 
something (aliquid), one (unum), true 
(verum), and good (bonum). He argues that 
these apply to every being. Thus, in modern 
terms, the transcendentals coincide exten­
sionally, yet they differ in intension. 

It is more difficult to see why the transcend­
entia should exceed the categories too, 
since, in some sense, these apply to every 
entity as well. However, the Aristotelian 
categories define questions, and they apply to 
everything in the sense that these questions 
can be meaningfully asked with respect to 
any being, e.g. the question 'what is it?', 
corresponding to substance (cf. Top. I, 9). 
Yet, if asked with respect to, say, Socrates, 
the answer would be 'man', thus subsuming 
Socrates under this predicate, which of 
course, is not coextensive with the predicate 
entity. The transcendentia thus exceed all 
those predicates which yield an answer to 
the question 'What is it?' ( a question that 
is everywhere· significantly addressed to a 
thing). This is very nearly a necessary con­
dition for such predicates' being substantial, 
and the situation with regard to the other nine 
categories is analogous. 

John Duns Scotus enriches this class of 
transcendentals by giving a list of complete 
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disjunctive attributes such as 'finite-infinite' 
and 'contingent-necessary', all being com­
posed by a predicate ofless perfection with its 
contradictory perfect quality. No component 
of these disjunctions is coextensive with 
being (whereas the disjunctions taken as a 
whole of course are - for logical reasons). 
However, if• P' denotes some perfect quality 
and ',P' its imperfect contradictory, Scotus 
has a law to the effect that 

3x,Px :::> 3xPx 

(if the less perfect quality is realized in some 
being, then its perfect counterpart is as well, 
cf. Ordinatio I, 39). While the disjunction 
•p v ,P' would be a transcendental in the 
sense developed so far, this law itself is 
'transcendental' only in the very loose sense 
that it somehow concerns the whole realm of 
being. In addition, Scotus claims that the 
components of his disjunctions are tran­
scendental, since they have no genus above 
them, this being another meaning of the 
term. 

Ad 2. Though coextensive with being, the 
scholastic transcendent attributes are none 
the less first-order predicates in the sense of 
modern logic. Kant, who gave the term 
'transcendental' a new meaning, criticized 
this approach in §12 of his Critique of Pure 
Reason (1781). At first, Kant states that to 
apply each such predicate to a thing amounts 
to a tautology, and this is in fact nearly true 
with respect to 'unum', where one would 
have: every entity is one (entity). The ad­
equate usage of a transcendental is, Kant 
continues, rather with respect to concepts of 
things. Thus with respect to 'unum', it is to 
state that a concept always represents some­
thing which is one and the same against the 
multiplicity of things comprised under it. 

For Kant, then, the scholastic transcend­
entia have to be constructed as second-order 
predicates, in a way surpassing our first-order 
knowledge. 

Positively, the term 'transcendental' ac­
quires with Kant an epistemological mean­
ing, designating the quality of a certain type 
of knowledge. Typically, to have transcend­
ental knowledge is to know the difference 
between a priori and empirical truths, 
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especially with respect to science (cf. A 56/B 
80). In the sense of modem logic and methodo­
logy, the term thus becomes not only a 
predicator of a meta-language, but even a 
substantial concept of the metatheory of 
knowledge. 

In the Critique of Pure Reason Kant pre­
sents several transcendental disciplines, each 
exemplifying transcendental knowledge in 
this sense. The most important of these 
is the partition of the 'Transzendentale 
Elementarlehre' into 'Transzendentale 
Asthetik' and 'Transzendentale Logik'. The 
theories developed under these headings use 
a type of reasoning which has more recently 
been called 'transcendental argument' 
(Strawson 1959). This use of'transcendental' 
enriches the term's meaning. A typical con­
clusion of a transcendental argument is 
Kant's claim that "all multiplicities within 
a given intuition necessarily stand under 
categories" (B 143). This necessity claim is eo 
ipso an aprioricity claim and hence a tran­
scendental thesis. What makes the respective 
argument transcendental is the fact that it 
itself involves an a priori statement, i.e. the 
theorem that the possibility of objective 
knowledge necessarily presupposes the ap­
plication of the categories. The logical struc­
ture of a transcendental argument of this 
type would be: 

(a priori o: & a priori (possible o: :::> 13) 
:::> a priori 13) 

Another type of transcendental argument 
involves a stronger sort of relation of being­
presupposed-by-a-proposition. E.g., to be 
semantically meaningful is an a priori con­
dition for the truth as well as for the falsehood 
of any sentence. Hence from the fact that the 
sentence p is used to make a statement 
having a definite truth-value we can tran­
scendentally argue to the thesis that p is 
semantically meaningful. The logical form of 
this argument would be: 

(a priori (o: :::> 13) & a priori (,o: :::> 13) 
:::> a priori 13) 

Transcendental arguments of a similar type 
have been used to justify ultimate moral 
principles (Griffiths 1957). 
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Since Kant, then, a transcendental X is 
above all something which refers to human 
reasoning about objects and which concerns 
the conditions of possible theorizing; the 
scholastic transcendentia, on the other hand, 
refer to the objects themselves. The most 
prominent post-Kantian works of such tran­
scendental philosophy, works which use the 
term within their very titles, are F. W. J. 
Schelling's System des transzendentalen 
ldealismus (1800) and Edmund Husserl's 
"Formale und transzendentale Logik" (1929). 
For transcendental reasoning in Husserl's 
philosophy, see also his "ldeen zu einer 
reinen Phanomenologie und phanomenolo­
gischen Philosophie" (1913), which presents 
a transcendental phenomenology. 

In "Sein und Zeit" (1927) Martin Hei­
degger has as the object of transcendental 
knowledge being itself, which is transcendent 
with respect to all entities in the sense of a 
condition which makes them possible. Here 
the transcendent, with respect to the tran­
scendental, plays the role which for Kant is 
played by the a priori: "Phenomenological 
truth (disclosedness of being) is veritas tran­
scendenta/is" (Sein und Zeit, §7). 

Ludwig Wittgenstein uses the term 'tran­
scendental' twice in his Tractatus Logico­
Philosophicus (1921). According to him, 
logic and ethics are 'transcendental' ( 6.13 and 
6.421). Wittgenstein holds this view with 
respect to ethics because its object- value- is 
not within the world, hence value and the 
corresponding ethical reasoning are both 
'transcendens' in the original sense of the 
Latin participle. Logic, on the other hand, is 
for Wittgenstein concerned with what can be 
said within language; thus it is just the 
linguistic analogue of Kant's 'transcendental 
logic'. 
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RAINER STUHLMANN-LAEISZ 

Transcendentals and Pure 
Perfections 

Under 'transcendentals', the medievals 
understood all properties and principles of 
being which transcend the limitations of the 
categories or most universal genera of beings. 
Being itself is thus transcendental and so also 
are other properties and principles which 
characterize all beings. In contradistinction 
to Kant's subjectivization of the transcend­
ental as a matter of the subjective conditions 
of experience and of objects of experience, 
the medieval notion of the transcendentals is 
part of an objectivist ontology. 

Medieval lists of the transcendental faces 
or aspects of being include up to seven: 

1. Ens (essentia, esse) - or being itself. 
2. Res ( or content, considered as essence), 

reflecting the thesis - defended by 
Thomas Aquinas in De Veritate - that 
essence (quiddity) is a mark of every­
thing that is. This is called into question 
by Etienne Gilson when he regards 
essence as restricted to finite beings. 

3. Un11m (one) or the inner unity and 
undividedness of everything that is. 

4. Aliq11id. Each being is something, 
neither nothing nor something else; it is 
identical with itself. 

5. Verum (true). Every being possesses a 
certain ontological intelligibility, an 
openness to the intellect, and this is the 
source of the truth of concepts and 
judgements. 

6. Bon um (the good), the value or positive 
importance of all being. Thomas identi­
fied this property of being with the 
appetibile and thought it to be relational, 
dependent on, and essentially ordained 
to strivings (appetittts). John Duns 
Scotus ( and Dietrich von Hildebrand), 
on the other hand, saw the good as the 
in se importance of beings and as be­
longing also to things in themselves. 
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7. P11/chr111n (the beautiful) which is the 
splendour of form and the radiance of 
being and of the good. 

Some philosophers reduced the transcend­
entals to three: being, truth, and goodness; 
others attempted other definitions and re­
strictions. Duns Scotus refined and deepened 
the concept of the transcendentals by not 
reducing them to properties which are com­
mon to all things but by interpreting them as 
all properties which are free from any limita­
tion to a finite being or category. He distin­
guishes four classes of transcendentals: 

1. Being itself. 
2. The properties which are coextensive 

with being. 
3. Disjunctive transcendentals (for ex­

ample: each being is either finite or 
infinite). 

4. Pure perfections, i.e., attributes which 
are such that to possess them is abso­
lutely better than to possess anything 
incompatible with them. 

This last group includes many attributes 
which do not fall into the preceding groups; at 
the same time, the character of 'pure perfec­
tion' constitutes the deepest essence and 
common trait of all transcendentals. For 
Scotus understands transcendentals as all 
those attributes which transcend all cat­
egorical limitations and therefore can be in 
God. For all perfections the possession of 
which is absolutely speaking better than the 
non-possession are perfectly embodied in 
God and free of categorial limitations. Thus 
the deepest essence and the common feature 
of all transcendentals becomes their char­
acter of being pure perfections. For all tran­
scendentals, particularly those in the first and 
second classes, are also pure perfections; but 
besides being pure perfections, they are also 
traits common to all beings, which is not true 
of all pure perfections. There are other 
transcendentals which are found in some 
finite beings only (life, wisdom) as well as in 
God. Finally, all exclusively divine attributes 
are pure perfections. 

The question as to whether there are ·pure 
perfections' is without any doubt a key prob-
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!em of metaphysics. It was first raised by the 
pre-Socratic Xenophanes (c. 570-c. 480 sc), 
who posed the question whether it was legit­
imate for the Greeks to ascribe to the gods 
morally evil and such all-too-human qualities 
as colour of skin, human voice, human body­
of which he excludes that they can ever justly 
be so attributed - from unity, spirit, know­
ledge, power, etc. which he himself ascribes 
to God. This distinction had its effects 
throughout the history of philosophy, but 
only in the 11th century - in the work of 
Anselm of Canterbury - was it brought to 
explicit philosophical awareness (Mo110/ogio11, 
15). Anselm distinguishes clearly between 
such properties which - because of their 
inherent limitations- it is only sometimes and 
in certain respects better to possess than not 
to possess; and other properties which it is 
always and in each being (i11 quolibet) better 
to possess than not to possess. This pre­
supposes an insight into the inseparable link 
between certain qualities and their limita­
tions, while other qualities can be known to 
be 'pure' goods, in absence of any inherent 
limitation. As an example of 'mixed perfec­
tions· Anselm refers to gold, which is better 
than other metals but excludes higher perfec­
tions such as spirit, man. etc. Pure perfec­
tions are such things as being, life, beauty, 
goodness, knowledge, and wisdom. To pos­
sess any of these is absolutely and in every 
case better than not to possess them. 

Another important epistemological point 
regarding the metaphysics of pure perfec­
tions was made by Thomas Aquinas, who 
said that we can know that these perfections 
are without inherent limit and therefore that 
that which is signified by the names of being, 
goodness, etc. is indeed unlimited - even 
though our mode of understanding and signi­
fying them is limited. 

The most important step in the elaboration 
of the theory of pure perfections was 
achieved by Duns Scotus in the 14th century 
(Quaestiones Quodlibetales q. 1; q. 5; T. 
Oxo11. 1 d. 8, q. 2; Ordimuio Id, q. 3). Scotus 
showed that Anselm ·s characterization in 
terms of their possession being always better 
than their non-possession is insufficiently 
clear. For ifnon-possession refers to the pure 
and simple absence of a pure perfection. it is 
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true also of mixed perfections that it is better, 
for example, to be gold than not to be gold 
(by being a lesser metal or by ceasing al­
together to be). So what is characteristic of 
pure perfections is rather that there can be no 
positive quality which is incompatible with 
them. There can be no positive reason why 
the non-possession of a pure perfection could 
be preferable to its possession; in each case of 
a mixed perfection, however, we can find 
positive perfections incompatible with it. 

A further significant contribution of Scotus 
regards the 'in quolibet' (in everything) 
feature which Anselm uses. Scotus says that 
this term implies a subject of any nature, and 
argues that it is false that the possession of a 
pure perfection is better than its non-posses­
sion for a subject of any nature. For a dog it is 
not better to possess the pure perfection of 
wisdom - because it would cease to be a dog if 
it were wise. Thus we should say in cui/ibet 
instead, meaning that it would be better for 
any subject to possess a given pure perfection 
X ( even if this meant a change of nature in the 
event that this nature were incompatible with 
possessing X). Thus Scotus arrives at a def­
inition of pure perfections which is even 
deeper in its implications than he realizes: 
"perfectio simpliciter est, quae est simpliciter 
et absolwe melius q11oc11mq11e incompos­
sibile" (a pure perfection is one which is 
simply and absolutely better than anything 
incompatible with it). Seifert (1989) attempts 
to show that also certain limited subjects, not 
only their natures, as Scotus believed, can be 
incompatible with some pure perfections. 

What, then, is the nature of pure perfec­
tions? 

1. The first mark and core of pure perfec­
tions is their being absolutely speaking 
good, with all the necessary clarifica­
tions of this mark proposed by Scotus 
and others. Possibly Scotus's greatest 
contribution to the issue at hand lies in 
his elaboration of evidence and proof 
regarding several further essentially 
necessary marks of pure perfections. 

2. They are all mutually compatible. 
which can be demonstrated from the 
first mark: for if A and B were pure 
perfections but incompatible with each 
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other, it would be absolutely better and 
at the same time not better to possess 
the given pure perfection A or 8. It 
would be better to possess A because of 
its character of pure perfection, and 
better not to possess it because it would 
contradict B which is a pure perfection, 
and therefore absolutely better to 
possess. 

3. Unlike mixed perfections which, being 
limited by their essence, necessarily ex­
clude infinity- they all admit of infinity; 
indeed they are only fully themselves 
when they are absolutely infinite. Any 
finite being is not fully being, any 
limited justice not fully justice, etc. 
(Seifert 1989). 

4. They are all irreducibly simple (sim­
pliciter simplex, indefinable). 

Scotus adds: 

5. That they must all be communicable to 
more than one subject or person. 

In this light, the character of metaphysics as a 
science of not only limited spheres of being 
but of being qua being, and the possibility of a 
metaphysics of God and of the transcendence 
of knowledge beyond the limited world, are 
inseparably interwoven and connected with 
what could be called tire question of meta­
physics: are there pure perfections and can 
we know them? 
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JOSEF A. SEIFERT 

TRENDELENBURG, FRIEDRICH ADOLF 

Trendelenburg, Friedrich Adolf 

Friedrich Adolf Trendelenburg (1802-72) 
studied in Kiel with Karl Leonhard Rein­
hold (1757-1823), in Leipzig and in Berlin, 
where he chose to follow Friedrich Schleier­
macher (1768-1834) rather than Hegel. After 
teaching privately for some time, he became 
professor in Berlin in 1833, where he was also 
invited to join the Prussian Academy of 
Sciences. His writings include numerous 
historiographical works, amongst which are 
ou !standing pieces on Aristotle and the 
history of Aristotelianism: the dissertation 
Platonis de ideis et numeris doctrina ex Aris­
totele il/ustrata (1826), De Aristotelis cat­
egoriis (1833), Elementa /ogices Aristoteleae 
( 1836), Geschichte der Kategorienlehre 
(1846), and the critical edition of De Anima 
(1833). But Trendelenburg's most important 
speculative works are the Logische Unter­
st1ch1111gen (1840, third edition 1870), which 
is his major work, and Das Naturrecht auf 
dem Grtmde der Ethik (1860). 

Trendelenburg was resolved to provide a 
foundation and unitary structure to all sys­
tematic knowledge. He took Aristotle (and 
also Kant) as a point of reference and in 
opposition to the philosophy of his time - in 
particular to Johann Friedrich Herbart and 
Hegel - put forward an organic conception of 
the world ( divided into a logic and a meta­
physics and grounded upon the idea of final­
ity). Opposing the conception of logic of 
Herbart and his school, Trendelenburg criti­
cized their separation of form and content, 
showing how even the most abstract laws of 
logic can be thought only by reference to 
objects. He rejected the supposed deduc­
tion of being from the self-movement of 
pure thought in Hegel's dialectic. Looking to 
Aristotle and Kant (and especially to the 
Kantian conception of Realrepugnanz), he 
believed that the self-explication of pure 
thought at the beginning of Hegel's logic in 
fact presupposes sensible intuition and rests 
upon a mixture of contradiction and con­
trariety, logical negation and real opposition. 

In order to determine the relation between 
being and thought, Trendelenburg appealed 
to an originary activity common to both 
which he identifies as movement. Such move-
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ment performs a unifying function in so far as 
it is at once the fundamental phenomenon of 
nature and the constructive movement of 
consciousness. By way of this movement, 
Trendelenburg was then able to establish the 
final connections of organic being, without 
reference to mechanical causality, thereby 
leading to a new teleological reading of the 
categories identified hitherto as causality, 
substance, quantity, quality, measure, part­
whole, and reciprocity. 

The system of the sciences, then, is struc­
tured according to the teleological principle 
that their order corresponds to the grades of 
knowledge, namely the mathematical, the 
physical, the organic, and the ethical. The 
system culminates in the ideas of the Ab­
solute, which, as a limit-idea, cannot be 
determined by means of the categories of the 
infinite, but can be reached only by analogy. 
In this sense Trendelenburg criticized the 
traditional demonstration of the existence 
of God. The ethical, juridical, and political 
sciences also occupy an important place 
within the organic and finalistic thought of 
Trendelenburg. The origin and end of moral 
action is the idea of being human, which man 
has the task of realizing within the spheres of 
society and state. 

Trendelenburg was very influential, and 
amongst those who attended his classes were 
Franz Brentano, Wilhelm Dilthey, S0ren 
Kierkegaard, Ludwig Feuerbach, and Karl 
Marx. His logic and metaphysics were dis­
cussed above all by Franz Brentano, Her­
mann Cohen, Rudolph Eucken, and Fried­
rich Oberweg; while his critique of Hegel's 
dialectic drew the attention of Feuerbach 
and Kierkegaard and led to the ·reform of the 
dialectic' by Kuno Fischer and by the early 
Italian neo-idealists (Bertrando Spaventa, 
Giovanni Gentile). 
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FRANCO VOLPI 

Truth 
In the philosophical tradition since Plato a 
strong connection between truth and on­
tology has been repeatedly recognized. One 
of the classical formulations of this idea is 
Aristotle's "To say of what is that it is and of 
what is not that it is not is true" (Met. IOll b 
27). The most important and famous expres­
sion of the view, however, is the so-called 
correspondence theory of truth, whose main 
intention is to relate truth to reality in one or 
other sense. This idea, which was criticized 
by Gottlob Frege, is no longer uncontrover­
sial in contemporary philosophy. Several 
accounts of the concept of truth have been 
developed which deny any direct connection 
between truth and ontology. Among such 
accounts one should include some forms of 
the redundancy theory (e.g., the so-called 
'deflationary theories'), the pragmatic theories 
(e.g., the performance theory, the epistemic 
theory, the consensus theory, the dialogue 
theory, the valuation theory), and some 
variants of the early coherence theory ( e.g. 
Otto Neurath). What these theories have in 
common is either an explanation of the 
concept of truth that rules out a theory of 
truth as such, or the explicit denial of any 
bearing of truth on ontological questions. 

The intuitive meaning of the concept of 
truth seems, however, to lend support to an 
ontological theory. One of the best formu­
lations of this intuitive meaning has been 
presented by Alfred Tarski in the introduc­
tion to his The concept of truth i11 formalized 
languages of 1933: "A true sentence is one 
which says that the state of affairs is so and so, 
and the state of affairs is indeed so and so". 
To be sure, this intuitive meaning is not 
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necessarily the only criterion for the ad­
equacy of a theory of truth. But it is still an 
important criterion. 

One can hardly deny that there is, in 
some sense or other, a relationship between 
language or thought and reality (or the 
world). Indeed, we really do speak about 
things in the world and the sciences are held 
to develop theories about how things are in 
the world. Traditionally, it has been always 
assumed in Western philosophy that this 
relationship is articulated by the concept of 
truth. If it could be shown that the expression 
'truth' does not have this (intuitive) meaning, 
it would follow that a new word would have to 
be devised in order to express this connec­
tion, and then it would be this latter that 
would be the object of what follows. 

It is well known that in elementary predic­
ate logic it is possible to define a function 
from the set X of sentences of a language L to 
the set of truth-values { T, F). A formula qi of 
L is said to be true in an L-structure YI. or in 
symbols 

(1) 9l I= qi, 

if and only if the truth-value assigned to qi 

by the L-structure 9l is T. The statement (1) 
is often read as: 'n is a model of qi, or some­
times as: 91 makes cp true. Some authors 
consider the relation of making true to be 
sufficient to establish the ontological nature 
of the concept of truth. But this view seems 
wrong. since the model ( or structure) which 
makes true the sentence qi is not necessarily 
an ontologically justifiable or purely onto­
logical model; it could. for example, be an 
epistemic one. What. then, is characteristic 
of an 01110/ogica/ approach? 

Different ontological accounts have been 
proposed and defended. In the truth­
theoretical perspective the most important 
ontologies are "the ontology of ob jeers, the 
ontology of mome111s. and the ontology of 
facts. Objects. moments, or facts are the 
entities which play the role of truth makers, 
i.e. they are the entities in virtue of which 
sentences are true or are held to be true. 

The ontology of objecrs is the most com­
monly accepted contemporary ontology. 
'Object' is taken as synonymous with 

TRUTH 

'particular' or 'individual' or sometimes 
·substance'. The notion of object is generally 
considered to be a primitive notion, at least in 
the sense that it is not actually analysed, and 
it is often taken to be unanalysable. The 
world is then determined as the totality of 
objects, and the reference or denotation of 
singular terms (and individual variables) is 
explained in terms of the ontology of objects. 
It is not the sentence, but rather the singular 
term, that plays the fundamental semantical 
role. The concept of truth, then, turns out to 
be a secondary concept. The ontology of 
truth is provided already via the reference of 
the singular terms. The explication of the 
truth of a singular atomic sentence amounts 
to a reduction of the truth-concept to the 
concept of reference or denotation of a 
singular term and to the concept of applica­
tion of a predicate to the object denoted: 

(2) A sentence • Pn' for some predicate P 
and a name II of a language Lis true in L if 
and only if there is an object o such that 11 

refers in L to o and P applies to o. 

The strength of this conception is its sim­
plicity. But this strength has its price: the 
explanation of the concept of truth on the 
basis of an ontology of objects is a poor one, 
since it relies on the problematic assumption 
that 'objects' are primitively 'given' entities, 
thus barring questioning of their structure 
and status. Consequently. the concept of 
'application· of a predicate to an object, too, 
remains unaccounted for, for all its elegant 
formal representation. 

Recently. the main features of a theory of 
moments as truth-makers have been 
developed: 

A moment is an existentially dependent or non­
self-sufficient object, that is, an object which is ol 
such a nature that it cannot exist alone. but 
requires the existence of some other object outside 
itself (Mulligan. Simons, and Smith, 1983-4). 

Examples of moments would be accidents or 
particularized qualities, boundaries, the 
·modes' of Rene Descartes, John Locke, and 
David Hume. According to this theory, what 
makes it true that Socrates died is Socrates' 
death; what makes it true that Mary is smiling 
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is her (present) smile, and so on. Tarski­
biconditionals of the form 

(3) 'Snow is white' is true iff snow is white 

are thereby replaced by sentences of the form 

(3') If 'snow is white' is true, then it is true 
in virtue of the being white (the white­
ness) of snow, and if no such white­
nessexists, then 'snow is white' is false 
(op. cit.). 

Several arguments have been offered in 
favour of the existence of moments. Some of 
them do not rely on the analysis of the 
making-true relation. One central argument 
relies on the premiss that there are episodic 
mental acts such as seeings, hearings, and the 
like, which have as their objects not only 
John, a chair, and soon, but also such entities 
as the roughness of the chair, Mary's voice, 
the anger in Mary's voice, John's smile, and 
so on. Such entities are called 'moments'. 

Even if the existence of moments is 
accepted, however, it seems difficult to 
maintain that all truth-makers are moments. 
The defenders of the ontology of moments 
themselves point out that there are at least 
four kinds of sentences which resist the 
general thesis: predications like 'John is a 
man', singular existentials such as 'John 
exists', identities like ·Hesperus = Phos­
phorus', and sentences about ideal objects. 
Thus the view that moments can be truth­
makers would in any case need to be supple­
mented in some way to account for cases of 
these sorts. The authors mentioned above 
do, however, emphasize one merit of the 
moment theory over rival theories which 
introduce a special category of non-objectual 
entities (propositions, states of affairs, facts): 
we are unproblematically acquainted with 
things and moments, where other kinds of 
entities are less firmly tied into our ontology 
and epistemology. There seems to be little 
evidence for this last claim. Whether an 
ontology and an epistemology are well 
founded or not depends on many factors 
belonging to different areas, especially logic 
and philosophy of language. Moreover there 
is an immanent problem with this ontology: it 
admits objects as primitive entities. 

914 

The third kind of ontology of truth is the 
ontology of facts. To say that a sentences is 
true, in this view, is to say that there is a fact 
which exactly corresponds to s. Some authors 
explain the sense of the correspondence 
relation by taking facts as truth-makers. The 
making-true relation is then defined as a 
relation which is always relative to 

1. a world W; 
2. a meaning or interpretation function M 

whose domain consists of individual 
constants and n-place predicates and 
whose range consists of individuals and 
n-place properties; 

3. an assignment A, which is a function 
from the set of individual variables into 
the set of individuals. 

There are different accounts of what a fact 
is. According to one approach, a set of facts is 
an actual state of affairs and a set of situations 
is a possible state of affairs. A situation is 
then taken to be a possible atomic fact and is 
defined with respect to a logical space K: <D, 
{P1, P2, .. . , P •.. . }> consistingofadomain 
of individuals D and a collection of n-place 
properties P. Accordingly, <p, x1, .. . , x.> 
is a situation in K iff p is an n-place property 
and Xi, ... , x,. are individuals in K (see 
Barwise and Perry 1983, Taylor 1985, 
Pendlebury 1986). 

The main problem with this kind of on­
tology concerns the relationship between 
facts and objects. Since objects are taken to 
be constituents of facts, they seem to be more 
primitive than facts. But then the question 
arises: what are objects? Moreover, do facts 
add something to (the notion of} object? 
Ontologically speaking, how exactly is an 
entity like <P, xi, ... , x,.> to be under­
stood? Explaining this as something like a 
juxtaposition of one entity with another 
would be a very poor ontological conception. 

For the first ontology the world is the 
totality of objects; for the second it is a 
totality of objects and moments; according to 
the third it is the totality of objects and facts. 
There is, however, a fourth ontological 
approach which avoids many of the diffi­
culties inherent in these three ontologies. 
One famous formulation of this approach is 
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the second sentence in Ludwig Wittgenstein's 
Tracta111s: "The world is the totality of facts, 
not of things". Another formulation can be 
found in the work of F. B. Fitch: "Proposi­
tions as the only realities". This conception 
does not deny that there are objects (things, 
individuals). events. processes. and the like. 
It merely states that facts. understood as 
existing states of affairs or existing proposi­
tions, are fundamental in the sense that all 
other entities are built up from these. Another 
way to express this thesis is to say that all 
other entities are reduced or reducible to facts 
(e.g. Levison 1983-4). This conception is 
however acceptable only if it is able to 
present a completely new explication of what 
entities like ·propositions·. ·states of affairs', 
•facts'. and the like are (perhaps of the sort 
that is attempted in Puntel 1989). 
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LORENZ B. PUNTEL 

Truth Theory 
Truth theory has a long philosophical tradi­
tion. going back to Plato and Aristotle. Truth 
theory in the Tarskian sense - which is the 
topic of this article - is a relatively new branch 
within this field of philosophical enquiry. 
starting with A. Tarski's epoch-making 
monograph On the Concept of Truth in 
Formalized Languages (1935). This essay, 
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which is Tarski's main work on truth. ap­
peared first in Polish in 1933 ( under a slightly 
different title) and two years later in German. 
An English translation was first published in 
1956. To the translations was added a post­
script in which some views that had been 
stated in the Polish original underwent a 
number of rather crucial revisions. Less 
formal and much abbreviated presentations 
of the fundamentals of his truth theory were 
given by Tarski in two papers. "The establish­
ment of scientific semantics" ( 1936) and ··The 
semantic conception of truth and the founda­
tions of semantics" (1944). 

Truth theory in the Tarskian sense aims at 
giving a definition of the term ·true sentence·. 
But since a sentence always belongs to some 
language L. what really has to be defined is a 
term like ·true sentence in L ·. However. since 
there are languages of many different kinds. 
the problem is to develop general tecl111iq11es 
for defining ·true sentence in L •• where L can 
be any language within a wide range of 
languages. But every definition is itself 
formulated in one or more sentences of some 
language. Hence we must. according to 
Tarski. distinguish between 

I. the language L. which is the object of 
our investigation when we try to define 
'true sentence in L' or when we describe 
a method which will yield such a 
definition. and 

2. the language. in which this investigation 
is carried out. 

that is between I. the language aboll/ which 
we speak and 2. the language in which we 
speak. Usually the first language is called the 
object language and the second the meta­
language. Let us assume for the sake of 
simplicity that English (perhaps equipped 
with certain special devices) is our meta­
language. 

Tarski stresses that the required truth­
definition must be formally correct and 
materially adequate. The formal correctness 
of a definition guarantees its consistency 
(relative to the consistency of the defining 
notions). Since in everyday life as well as in 
mathematical. scientific. and philosophical 
discourse we often talk about true sentences. 
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and since the usual semantic definitions of 
logical consequence and of satisfiability pre­
suppose a concept of truth, it is of the utmost 
importance to make sure that this concept 
can be used in a precise and consistent 
way. 

A definition of 'true sentence in L' is 
materially adequate according to Tarski if and 
only if it grasps the intentions which underlie 
the classical ( or correspondence) theory of 
truth: a sentence x in L is true in this sense if 
and only if x corresponds with reality, that is 
if and only if the state of affairs expressed by x 
is a fact. More precisely (and this is the 
essential content of Tarski's "Convention 
T"): a formally correct definition D of 'true 
sentence in L' is materially adequate if D 
(supplemented by definitions of concepts 
occurring in the definiens of D) has among its 
logical consequences all English sentences of 
the form 

(T) xis a true sentence in L if and only if p 

where p is replaced by a sentence y in L or- if 
y is not an English sentence - by a translation 
of y into English, and 'x' is replaced by a 
name of y. For instance, ifa definition of 'true 
sentence in German' is to be materially 
adequate, then all English sentences like 

(Ti) • Es schneit' is a true sentence in 
German if and only if it is snowing 

must be provable with the help of this defini­
tion. Let L be some language; then by a 
Tarski an true-definition (TTD) for L we shall 
understand any (English) definition of 'true 
sentence in L' which is both formally correct 
and materially adequate. 

Tarski insists that the construction of a 
TTD for some language L is possible only if 
the following necessary conditions are ful­
filled: 

(1) L must not be a semantically universal 
language, 

(2) L must be a formalized language, 
(3) L must not be a formal language (in a 

certain special sense of 'formal') and 
(4) the meta-language of L must in two 

respects be richer than L. 
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These presuppositions will be briefly ex­
plained. 

( 1) L is a semallfical/y universal language if 
and only if L contains both (a) semantical 
concepts like 'is true', 'is a name of, etc., and 
(b) for each expression in L a name of that 
expression. Thus, for instance, for each 
sentence x in L there is a sentence y in L 
which asserts or denies that x is true. Take 
one such semantically universal language, say 
Everyday English. Using a simple trick we 
can construct in Everyday English a self­
referential sentence s asserting that s is not 
true. Now assume that D is some materially 
adequate definition of 'true sentence in 
Everyday English'. Then from D there 
follows a sentence of the form (T) where 'p' is 
replaced bys and 'x' by a name of s. But this 
sentence can - relying on very plausible 
premisses - be shown to lead to a contra­
diction (the so-called "Liar antinomy"). 
Hence D itself is inconsistent and therefore 
not formally correct. 

(2) L is a formalized language if and only if 
the set of all sentences in L is formally 
decidable, which means that, of every given 
expression in L, we can decide by considering 
only its shape whether or not it is a sentence 
in L. If L is a formalized language, then the 
term 'sentence in L' is defined with great 
precision and this is a necessary condition for 
an exact definition of 'true sentence in L'. 

(3) Logicians often use 'formal language' 
as synonymous with 'formalized language' in 
the sense just explained. But Tarski points to 
another sense of 'formal', emphasizing that if 
by a formal language we understand a 
language whose signs, terms, and sentences 
lack definite meaning, then the task of con­
structing a TTD for such a language is simply 
nonsense: one cannot speak of the truth of 
meaningless sentences. 

(4) Since in the meta-language of L for 
every sentence x in L there must be a 
sentence of type (T) containing x or a trans­
lation of x as a proper part, everything 
expressible in L must also be expressible in 
the meta-language of L. But in two respects 
the meta-language of L must contain ele­
ments not in L: (a) in its non-logical part the 
meta-language of L must contain semantical 
terms. especially, of course, the term 'true 
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sentence in L'. Moreover, it must contain 
expressions referring to certain sets of, or 
relations between, or operations on expres­
sions of L, and also for every sentence x in La 
name of x which can occur in the appropriate 
sentence of type (T); (b) in its logical part the 
meta-language of L needs variables which are 
of a higher order than those in L. 

Assuming that a language L and its meta­
language satisfy all these conditions, a TTD 
for L can be given, roughly, by providing: 

I. A characterization of the meta­
language in which the investigation is to 
be carried out. 

2. A description of the object language L. 
An important part in this description is 
the definition of the concept of a sen­
tellfial function in L. This concept is 
defined inductively by first defining 
primitive sentential f11nctions in L. By 
applying to these any number of times 
and in any order any of given funda­
mental logical operations (negation, 
disjunction, universal quantification, 
etc.) we obtain the sentential functions 
in L, which may contain free variables. 
Sentential functions in L without free 
variables are called sentences in L. 

3. An inductive definition of satisfaction 
(which is the most distinctive feature of 
Tarski's truth theory). More specifically, 
Tarski defines the notion of satisfaction 
of a sentellfial function in L by an infinite 
seq11ence of objects. This definition is 
given by first stating the exact condi­
tions under which a primitive sentential 
function in L is satisfied by an infinite 
sequence of objects. One must then fix 
which -infinite sequences satisfy the 
sentential functions which are obtained 
from simpler sentential functions by 
means of one of the fundamental logical 
operations assuming that it has already 
been established which infinite se­
quences satisfy these simpler sentential 
functions. Given an enumeration of all 
variables in L, we can say that infinite 
sequences agree with respect to the nth 
variable (in this enumeration) if and 
only if the nth member of the one 
sequence is identical with the 11th mem-
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ber of the other sequence. Now it is a 
logical consequence of Tarski's defini­
tion of satisfaction that of two infinite 
sequences which agree with respect to 
all free variables in a given sentential 
function x, one of them satisfies x if and 
only if the other satisfies x. Therefore 
every sentence in L is satisfied either by 
every or by no infinite sequence. 

4. The required TIO for L can now be 
given by defining, for all expressions x 
in L: 

xis a true sentence in L if and only if x 
is a sentence in L and every infinite 
sequence of objects satisfies x. 

See also: Tarski 
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Twardowski, Kazimierz 
Kazimierz Twardowski (1866-1938) was 
born in Vienna. In 1885-9 he studied philo­
sophy in Vienna, where Franz Brentano was 
his principal teacher. He obtained his Ph.D. 
in 1892 with a work entitled /dee 1111d Perzep­
tion. Eine erkenntnistheoretische Studie allS 
Descartes, published in 1891. Due to 
Brentano's problematic situation in Vienna, 
Twardowski's official supervisor was Robert 
Zimmermann. In 1894 Twardowski obtained 
his habilitation degree from Vienna Univer­
sity with the monograph Zur Lehre vom 
Inhalt 1111d Gegenstand der Vorste/lungen, 
published in the same year. He lectured as 
Privatdozent in Vienna in 1894-5 and in 1895 
he was appointed a professor of philosophy at 
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LvovUniversity. At that time, Lvovbelonged 
to the Austro-Hungarian Empire and had the 
German name of Lemberg. Twardowski's 
activity as a teacher was extremely successful. 
He established the Lvov-Warsaw philosoph­
ical school and trained many distinguished 
Polish logicians and analytic philosophers, 
including Kazimierz Ajdukiewicz, Tadeusz 
Czezowski, Tadeusz Kotarbinski, Stanislaw 
Lesniewski, Jan Lukasiewicz, Wladyslaw 
Tatarkiewicz, and Zygmunt Zawirski. 

Twardowski's principal field of work as a 
philosopher was psychology, together with 
philosophical semantics, ontology, and 
epistemology. Following Brentano, and also 
influenced to some extent by Bernard 
Balzano and Anton Marty, Twardowski 
embraced a Brentanian idea of philosophy as 
a science based on descriptive psychology. 
He adopted also Brentano's method of ana­
lysis together with his realism, intentional 
conception of mental acts, and the absolute 
conception of truth. 

Twardowski's main contribution to the 
Brentanian tradition consists in his having 
added to the famous distinction between act 
and object of presentations a third element­
the content of presentation. According to 
Twardowski, the word 'presented' in the 
expression 'a presented object' may function 
either as a determiner or as a modifier. This 
distinction enabled Twardowski to formulate 
a new realistic theory of the objects of 
intentional acts. Generally speaking, an 
adjective is a modifier if it alters the sense of a 
name which it is attached to. For instance, the 
adjective 'false' in the context 'false gold' is a 
modifier, since false gold is no gold at all. On 
the other hand, 'false' in the context 'a false 
sentence' is a determiner, since false sen­
tences are genuine sentences. If, now, one 
uses the expression 'presented object', one 
can refer either to an object - for example, 
this book - that is presented by someone, or 
to a content which exists in someone's mind, 
according to whether the word 'presented' 
is a determiner or a modifier. Thus, 
Twardowski comes to the conclusion that 
the idealistic thesis that contents are the 
genuine objects of our presentations is simply 
based on the ambiguity of the word 'pre­
sented'. 
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Twardowski's monograph on contents and 
objects of 1894 initiates also the general 
theory of objects. He argued that there are no 
objectless presentations. In particular, the 
word 'nothing' is not a name but a syn­
categorematic expression which is for this 
reason not linked with any presentation. 
Moreover, Twardowski argued for the exist­
ence of general objects and developed a 
theory of parts and wholes. 

Twardowski's distinction of act, content, 
and object of presentation, as well as his 
contributions to the theory of objects, influ­
enced both Alexius Meinong and Edmund 
Husserl. Twardowski's considerable teaching 
duties restricted his scientific activity in later 
life. Perhaps the most important of his 
writings in the Lvov period is connected with 
the distinction between actions and products. 
This Twardowski believed would provide the 
basis for a non-psychologistic interpretation 
of logic and the humanities. The distinction 
strongly influenced Polish analytic philo­
sophy, especially the philosophy of science 
and philosophy of language of the Lvov­
Warsaw School. 
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Types and Tokens 

The type-token distinction was first intro­
duced by C. S. Peirce in developing his theory 
of signs. Since then it has been extended to 
apply to a wide range of non-linguistic phe­
nomena, including both actions and events. 
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The Core Distinction. Peirce pointed out 
that erasing a word from a page does not 
destroy a symbol from the language; it simply 
removes an instance of that symbol. The 
symbol itself is the type and its instances or 
embodiments are tokens, or replicas. Peirce 
argued that a type itself does not exist, but 
has "a real being, consisting in the fact that 
existence will conform to it" ( Collected 
Works, Volume 2, paragraph 292). 

Thus if we say that in the preceding para­
graph the word 'Peirce' occurs twice, we 
mean that two tokens or instances of it occur 
there. These tokens occupy a determinate 
amount of space and thus play a causal role in 
determining the relative locations of the 
other tokens in the paragraph. Printing them 
used small, but measurable, quantities of ink. 
Word types, by contrast, take up no space, 
use none of the printer's resources, and play 
no causal role in the work of the typesetter. 

Likewise there is an ambiguity in the term 
'paragraph'. In what has just been written, 
reference was intended to paragraph tokens. 
Readers of different copies of the present 
book will be looking at different occurrences 
- tokens - of the same paragraph type. The 
paragraph tokens are what contain the tokens 
of the word 'Peirce'. If, by contrast, it was 
thought that reference was being made to a 
paragraph type. then the description in the 
previous paragraph would imply that types 
can contain tokens as parts. Such a suggestion 
would immediately raise puzzles over how an 
'abstract' item could contain a 'concrete' part. 

The Status of Types. Recent work by 
analytic philosophers has raised difficult 
questions about the nature of types. At­
tempts at clarification have often involved 
the use of further problematic notions such 
as similarity, replication, abstractness, and 
pattern. One fairly natural suggestion is 
that expression types are sets. Suppose that 
the primitive expressions of a language are 
sets of perceptible tokens (all of which are 
similar to certain given tokens): then all other 
expression types can be regarded as con­
structions from the primitive ones (see Hugly 
and Sayward 1981). The idea here is remin­
iscent of W. V. 0. Quine's suggestion that 
sentences be regarded as sets of phonemes. It 
would then not matter that there will always 
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be infinitely many sentences which are never 
uttered. For every phoneme is tokened, and 
so the entire infinite construction is anchored 
in finite reality. 

Although it is formally attractive to treat 
expression types as sets, the artificiality of the 
proposal can be criticized. For example, since 
all the sets are generated from a basic set of 
tokens, the identity of types will depend, 
somewhat arbitrarily, on which tokens ever 
have been, or will be, produced. Thus if there 
had been one fewer in the list of the primitive 
tokens from which all the other expressions in 
a language are constructed, then any ex­
pression type (',Fa', say) would have been a 
different set, hence, implausibly, a different 
type, from the one it in fact is. 

Structures, Patterns and Replication. 
Another problem with the set-theoretical 
account of types is its use of the notion of 
similarity. Those who are puzzled by the 
conditions for physical similarity required in 
specifying the basic sets of tokens may find it 
useful to think instead in terms of patterns 
A complex token may then turn out to be a1 
instance of more than one pattern, in the wai 
that 'Jane is wise' exemplifies both the pat­
terns 'xis wise' and 'Jane cp' (Simons 1982). 
But nominalists will find the appeal to pat­
terns unhelpful. There seems to be a fairly 
stark choice between appeal to patterns on 
the one side and, on the other, regarding 
discourse about types as no more than short­
hand for referring to similarity relations 
among tokens. In the end, it is not clear that 
either way of explicating the nature of types is 
particularly helpful. 

Reflection on the ideas of similarity and 
replication may suggest that any item which 
can be replicated will be subject to the duality 
of type and token. Although we do not have 
the technology to do so, we might consider it 
at least possible to replicate, in precise detail, 
desks, mountains, or even people. If we were 
to be able to do so. then we could distinguish 
types of each from their token instances. 
Cloning of plants gives us something of the 
same sort. Each member of a clone, we might 
argue, is a token of the same type as the 
original. 

Less controversial than these cases is the 
extension of the vocabulary of types and 
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tokens to events and actions. Physicalist 
theories of the mind may be type-type (in 
which case, a mental event type is occurring if 
and only if some brain event type is occur­
ring). Alternatively, they may be token­
token (that is, each token mental event is the 
same as some token physical brain event or 
other). Given what we know about the 
functional equivalence possible between very 
different hardware configurations in com­
puters, and the likely functional sophist­
ication of the brain, token-token identity 
theories look to be the more plausible of the 
two. 

Again, human actions can be distinguished 
into types or tokens. The idea of an action 
type is very like the idea of a kind or sort of 
action. As in the linguistic case, the use of the 
type-token vocabulary here draws attention 
to the fact that different actions can have 
structural similarity ( or be examples of the 
same pattern). It immediately follows that 
different theories of the structure of par­
ticulars, actions, and events may well yield 
different accounts of what is a token of 
what. 

Behind the seemingly innocuous use of the 
type-token distinction, however, is the pos­
sibility that thinking of events, actions, and 
particular things in terms of it is liable to 
undermine the conception of these items as 
part of the basic furniture of the universe. 
This worry becomes acute when we consider, 
as Derek Parfit and Bernard Williams have 
both urged, the issue of whether persons are 
best thought of as types rather than tokens. 
The introduction of the distinction in a con­
text like this raises a significant ontological 
issue which we are not yet in a position to 
resolve. 
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u 
Unity 

The topic of unity embraces at least two kinds 
of questions, a question about the nature of 
the synchronic unity of a thing's parts and a 
question about the nature of the diachronic 
unity of a thing's successive stages. The latter 
question has been discussed more extensively 
in the literature, under the heading of 'identity 
through time'. 

It may seem immediately obvious that 
prior to tackling such questions, one must 
first subdivide 'things' into more limited 
categories, for it does not seem likely that 
one can provide a univocal account of the 
unity of items belonging to highly disparate 
categories, such as bodies, events, and sets. 

A more surprising claim, however, has 
been influentially advanced by David 
Wiggins. According to him, even within 
the category of physical bodies, no general 
account of unity can be usefully given. An 
account of the unity of bodies needs, rather, 
to be couched in terms of relatively specific 
sortals, such as 'tree', 'river', and 'table', and 
in terms of the distinctive forms of continuity 
of change characteristic of different sorts of 
things (Wiggins 1980, Chapters 2 and 3). 

It may be objected that Wiggins's claim 
runs against the intuition that people can 
make reliably accurate judgements of unity 
even if they do not know how to apply any 
specific sorta( to the thing in question. For 
example, a person who has never seen a car 
before, who knows nothing about cars, and 
who has no command of the sorta( 'car' (or 
any closely related sorta() can be expected, 
when first presented with a car, to make 
essentially accurate judgements about its 
synchronic and diachronic unity. 

It may be argued, therefore, that whereas 
Wiggins's claim implies that our account of 
unity must be relativized to sortals, we can in 
fact provide a sortal-neutral account. Syn­
chronic unity might be explained along the 
lines of literature in Gestalt psychology: 
some bits of matter constitute a unitary thing 
if they are sufficiently connected spatially, 
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qualitatively, and causally (Kohler 1947, 
Chapters 5 and 6). Diachronic unity might be 
explained along the following lines: to trace 
the career of a body, one follows a path that 
is spatially, qualitatively, and causally con­
tinuous and that minimizes change as far as 
possible (Hirsch 1982, Chapter 3). 

These sortal-neutral accounts may seem to 
provide at least an approximately accurate 
characterization of a body's unity and they 
would explain how someone can make correct 
judgements of unity even in sorta! ignorance. 

It might be suggested, however, as a kind 
of compromise position, that Wiggins is still 
right in insisting that a completely a·ccurate 
account of unity requires sortal-relativization. 
If, for example, a car has no bumpers and 
then bumpers are added, the sortal-neutral 
account, in terms of change - minimizing 
continuity - will not tell us whether the 
original object acquires bumpers or remains 
bumperlessly sandwiched in between the 
two bumpers. In general, it might be said, 
the sortal-neutral account provides a good 
approximation, but to settle fine points, one 
needs to bring in the sortals. 

Within the category of a physical body, a 
further distinction has been made, that be­
tween an articulated body and a bit of matter. 
Whereas it has generally been supposed that 
the unity of an articulated body, such as a 
tree, or a car, or a river can be analysed 
in some useful way, it has been argued that 
the diachronic unity of a bit of matter is 
ultimate and unanalysable. As Bertrand 
Russell pointed out, through a homogeneous 
bit of matter. one can trace any number of 
continuous paths that do not correspond to 
the paths of any bit of matter (Russell 1917, 
p. 171). It may appear, therefore, that con­
siderations of continuity are quite useless in 
analysing the unity of matter and that this 
mode of unity must be accepted as primitive. 

Primitive unity has been claimed not only 
for matter but, in some literature, for persons. 
One kind of argument has been that the 
diachronic unity of a person is not dependent 
on any form of continuity. 

Some have claimed, furthermore, that un­
less a form of unity is primitive, it is not 
genuine. Samuel Butler (1835-1902), for 
example, held that only matter and persons 
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have genuine identity through time, that the 
identity attributed to bodies such as trees is 
merely a loose way of talking (Perry 1975, 
pp. 99-105). As against this, it has been 
objected that to analyse a phenomenon is not 
to deny its genuineness; often indeed to 
analyse something is to clarify it and to 
remove any doubts about its reality. 

It might be suggested, however, somewhat 
in the spirit of Butler's view, that where 
our concept of unity is analysable in terms 
of some complexity, it is metaphysically 
arbitrary, that it is merely the result of the 
human mind's putting things together in a 
certain way rather than various other equally 
legitimate ways. Only in the cases of primitive 
unity is our concept of unity constrained by 
something in the world. 

If our concept of unity is indeed meta­
physically arbitrary in many typical cases, the 
question arises as to why we operate with 
such a concept. Some have seemed to answer 
this question by saying that there are prag­
matic reasons for our having this concept, 
while others have seemed to imply that our 
concept of unity derives largely from purely 
contingent facts of human psychology or 
linguistic convention. 
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ELI HIRSCH 

Universals 
'Universal' is an adjective contrary to the 
adjective 'individual'. In ontological contexts 
both terms are used as substantives designat­
ing two (according to modem estimation) 
mutually exclusive but interrelated funda-
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mental kinds of entities: universals and in­
dividuals (for example: redness. beauty. love; 
vs. this blush. Helen. Romeo and Juliet). 

Historically there have been. and there still 
are. three central ontological problems con­
cerning universals: 

1. The problem of definition (or descrip­
tion): what are universals? 

2. The problem of existence: are there 
universals? 

3. The problem of exemplification: what is 
the relation between universals and 
individuals? 

Together these form the so-called 'problem 
of universals'. whose earliest formulation is 
to be found in the first part of Plato's dialogue 
Parmenides. a philosophical text document­
ing Plato ·s loss of 11ai"vete concerning uni­
versals. entities that he himself. leaving aside 
some inklings of the Pythagoreans. was the 
first to envisage. In the Parmenides Plato 
also poses an epistemological question with 
respect to universals: is there knowledge 
purely of universals? In view of the fact that he 
originally held knowledge purely of universals 
to be the only knowledge in the strict sense, 
and the presupposition of all merely probable 
'knowledge'. it is especially in the posing of 
this question that his new critical attitude 
toward universals becomes apparent. 

What are universals, and what is their 
relation to individuals? The problem of 
definition is closely related to the problem of 
exemplification: individuals are said to 
exemplifv universals. and the definition of the 
latter will be largely determined by their 
role in the exemplification-relation. also ex­
pressed by means of quasi-metaphorical 
formulations such as: '(universal) F is in 
(individual) b', ·b falls under F', 'b particip­
ates in F'. 'bsatisjies F'. These. however, fall 
short of explications. 

The three most important accounts of 
exemplification in the literature are: 

b exemplifies F = Df. 

(i) b is sufficiently similar to F (Plato). 
(ii) the F of b exists (based on Aristotle, 

Aquinas). 
(iii) the value of Ffor band the real world 

is the true (intensional semantics 
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originating in Gottlob Frege and 
Rudolf Carnap). 

(Here and in the definitions that follow it is to 
be assumed that b. bi, ...• b,. are individuals, 
and F(or F" orAXi ... x,.A (xi, ... • x,.)) is a 
universal.) These determine three accounts 
of the definition-problem: 

(i') A universal is an ideal type copied by 
(non-ideal) individuals. 

(ii') A universal is a function whose argu­
ment in each case is an individual and 
whose value is an individual feature 
(accident. moment. aspect) in (or 
more generally: with respect to) this 
individual. 

(iii') A universal is a function whose argu­
ments in each case are one individual 
and one possible world. and whose 
value is a truth-value. 

Here the word 'function' must not be under­
stood in the set-theoretic sense. but taken to 
signify the primitive concept introduced by 
Frege: functions. in contrast to individuals 
(Gege11stii11de) are incomplete (11ngesiittigte) 
entities. A function in the set-theoretic sense, 
on the other hand. is an individual (a set of 
ordered pairs); but no universal (that is. no 
non-Platonic universal) is an individual; thus 
no universal can be a function in the set­
theoretic sense. 

Any adequate explication of universals and 
exemplification must be able to cope with the 
assumption that not all universals are proper­
ties (monadic 1111iversa/s like ugliness. the 
colour red. justice). but that some universals 
are relatio11s (polyaclic 1111iversals like parent­
hood. being-greater-than, love). (iii) and 
(iii') can be duly generalized to: 

bi, ... • b,. exemplify F" = or. 
(iii") the value of F" for bi, ...• b,. and 

the real world is the true. 
(iii'") an n-adic universal is a function 

whose arguments in each case are 11 
( 1.;;11) individuals ( in a certain order) 
and one possible world. and whose 
value is a truth-value. 

It is a positive aspect of (iii) and (iii')-which 
have served as the recently dominant para-
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digm - that they allow this generalization. 
They have the disadvantage. however. that 
the notions of possible world and trlllh-val11e 
are ontologically problematic. It seems un­
likely that (i) and (i') could similarly be 
generalized to accommodate relational uni­
versals. But in the case of (ii) and (ii') such a 
generalization is available: 

(ii*) the F" of b 1 • •••• b,, exists. 

Thus Jack, Jill exemplify love iff the love 
of Jack for Jill exists. (ii*) determines the 
generalization of (ii'): 

(ii"') an 11-adic universal is a function 
whose arguments in each case are 11 

individuals (in a certain order) and 
whose value is an individual feature 
in or between ( or more generally: 
with respect to) these individuals (in 
this order). 

What were called ·universals' in (i')-(iii') can 
now more properly be seen to be monadic 
universals. 

(ii) and (ii') avoid the problematic notions 
of possible world and truth-value. They appeal 
instead to individual feat11res (the redness of 
John's hair. the beauty of Geraldine). While 
the existence of individual features is appar­
ently less problematic than the existence of 
possible worlds. the concept of individual 
feature seems much less precise than that of 
possible world. Moreover (iii) and (iii') are so 
far the only positions which provide an identity• 
principle for universals that approaches ad­
equacy without the need for modal operators. 

Consider finally the following. as it were 
·neutral'. account of exemplification and 
universals: 

b 1 ••••• b,. exemplify 
"-Yi ... y,, A(y, ..... y,,) = Dr. 

(iv·') A(b 1 ••••• b,,). 
(iv"') "-Y, ... y,,A(y 1 ••••• y,,) is an 11-

adic universal iff necessarily for all 
y 1 ••••• y,,: if A(y 1 ••••• y,,). then 
y 1 •• ••• y,, are individuals. 

(iv*) and (iv"'') offer only partial solutions to 
the problems of exemplification and defini­
tion: that is. they offer solutions only in rela-
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tion to entities named in the given fa~hion with 
the help of predicates: A is a name-forming 
operator on 11-adic predicates A(x1 ••••• x,,) 
not containing the word ·exemplify' or de­
fined with its help. As far as it goes. (iv*) is 
correct, expressing the core of our intuitions 
about exemplification and universals. (iv"). 
however, is in a way more problematic than 
either (ii'") or (iii'*). for it makes it almost 
too easy to show that there are universals. 

Nominalism. Nominalism. in one version. 
affirms that there are no universals: in another 
version it affirms that there are no abstract 
individuals: in yet another version it affirms 
that there are no abstract entities of any kind. 
If universals are abstract entities. then this 
third version is nominalism in the strongest 
sense: it then denies universals and all other 
abstract entities, including propositions and 
second-order universals such as bei11g-a­
colo11r, transitil'ity, exe111plijicatio11 etc .. which 
are related to universals properly so called -
and in some cases to universals and in­
dividuals - as universals are to individuals. 

This position has not found many advocates 
among ontologists. though one recent well­
known proponent is Nelson Goodman. Much 
of modern ontology. however. for example 
the ontology involved in the usual possible­
world semantics. is nominalistic in the first 
sense. since it operates within the framework 
of set theory, which allows the modelling 
of universals by abstract individuals. i.e. 
sets. The set-theoretic substitutes for uni­
versals are defined with reference to possible 
worlds: they mimic the non-extensionality of 
properties and relations and enter into the 
ontological roles of universals. rendering 
them superfluous. Clearly. the nominalism 
of set-theoretic possible-worlds-semantics, 
steeped. as it were. in abstract individuals. is 
a far cry from nominalism in the second and 
third of the senses distinguished above. 

Are universals abstract entities? If they 
are. then the three nominalisms have the 
common denominator that thev are all 
opposed to one or other kind ~f abstract 
entity. Putative designators of the abstract 
entities falling under disfavour are con­
sidered to be ·mere names·. at best only 
syncategorematically meaningful: hence the 
term ·nominalism'. If universals are not 
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abstract entities. or if at least some of them 
are not, then individualism (nominalism in 
the first version) is quite a different nominal­
ism from the other two sorts distinguished. 
The first nominalists - Roscelin and Abelard 
- were ontological individualists, the heralds 
of other individualisms yet to come. They 
directed their criticisms against universals, 
but against universals conceived as abstract 
entities. 

It seems correct to say that all abstract 
individuals are non-empirical entities, entities 
that are essentially not spatio-temporally 
located. Moreover, it seems correct to say 
that the abstract entities are precisely the 
non-empirical entities. Universals are essen­
tially not spatio-temporally located; it makes 
no sense to ask 'Where is the colour red 
now?' (where it does make sense to ask 
'Where are there now cases of redness?'). 
Hence universals are abstract entities. 

Realism and Constructivism. The thesis 
that there are universals (or abstract indi­
viduals) does not by itself constitute realism 
with respect to universals (or abstract indi­
viduals), though the word 'realism' is indeed 
often used in this weak sense. Realism with 
respect to entities of a given sort means that 
there are such entities and that their existence 
is independent of (at least) the human mind. 

It is unclear for which of the two realisms 
just mentioned the label Platonism should be 
reserved. The positions are distinct, since 
universals are abstract, but they are not 
individuals, while their set-theoretic duplic­
ates are indeed abstract individuals. For 
Plato, however, universals themselves are 
abstract individuals. According to Plato's 
view of exemplification, a universal, being 
identical with itself and therefore maximally 
similar to itself, exemplifies itself if and 
only if it is also an individual. As is well 
known, universals in Plato's eyes are self­
exemplifying. Therefore, universals are for 
Plato individuals, though of course abstract 
individuals. 

As a matter of fact, the word 'Platonism' is 
in ontological contexts most often used for 
realism with respect to abstract individuals, 
more specifically: mathematical individuals. 
In this use of the word Frege was a Platonist, 
and so was Kurt Godel. But, clearly, Frege 
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does not share Plato's view of universals; he 
always insisted that universals (Begriffe) are 
not individuals ( Gegenstiinde). Therefore, to 
call him a Platonist is somewhat unsuitable. If 
we want to apply the word 'Platonism' to a 
modern ontological position, realism with 
respect to both abstract individuals and to 
universals might most appropriately be so 
named. 

Realism and constructivism (or con­
ceptualism) are both opposed to nominalism, 
but they are also opposed to each other. 
Constructivism with respect to universals, 
contrary to nominalism, asserts that there are 
universals, but contrary to realism it asserts 
also that universals do not exist independently 
of the human mind; they are created by it. 
Aristotle may be said to have inaugurated 
constructivism with his theory of abstraction. 
A very different version of constructivism 
and one limited to mathematical entities is 
the intuitionism of L. E. J. Brouwer (1881-
1966) and his followers, which has its roots 
in Kant. It is idealistic in outlook, while 
Aristotle's constructivism (like that of 
Aquinas) is realistic: the mind's constructions 
are based on and in a large measure de­
termined by reality without the mind. 

Constructivism is confronted with the task 
of explaining exactly in what sense abstract 
entities 'are created by the human mind', and 
available explications are less than clear. A 
hallucination may be called 'a creation of the 
human mind'; but abstract entities, being 
objective, are not creations of the human 
mind in this sense. Sherlock Holmes, or a 
hammer, may be said to be 'a creation of the 
human mind'; but abstract entities are non­
fictitious, and they are immaterial, thus they 
cannot be creations of the human mind in 
either of these senses. either. 

Abstract entities may be said to be created 
by the human mind through the creation of a 
language in which we formulate meaningful 
sentences we regard as true. and others we 
regard as false, where there exists no model 
adequate for these sentences in the empirical 
world (or at least no model that we know 
of). Our creation of abstract entities in this 
sense is not a whim, but is motivated by our 
interest in empirical knowledge and guided 
by objective features of the world, as is very 
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much apparent in the case of abstract geo­
metrical objects and numbers. Thus, abstract 
entities come out as abstract tools ('tools of 
knowledge'). 

Constructivism avoids the possibly un­
feasible asceticism of nominalism (without 
abstract entities it seems that we cannot 
systematize our experiences as effectively 
as with them). But at the same time it stays 
clear of the epistemological problem so very 
pressing for realism: what is the basis of our 
knowledge of facts that concern abstract 
entities conceived as independent of the 
human mind? Plato's answer was anamnesis, 
and realists seem not to have got much 
further than this. For constructivism there is 
no such epistemological problem. It is no 
wonder that we know a great deal about 
abstract entities if they are our own creations; 
no quasi-experience need be postulated to 
explain our knowledge in this respect. Yet 
the constructivist can accept, too, that we 
do not know all there is to know about 
abstract entities: our creations may be in 
some measure independent of their creators; 
they may lead lives of their own. 
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UWE MEIXNER 

V 
Vagueness 

The topic of vagueness ( which is distinguished 
here from ambiguity) has bearing upon the 
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phenomenology of perception, and upon 
issues in the philosophy of science such as 
verifiability and falsifiability, and the sup­
posed 'exactness' of scientific knowledge in 
general. Within the philosophy of language, 
it is important to distinguish between in­
tensional vagueness ofa predicatef(x) (when 
the range {x} of its satisfying arguments may 
be unclear in toto) and its extensional vague­
ness ( when there are values of x for which the 
satisfaction by f is uncertain). 

By far the most developed theory of vague­
ness is fuzzy set theory. in which predicates 
are left vague and arguments belong to them 
with a numerical measure of membership 
lying between O and 1. For example, John is a 
tall man to the measure (say) of 0.44 if he is 
5'5" tall, and to 0.88 if 5'11" tall. Fuzzy set 
membership is not a probability measure, 
although the theory can be used in harness 
with probability theory in some applications. 

Upon this principle a non-classical set 
theory is constructed. The apparatus of 
the classical theory is adapted to allow 
the definition of combinations of fuzzy sets 
(their unions and intersection, for example). 
In addition, qualifying functors can be 
introduced ('very tall man', in the above 
example, where 'very' modifies the fuzzy set 
'tall man'), and the theory can be extended 
to fuzzy relations. A non-classical logic 
emerges when a valuation function is applied 
to the theory; classical truth and falsehood 
then take the values 1 and O respectively. 
Existential and universal quantification are 
definable respectively in terms of maximal 
and minimal values of fuzzy memberships to 
the pertaining set: 'there is a tall man in 
Texas'. for example, takes as its truth value 
the largest of the membership values found 
among the fuzzy set of tall men in Texas. 

Fuzzy set theory was not initiated by 
logicians or philosophers but largely by 
engineers, especially L. A. Zadeh. In the 
twenty-five years of its life it has developed 
with remarkable speed, with a journal (Fuzzy 
Sets and Systems} founded in 1978, and its 
own section in the classification of mathem­
atics in Mathematical Reviews. The theory 
has received extensive applications in engin­
eering, psychology, programming, artificial 
intelligence, and linguistics; the latter topic 



VALUE THEORY, AUSTRIAN 

gives the closest contact with 'orthodox' 
philosophy, although it contradicts the 
essentialistic preferences which are currently 
dominant there. 

The interest among philosophers and 
logicians in fuzzy set theory has been slight up 
to now, despite its considerable significance 
for their concerns. For example, the assign­
ment of the numerical value to a fuzzy set is 
heavily dependent on context, and seems to 
require a refined theory of contextualization 
for its successful prosecution. Further, the 
use of a numerical value for fuzzy member­
ship seems to contradict the principle of 
vagueness; and in fact the theory gains both 
conceptually and technically when interval 
membership is employed, for an interval is a 
set, and therefore a structure-isomorphism 
between fuzzy sets and intervals can be set 
up. Again, since the theory encompasses 
intensional vagueness, membership is itself 
fuzzy, so that parts of the meta theory have to 
be fuzzy also; little has yet been found out 
about such properties. There is plenty of 
scope for vagueness to be given a clear place 
in philosophy. 
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Valla, Lorenzo. See: Renaissance 
Philosophy 

Value Theory, Austrian 
The history of the first Austrian school of 
value theory began in 1871 with the appear­
ance of Carl Menger's Principles of Eco­
nomics. Apart from Carl Menger (1840-
1921), the chief representatives of the school 
were Eugen von Btihm-Bawerk (1851-1914) 
and Friedrich von Wieser (1851-1926). 
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The theory of the Menger school belongs 
to economic thought: its fundamental ques­
tion is concerned with the nature of economic 
value. The solution it offers is a marginal 
utility theory, similar to other marginalist 
conceptions being put forward simultaneously 
by W. Stanley Jevons (1835-82) and Leon 
Walras (1834-1910). 

The basic concept of marginal utility may 
be illustrated as follows. Let's assume that 
some hungry person consumes a first unit of 
food and gets 10 units of utility therefrom. 
The consumption of the second unit of food 
will bring him - we should agree - less utility, 
say 9 units; and so on to the tenth unit of food 
which will bring, say, a single unit. What will 
be the value of the stock of 5 units of food? 
Since every unit of that stock will have only 
marginal utility, i.e. the utility of the fifth unit 
of food, the value of the stock will be 5 (the 
number of units) x 6 (the marginal utility of 
the fifth unit) = 30 units of utility. 

What determines the value is then the 
subjective point of view of an individual 
consumer who estimates the utility of a good 
according to his needs, and his degree of 
satisfaction. This point of view is a decisive 
factor for subsequent developments of the 
Austrian marginal utility idea in the areas 
of price theory, exchange theory, interest 
theory, and so on. 

The second Austrian school of value 
theory was a philosophical school. Its in­
auguration was a lecture given before the 
Vienna Law Society on 23 January 1889 by 
Franz Brentano. 

Brentano's aim was an explanation of 
the origin of our ethical knowledge. (The 
lecture's published version was entitled On 
the Origin of Our Knowledge of Right and 
Wrong.) Brentano starts with the classifica­
tion of mental phenomena - he divides them 
into three classes: presentations, judgements, 
and emotions. He then maintains that 
phenomena of the second and third classes 
are in many respects analogous. One of the 
analogies is that in both domains a specific 
pair of opposing intentional relations is 
associated with an underlying presentation: it 
is the relation of acceptance or rejection in 
the case of judgements and the relation of 
love or hate in the case of emotions. The 
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analogy goes further: in both cases only one 
relation is correct; thus for every emotion 
either love or hate is correct. This leads to a 
simple definition of 'good': a thing is good if 
the love that is directed to it is correct. How 
do we know that a thing is good? The answer 
is that some of our acts of love are experienced 
as being correct. (Evident judgements supply 
us again with an analogy.) We know not only 
that some things are good but also that some 
are better than others. This is due to correct 
acts of preference. These two types of know­
ledge give us an orientation in the sphere of 
practical good. 

Brentano's disciples - especially Alexius 
Meinong, Christian von Ehrenfels and Oskar 
Kraus (1872-1942) - shared his opinion that 
general investigations into the nature of value 
and into the nature of our axiological know­
ledge are both possible and needed. This 
basic agreement did not exclude serious 
controversies and discussions among them. 
One of these concentrated on the role intel­
lect, feelings, and desires play in valua­
tion. 

An especially interesting way of combin­
ing emotional and intellectual elements is to 
be found in Meinong's axiological theory. 
This theory is part of a larger conception, 
called theory of objects ( Gegenstandstheorie). 
Values are said to be objects of higher order. 
This means that they require as their pre­
suppositions other objects - correlates of 
judgements and assumptions. Values are 
presented in acts of feelings and desires, 
the former being, in Meinong's opinion, 
of primary importance. Whether such a 
presentation is sound, is, however, appre­
hended only in value-judgements. 

Both schools of Austrian value theory had 
much in common: Ehrenfels, for example, 
based his idea of a general value theory on the 
concept of marginal utility; F. von Wieser 
and E. von Btihm-Bawerk took up some 
psychological ideas of the Brentano school, 
and their methodology, like that of the 
Brentanians and like much Austrian thought, 
was rooted in certain Aristotelian ele­
ments. 

In the light of this the label: Austrian Value 
Theory may be regarded as appropriate and 
justified. 

VARIATION 
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Variation 
Familiarly, the circumference C of a circle 
varies directly with the diameter D, with 1t as 
the constant of proportionality. More gener­
ally, one may say that C is a function of D. 
This means that to each value D might take, 
there corresponds a unique value of C such 
that C = 1tD. The idea of a function is the idea 
of how an output, or value, varies with an 
input, or argument. The modern mathemat­
ical concentration on functions was probably 
conceived in the recognition of the centrality 
of functions in the articulation of the laws of 
nature. 

When one throws a stone, one can watch its 
flight, so its motion is concrete and physical 
enough to be seen. But suppose one wants to 
put into words exactly how the stone moves. 
It is a fact worthy of remark that satisfying 
this simple desire leads to fairly abstract 
mathematical ideas. First of all, for each 
instant during the stone's flight, there is a 
unique position ( or small volume) in space 
occupied by the stone. So one may think of 
how the stone moves as how its position 
varies with time; this way of thinking con­
ceives the varying position of the stone as a 
function of time. It seems to have been 
Galileo who recognized the fundamentality 
of time as an independent variable in the laws 
of motion and the propagation of forces like 
the acceleration of gravity. 

Second, we expect the stone to move 
continuously. The understanding can prob­
ably best grasp the idea of continuity by 
picturing a discontinuity. If a moving bus 
were in London before noon on a certain day, 
but in Paris from noon on, then the position 
of the bus would not be a continuous function 
of time. Note that if this were to happen, it 
would not be true that the position of the bus 
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would be confined to smaller and smaller 
volumes of space during shorter and shorter 
intervals of time around noon, for any such 
volume would have to remain big enough to 
include both London and Paris. To require 
continuity of motion is to rule out dis­
continuities of this sort. 

This requires, however, that we have an 
idea of quantities like the length of an interval 
of time or the volume of a region of space. 
The values of such quantities are usually real 
numbers, that is, those for which our best 
approximation to a systematic notation is 
the system of infinite decimals. It was during 
the 19th century that mathematicians, like 
A. L. Cauchy (1789-1857), Karl Weierstrass 
(1815-97), and Richard Dedekind (1831-
1916), articulated an axiomatic description of 
the basic laws of real numbers. With the 
characteristic abstraction of modem math­
ematics, let S be some arbitrary set; we are 
thinking of S as a space of points. Then a 
metric on S is a function d that assigns to any 
pair of members of S a unique real number 
subject to these constraints: 

(1) d(x,y);;;,O; and d(x,y)=O iff x=y; 
(2) d(x,y)=d(y,x); 
(3) d(x,z),;;d(x,y)+d(y,z). 

We think of the number d(x,y) as the dis­
tance from x to y. The third condition is called 
the triangle inequality; since a straight line is 
the shortest distance between two points, no 
side of a triangle is ever of a length greater than 
the sum of the lengths of the other two. 

Suppose space and time are such that there 
are metrics representing the separation be­
tween points in space and the interval be­
tween instants in time. Then a function from 
time to space, such as a function representing 
the motion of a point particle through space, 
is a continuous function at an instant 10 if and 
only if for every positive real e, however 
small, there is a positive real b such that in 
order to restrict the position f(I) of the 
particle at I to positions within e of f(lo), 
we need only restrict the time I to times within 
b of 10 ; and its motion is continuous if 
it is continuous at all times. This account 
illustrates the so-called e-6 techniques that 
were fundamental to the programme of 
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arithmetizing analysis during the 19th cen­
tury. Arithmetization meant replacing geo­
metrical ideas by numerical ones. For it 
had been learnt painfully that geometrical 
intuition could not be trusted to deliver true 
answers to mathematical questions raised 
during the development of analysis from the 
calculus founded by Sir Isaac Newton and 
Leibniz .. 

Continuous motion requires that small 
changes of position are fixed by confining the 
time variable to a small interval. The idea 
that small changes in input yield only small 
changes in output is perhaps an application of 
the ancient thought that one never really gets 
something for nothing or vice versa. If there 
really were magic - if, for example, a wizard 
could make rabbits come into being from 
nothing - then such utter discontinuities 
would falsify the presupposition of the ques­
tion where the rabbit came from. Such falsi­
fication would undermine any systematic 
attempt to describe the course of nature. A 
Kantian might thus see it as a regulative 
principle that the functions in terms of which 
the basic laws of nature are stated be con­
tinuous functions. For if the output goes on 
increasing a great deal even as the increase in 
the input dwindles away, then we are getting 
something ( the increase in the output) for less 
and less, and that too would be a sort of 
magic, which would seem to defy rational 
explanation. Conservation principles, like 
the conservation of energy or charge, might 
be seen as our attempt to fix basic sorts 
of quantities as presuppositions of the ex­
planatory enterprise of science, that is, as 
something in terms of which to state answers 
to the question how this or that came about. 

The quantificational dependencies in our 
e-b account of continuity are rather subtle. so 
it is no accident that the arithmetization of 
analysis went along with the development 
of quantification theory and the logic of 
relations. In the pure mathematics of this 
abstraction and generalization, the idea of a 
function as a process by which an input is 
converted into an output drops out of the 
most general idea of a function. All that 
remains is the requirement that a function 
assign to each of its arguments a unique 
value. So eventually. in set theory. one comes 
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to say that a function just is a set of ordered 
pairs such that different pairs in the set always 
have different first members. 

The process of recasting mathematical 
practice in set-theoretic frameworks has been 
a prominent feature of our century. Gottlob 
Frege played no small part in this process, 
but he himself took the idea of a function 
as primitive. He extended his basic distinc­
tion, between objects and functions, to rival 
Aristotle's distinction between substances 
and qualities. Where Aristotle might have 
said that a substance has or lacks a property, 
Frege says that the value of a special sort of 
function, which he calls a concept, at that 
object is one of the two truth values, truth 
and falsity. Bertrand Russell's propositional 
functions have as their values not truth values 
but propositions; for the propositional func­
tion presented by the predicate 'is blue' and 
the sky as argument, the value according to 
Russell is not truth but the proposition that 
the sky is blue. It was in part such functional 
conceptions of the nature of the propositional 
bond that interested some philosophers in the 
idea of a function. 
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W. D. HART 

Veber, France 
France Veber was born in 1890 in Radgona, 
Yugoslavia. He died in 1975. Veber studied 
in the 1910s under Alexius Meinong in Graz 
and started his philosophical career in Ljubl­
jana as a faithful Meinongian object-theorist. 
However. after his most creative period in 
the early 1920s, during which he wrote, e.g., 
Etika (1923) and Estetika (1925), Veber grew 
increasingly dissatisfied with the theory of 
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objects, especially its incapacity to do justice 
to the real things of the external world, as con­
trasted with their merely mental counterparts. 

In his most original book, Vprasanje 
stvarnosti (The Question of Reality 1939), 
Veber argues that the human mind has two 
functions which Meinong's theory of objects 
is unable to distinguish: zadevanje or grasp­
ing the object and predocevanje or gaining 
information about the object. For example, 
in the experience of seeing a red thing, one 
can separate the zadevanje which apprehends 
the thing itself from the predocevanje which 
comprehends its property of redness. 

Veber accordingly distinguished between 
phenomenological objecthood (predmetnost) 
and ontological thinghood (stvarnost) which 
he saw Meinong as having confounded. It is 
true that Meinong came close to distinguish­
ing the two in his distinction between genuine 
presentations and fantasy presentations (i.e. 
ones involving and not involving belief). 
But Veber thought that Meinong confused 
phenomenological and ontological criteria in 
stating simply that genuine presentations are 
true, fantasy presentations false. For there 
are genuine presentations that are false, 
namely hallucinations. 

Thus Veber felt compelled to go beyond 
Meinong's phenomenological object-theory 
and start doing ontology proper. In this he 
was followed by his pupils. 
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SEPPO SAIAMA 

Vienna Circle. See: Carnap, Rudolf; 
Reichenbach, Hans 

Voluntarism 
Voluntarism, as a pejorative term, means 
some exaggerated and distorted view of free­
dom, or a divorce of freedom from other 
factors and presuppositions; as a neutral 
term, it signifies an extraordinary emphasis 
on freedom. More precisely, we can distin­
guish: 
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1. Voluntarism as strong defence of free­
dom: In a loose and misleading usage, 'volun­
tarism' often refers to positions which simply 
insist on various true features of the will and 
of freedom or on the self-causing structure of 
willing in opposition to intellectualistic or 
deterministic positions which more or less 
radically deny the fact of freedom. In this 
sense, one speaks frequently of the 'volun­
tarism' of John Duns Scotus, opposing his 
thinking thereby to an intellectualism which 
makes the decisions of the will entirely de­
pendent on cognition, or to other theories of 
the predetermination of our will. 

2. Voluntarism as assertion of the superi­
ority of freedom over the intellect and other 
faculties: Voluntarism can also have a purely 
hierarchical sense as seen in the famous 
medieval dispute over whether the intellect 
or the will is the higher rational faculty of the 
person. By insisting on the primacy of intel­
lectual over moral virtues, Aristotle is usually 
called an intellectualist, while Duns Scotus by 
his insistence on the higher value of the will 
and of love is called a voluntarist. 

3. Voluntarism as isolation, exaggeration, 
or distortion of freedom: Freedom can be 
absolutized or divorced from other faculties 
in many ways, which we shall deal with in 
what follows: 

Regarding the human will, voluntarism can 
mean various types of artificial divorce of the 
will from other equally important factors 
which are required or presupposed by it. A 
radical voluntarism in this sense could be 
seen in Jean-Paul Sartre's denial both of the 
nature of man and of an intelligible or value­
bearing nature of objects, so that the will 
becomes the origin of essence and order. In 
another sense, voluntarism is a position 
which denies the influence of social or other 
factors and insists on the pure formal struc­
ture of the will as basis of moral values. In this 
sense, Kant's ethics contains voluntaristic 
traits. A voluntaristic theology of the will 
such as that of Pelagius (c. 36~. 420) would 
deny any direct influence of divine grace on 
the will. 

Voluntarism in still another sense would 
divorce the will from any motive, arguing that 
motives impose some determination on the 
will which is incompatible with its spontan-
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eity and self-determination (Kant and 
others). Seifert ( 1976, 1989) attempts to show 
that values, goods, and other factors which 
motivate the will do not threaten freedom but 
both render meaningful free action possible 
and can exert their specific influence on free 
action. This occurs not in the manner of 
natural determining causes; rather, goods 
and values become effective only 'through 
freedom'. i.e. through the non-forced con­
sent of the subject, who must allow himself to 
be motivated; thus they constitute unique 
kinds of causes which are irreducible to 
efficient causes in any meaningful sense of 
this term which refers to a power through the 
agency and force of which something hap­
pens (Aristotle and realists) or is conceived 
to happen (Kant, empiricists, and ideal­
ists). 

Regarding the divine will, voluntarism in a 
historically most important sense can be 
attributed to William Ockham and to Rene 
Descartes in the form of the view that it is not 
the human but rather the divine will that is 
the sole origin of all order of essences and 
moral laws, so that even eternal verities could 
be changed by God's will. Thus according to 
Ockham, God could make hatred of him 
good by an act of the will and Descartes 
seems to come close to this position. Here a 
kind of theological ethical positivism is as­
sociated with voluntarism. J.-L. Marion 
(1981) sees the radical novelty in Cartesian­
ism in the idea, expressed in Descartes's 
Meditations and letters to Mersenne, that the 
necessary principles and eternal truths could 
all be changed by the will of God and that 
they are creatable. This idea contradicts the 
absoluteness of essential necessities and gives 
rise to the famous circle in Descartes's argu­
ment for God's existence. 
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w 
Walter Burley 

Walter Burley was born c. 1275. probably in 
Yorkshire. and was magister artium and 
fellow at Merton College. Oxford. by 1301. 
He studied theology by 1310 at the University 
of Paris where he attained magister theolo­
giae by 1324. Burley may have returned to 
England. but he was again in France in 1327 
as envoy to the papalcourt at Avignon. In the 
same year he held a disputation entitled "On 
the first and the last instant" at Toulouse. By 
1333 he was back in England as one of the 
group of scholars gathered around Richard 
de Bury. held various benefices. and was also 
connected with the king's court as clerk of the 
royal household. In 1341 he held a disputa­
tion at Bologna. Burley died after 12 January 
1344. 

Burley's writings cover all the major areas 
of philosophy. including logic and theory 
of scientific demonstration. metaphysics. 
natural philosophy. psychology. ethics. and 
political theory. He is also well known for his 
De vita et 111orib11s p/rilosopltorwn. His philo­
sophy shows influences from a variety of 
sources: Aristotle. Averroes. Aquinas. and 
John Duns Scotus. His younger contemporary. 
William Ockham. provided a challenge to 
several of his philosophical positions. How­
ever. Burley's own ·anti-Ockhamism· has 
been greatly exaggerated. at least until L. 
Baudry's influential article of 1934. 

Burley has been characterized variously as 
an extreme realist. a moderate realist. a 
conceptualist. an Averroist. a Thomist. and 
a Scotist. There is some foundation for 
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each label. but it is preferable to lay out 
his positions on basic ontological issues as 
they are presented in his texts. in particular 
in his major expositions and in his non­
commentary treatise De p11ritate artis logicae. 
as well as his independent shorter com­
positions. 

Burley is a vigorous defender of an extra­
mental reality of universals. He argues: 

Even if no intellect existed. two stones would 
nevertheless aercc more with one another than a 
stone and a do'iikey. But all agreement is in virtue 
of some one thing. Thereffore there is some one 
common thing outside the soul [aliqua res com­
rmmis exlra animam) (Superurtem reterem. Venice 
1497. a4vB). 

Of course. the universal is 1101 an entity 'in 
addition to' particulars of which it is an 
essential constituent. For in reply to the 
objection that his position leads to an infinite 
regress Burley writes: 

It is not true that a and b agree in human nature as a 
third entitv different from those two: rather. one of 
those is contained under the other. that is a and b. 
as an individual under a species. But a and b do not 
agree in virtue of some third species common to the 
two of them (op cit.. a5vA). 

Burley's idea of the basic relation among 
the ontological constituents of individuals is 
definitely not to be represented by 'R(F,a)' 
but rather by· F(a)' where the exemplification 
of universal F by a 'shows itself. but is not 
referred to. in the object language. More­
over. he does not even suggest that universals 
ever exist as separate entities in the sense 
in which particulars exist. He definitely en­
dorses what we might call the principles of 
exemplification. 

(f)(3x)Fx and -(3x)(f)-Fx. 

i.e .. every universal is instantiated and there 
are no bare or non-natured particulars. 

Burley also recognizes what he calls pro­
positio i11 re as the "ultimate and adequate 
significate .. of spoken and mental proposi­
tions and he insists that this significate must 
not be confused with the mental proposition. 
for the latter is a sign. while propositio i11 re 
is not: 
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Such adequate and ultimate significate cannot be a 
sound or a concept. There must therefore be some 
'complexum' or some proposition outside the soul 
[aliqr,od complex11m se11 aliq11a propositio extra 
animam] which is composed out of things as from 
subject and predicate (S11perartem veterem, c3vB). 

In Burley's view, such a proposition is also 
needed to provide an ontological ground for 
the distinction between noun-phrases and 
statements: 

For if the ultimate significate of 'a man is a stone' is 
nothing else than this man and stone, then it is the 
same to say ·man stone' as 'a man is a stone' and. as 
a consequence, just as this proposition is false 'a 
man is a stone', so also would the phrase 'man 
stone' have to be false (op. cit., c3vB). 

Burley concludes that there must be a founda­
tion for this difference in extramental reality: 

There must be some 'composite' [compositum] in 
things whose subject is a thing, and its predicate is 
likewise a thing, and this is called propositio in re 
(op cit., c4rA). 

Individuals are hylomorphic units composed 
of this matter and this form. We can know 
individuals directly, and this not only by a 
sensory, but also by an intellectual, cognition. 

In natural philosophy, Burley argued 
against the actual existence of a vacuum: 

The same agent which governs the nature and 
natural order in the universe saves the plenitude in 
the universe, for if there were a vacuum in some 
part of the universe, then another part requisite for 
perfection of the universe would be lacking and 
thus the universe would not be perfect ( Questiones 
s11per /ibros Physicorum IV, q. 6). 

This view was quite compatible with the 
prevalent rejection of action at a distance and 
with the insistence on a direct or indirect 
contact for causal transmission. 

Burley's analysis of change in qualities of a 
body rejected the addition-of-part-to-part 
theory which stressed the continuity of 
qualities. His own theory involved an 
admission of infinite series of indivisible 
degrees, that is, a succession of forms, the 
preceding ones being replaced by new ones. 
Yet, this theory was not intended to be 
atomistic; it viewed alteration as continuous. 
Although there are infinitely many indivisible 
degrees in a continuum, not all parts exist 
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actually but only potentially. Moreover, a 
continuum for Burley is not made up of 
indivisibles in the way in which a whole is 
made out of its integral parts, for a continuum 
is 'more' than the sum of its parts in the sense 
that it is extended while the indivisibles are 
not. 
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Whitehead, Alfred North 

Alfred North Whitehead was a mathemat­
ician and philosopher who produced a system 
of process metaphysics (i.e. a metaphysics 
which treats becoming and being as equally 
fundamental). 

Born in Ramsgate, Kent, in 1861, White­
head was educated at Trinity College, Cam­
bridge. In his career as a mathematician at 
the Universities of Cambridge and London, 
Whitehead's most important student was 
Bertrand Russell, with whom he collaborated 
in writing Principia Mathematica (1910-13), 
an attempt to show that mathematics can be 
reduced to logic. Although he had an interest 
in philosophical questions at least as early as 
his election in 1884 to an elite conversation 
club at Cambridge, his first philosophical 
books were published only in 1917-20. These 



933 

essays in the philosophy of science prefigured 
his metaphysical works and led in 1924 to 
his appointment in philosophy at Harvard, 
where he taught until 1937. He died in 
Cambridge, Massachusetts, in 1947. 

In Science and the Modern World (1925), 
his first metaphysical work, Whitehead re­
jected the idea of simple location presupposed 
by scientific materialism. Everything, he 
held, is a field spread out temporally and 
spatially; there are no discrete bits of matter 
externally related across empty space and 
time; every object, from a truck to an atom, is 
composed of events or prpcesses. When the 
structure of events or processes recurs in 
subsequent events or processes, we recognize 
a 'thing'. 

This view of reality as fields of energy and 
vibratory processes was received with excite­
ment. Seldom has a metaphysical work had 
such an immediate impact in the arts and sci­
ences; it remains among the most widely read 
20th-century philosophical works in English. 

In Process and Reality (1929; corrected 
edition, 1978) Whitehead systematically and 
technically elaborated the metaphysics he 
had sketched so persuasively in the earlier 
work. In this book Whitehead exhibits extra­
ordinary powers of imagination as much as 
of formal analysis. Some understanding of 
Whitehead's system can be achieved by first 
noting what he considers the most basic 
metaphysical unit, an actual elllity. Although 
an actual entity is a microscopic atom, it is not 
an inert bit of stuff: it becomes and perishes 
without substance underlying the process of 
becoming. Co11cresce11ce is the process by 
which an actual entity comes into being. 
An actual entity is a unifying of its relations 
to the other actual entities of the world 
it appropriates. These appropriating rela­
tions are prehensions, vectors which trans­
form everything experienced into that entity's 
distinctive actuality. A concrescing entity 
involves not only other actual entities it 
prehends but also non-actual eternal objects, 
potentialities, or possibilities, which con­
tribute to the character of that entity. A 
remarkable feature of Whitehead's meta­
physics is that all actual entities and eternal 
objects play a role (at least negatively) in the 
becoming of each actual entity. 

WHITEHEAD, ALFRED NORTH 

God also plays a central role in concres­
cence. In his Primordial Nature God orders 
eternal objects to make them relevant to the 
becoming of an entity; he gives each concres­
cence its initial subjective aim or lure from 
which its self-causation starts. Furthermore, 
in his Consequent Nature, God preserves the 
immediacies of all past actual entities and 
unites them with his envisionment of the 
primordial reality of all eternal objects. God, 
then, is himself an ever-developing unity, an 
actual entity prehended in every concrescent 
process and thereby influential in every be­
coming. God is not only necessary to every 
becoming; becomings are necessary to the 
development of God as Consequent. Like 
any actual entity, God is a process of be­
coming. 

Although the actual entity is Whitehead's 
basic metaphysical unit, he does not neglect 
the world of chairs, buildings, persons, etc. 
He has a complex theory of the operation in 
which an aggregate of actual entities forms an 
ordinary, macroscopic object. 

A distinctive theory of perception is also 
integral to Whitehead's metaphysics. As he 
sees it, the preoccupation of David Hume 
and other philosophers with perception in the 
mode of presentational immediacy has led to 
serious metaphysical as well as epistemo­
logical problems. For Whitehead, ordinary 
conscious perception is in the mixed mode of 
symbolic reference, a combination of two 
more primitive modes of perception: pre­
sentational immediacy and perception in the 
mode of causal efficacy. The latter is the 
vague, massive, and inarticulate perception 
of the early phases of concrescence. The 
former belongs to the later phases of con­
crescence; while less massive and powerful, it 
is more articulate and sharp than perception 
in the mode of causal efficacy. It is because 
presentational immediacy dominates visual 
perception that Hume finds no grounds for 
supposing that causality is real. Whitehead 
argues that his more adequate theory of 
perception permits a metaphysics in which 
causal powers are fundamental realities. 

Whitehead's metaphysics is considered by 
many to be the most fully elaborated theory 
in which substance ( as traditionally con­
ceived in Western philosophy) is rejected and 
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process is seen as fundamental. Although 
such Continental philosophers as Hegel 
and Henri Bergson (and some non-Western 
thinkers) are often considered process meta­
physicians, the process viewpoint appears to 
be especially congenial to philosophers in 
the United States. Charles Sanders Peirce, 
William James, John Dewey (1859-1952), 
and George Herbert Mead (1863-1931), are 
among the American process metaphysicians 
of the past. In the present Charles Hartshorne 
(born 1897) and Justus Buchler (born 1914) 
are leading figures. 

Whitehead has further significance in 20th­
century metaphysics because, during the 
many decades in which analytic philosophy 
was dominant in the English-speaking world, 
Whitehead's was the only comprehensive 
system of speculative metaphysics con­
tinuously studied by a wide range of compet­
ent philosophers. In the analytic climate it 
was perhaps natural for Whitehead to com­
mand respect since he was a pioneer in 
symbolic logic and a distinguished physicist 
who worked out a theory of relativity as an 
alternative to Albert Einstein's. 

Whitehead's influence has been too varied 
and extensive to be easily summarized. His 
rejection of simple location, for example, has 
stimulated poets. His theory of God has 
spawned (with the aid of Hartshorne and 
others) process theology, a religious per­
spective that plays a major cultural role 
today. His work in physics and its meta­
physical assumptions is given serious attention 
by Nobel Laureate Ilya Prigogine (born 1917) 
and other distinguished scientists. 

Works have applied Whitehead's meta­
physics to aesthetics, ethics, social philo­
sophy, and many non-philosophical fields. 
Within the field of metaphysics itself his work 
has also been a powerful stimulant. Although 
Hartshorne was a process philosopher before 
becoming a student of Whitehead at Harvard, 
he acknowledges Whitehead's pervasive in­
fluence. Some metaphysicians influenced by 
Whitehead (e.g. J. Buchler) have developed 
their ideas partly by way of a critique of 
Whitehead. 

In the post-analytic era Whitehead's work 
can be expected to continue to stimulate both 
exegesis and original metaphysical enquiry, 
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perhaps increasingly as more philosophers 
become engaged in constructing compre­
hensive systems that take account of recent 
work in logic and the sciences. 
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PETER H. HARE 

The Will 

While will in a wider sense can be ascribed to 
animals and even to lower creatures in which 
some tending towards ends is observed, in the 
strict sense it can be ascribed only to persons, 
whether these be men or pure spirits. Will in 
the strict sense implies not mere irrational 
tendencies or drives but rational action, or at 
least the capacity for this. Moreover, will, 
unlike feeling, desire, or drive, presupposes 
that its subject is free ( even though one might 
admit that some things, for example happi­
ness or a positive 'good' in the widest sense of 
this term, are willed by necessity). 

History. The topic of free will appears in 
many forms in the Presocratics, in Socrates 
and in Plato, and it plays a dominant role in 
the work of the Stoics. Aristotle distinguishes 
many senses of free and unfree act in the 
Nicomachean Ethics (Book III) and formu­
lates two fundamental requirements of an act 
that is morally free: knowledge on the part of 
the agent of the object of the act and of its 
immediate consequences; and the givenness 
of the act into man's power to such an extent 
that 'we are lords over its being or non-
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being'. Stoic philosophers, in particular 
Epictetus (c. 50-120), made it a fundamental 
point of their philosophy to distinguish be­
tween that which lies within our power and 
that which does not lie within it, recommend­
ing that we do not take great care in, or grieve 
over, things which are not ours to change. 
Ancient philosophers' insistence on freedom 
culminates in Cicero (106-43 BC) who, 
through his influence on Augustine, also stands 
at the point of transition between the ancient 
and the medieval philosophy of freedom. 

Under the influence of Christianity, the 
importance of the theme of freedom became 
much heightened in medieval thought. 
Christian philosophers were forced to exam­
ine the issue of freedom more closely than 
the Ancients had ever done. For neither 
God's creation of the world, nor sin, redemp­
tion, justification, damnation, and the origin 
of evil, can be understood without appeal to 
the notion of freedom. At the same time, 
however, as we shall see, divine foreknow­
ledge and the effectiveness of grace, as well as 
the doctrine of creation, posed new problems 
for a philosophy of freedom and led fre­
quently to deterministic theories. This does 
not alter the fact that the issue of freedom 
takes on a greater weight in Christianity, 
particularly in Catholicism, than in earlier 
philosophies, as a reflection of the need to 
justify the thesis that it is man, and not God 
or fate, that is the cause of sin - a position 
which presupposes human freedom. The 
most important positive philosophical con­
tributions in this area include distinctions 
between various senses of necessity, the 
discovery of two fundamentally opposed 
motives of the will (Augustine's 'two loves' 
which separate the 'two cities', Anselm's 
bo11wn hones/um and bo11um utile), the dis­
covery of the metaphysically ultimate char­
acter of freedom even in relationship to an 
omnipotent Creator (John Duns Scotus, 
William Ockham), the idea of co-operation 
between man and God in the free act, as well 
as a new insistence on the dependence of 
man's ultimate value and fate on his free 
choice. 

The two-edged influence of Christianity on 
the philosophy of freedom from Augustine 
onwards led both to many new positive 
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accounts of freedom, and at times also to a 
denial of freedom in favour of predestination 
and divine foreknowledge. Such a denial is 
found, of course, also in many Islamic and 
ancient philosophies. It appears, indeed, to 
follow from assuming God, and for this 
reason a great number of champions of 
freedom, from Carneades or Epicurus, 
through Kant to Sartre, were atheists or 
agnostics. Nevertheless, as we shall see, 
many new observations and distinctions re­
garding freedom were introduced by the 
encounter betwefn philosophy of freedom 
and Christian dogma. 

In modern and contemporary philosophy 
free will is partly radicalized in various senses 
of 'voluntarism', and partly rejected in deter­
minist philosophies which arose particularly 
from materialist interpretations of scientific 
theories of causality, of the brain, and of 
evolution. Freedom and will are treated by 
modern philosophers in many senses and 
contexts: as bearer of moral value (Kant and 
many others); as source of errors when the 
judgement asserts more than is rationally 
justified (Roger Bacon, Rene Descartes); 
politically, as general will of the people 
(Jean-Jacques Rousseau); as object of a 
human right e.g. to freedom of expression; or 
as both the source and end of society and 
history (Hegel). Some modern theists and 
atheists, for example Friedrich Nietzsche and 
S0ren Kierkegaard (1813-55), speak of the 
drama of freedom chiefly in relationship to 
God. According to Nietzsche, the murdering 
of God, with its consequent Umwertu11g al/er 
Werle, is the supreme act ofthe will to power. 
According to Kierkegaard, the authentic self 
of man is constituted by the proper rela­
tionship to the absolute source of his being, 
while the improper relationship leads to 
despair which Kierkegaard analyses in its 
phenomenological and metaphysical aspects 
in Sickness 111110 Death. Three general aspects 
characterize the philosophy of free will in the 
modern discussion: 

1. The soul or the person as 'individual 
substance of rational nature' (so defined 
by Boethius and Aquinas) is denied. 
Freedom and will are defended, then, 
without a proper ontological subject. 
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There are only free-floating experi­
ences or acts without a self, or there is a 
'transcendental ego' or an act-centre 
without clear ontological status, or 
there are national or world-spirits of 
dubious nature which become the new 
'subject' of willing. After Descartes the 
soul and person as subject of volition is 
often denied. In fact, Nietzsche states 
that the whole of modern philosophy 
tries to show, against Descartes and 
Christianity, that the subject is a pro­
duct of a conscious activity, not its 
ontological ground. 

2. The free will is increasingly divorced 
from any pre-given and objective order, 
from essences, natural rights, objective 
values, etc. It becomes an absolute 
source even of the a priori ( especially in 
Johann Gottlieb Fichte). Human will is 
interpreted, by Sartre, explicitly along 
the lines of Descartes's voluntaristic 
vision of God's will: a will that creates 
truths. 

3. The phenomenology, psychology, de­
scription, or linguistic analysis of will 
and freedom, etc. become more import­
ant than a metaphysics of freedom 
itself. 

Different Meanings of 'Will'. Turning from 
a historical to a systematic philosophical 
consideration, the will presents itself from 
many perspectives. Thus it can be invest­
igated as an act which occurs at a concrete 
point in time. 'Willing' in this sense can still 
signify very different sorts of acts: purely 
interior acts of will, such as approving of 
someone's action or speech, accepting suffer­
ing or revolting against it, or voluntary 
wishes; speech acts (social acts) such as 
promising which are not the mere expression 
of an act of willing but need to be heard by 
their addressee (Adolf Reinach); and finally 
actions which aim directly at the realization 
of states of affairs in the external world, such 
as saving a life. Willing as it underlies ex­
ternal action can again be different things: it 
can have an individual object or relate to a 
general sphere of goods or obligations; it can 
be the willing of the state of affairs at the 
realization of which the action aims (finis 
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operis); or it can refer to subjective secondary 
purposes, non-essentially linked to the 
action, such as becoming famous through 
saving a life (finis operantis); or again it can 
refer to the Gesinnung, the moral intention 
from which the willing springs, that is to the 
will as it relates to its most fundamental 
motives. Moreover, objects of actions can be 
willed in different ways: some we will as ends, 
others as mere means, still others as ends and 
simultaneously as means towards further 
ends, etc. Dietrich von Hildebrand also dis­
tinguishes two perfections of the free will: 
that which is involved in the responding to an 
object, and that which is involved in the free 
commanding and initiating of activities and 
actions. 

The 'will' can also, however, designate the 
lasting faculty of the person to will ( ana­
logous to the intellect). Furthermore, it can 
be understood as an enduring disposition to 
act, as illustrated in the 'ability' of the flute­
player to perform his art. Or it refers to 
stances towards individual persons and ob­
jects, or attitudes with response-character 
to whole spheres of goods, attitudes which 
endure in the person and are not restricted to 
a certain point in time. Such attitudes can 
have different levels of depth in the person, 
reaching from the fundamental affirmation 
or rejection of the world of goods, or from the 
indifference towards all objective values, to 
attitudes towards specific goods such as truth, 
possession, rights, etc. Different funda­
mental moral attitudes and specific virtues 
and vices result from the responses to such 
specific spheres of goods. In Anglo-Saxon 
philosophy, Peter Geach and Alasdair 
MacIntyre have, through their rediscovery 
of virtue, made a major contribution towards 
a well-rounded vision of freedom. In German 
philosophy, Max Scheler (1874-1928) and 
Dietrich von Hildebrand - the latter through 
his new understanding of 'fundamental atti­
tudes' which exist as lasting and general 
value-responses in the person and form his 
actual experience, as well as through his 
interpretation of virtues not as mere dis­
positions to act but as attitudes in their own 
right - may have made the most significant 
recent contribution towards a classification of 
different senses and dimensions of the will. 
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They broke through the one-sided Kantian 
emphasis on external free actions and yet 
preserved the experienced givenness and 
unity of the various levels of will, by seeing 
the external action as a logical and essential 
expression of general attitudes, where other 
authors (for example K. Rahner, C. Curran, 
F. Bockle) conceive the 'fundamental option' 
of the person as a 'transcendental' sphere 
largely disconnected from concrete actions 
which would have to be interpreted in terms 
of a balance of their good and bad con­
sequences. 

Freedom, Conscious Subjects and Causal 
Determination. Another problem is whether 
there exists only a psychological feeling or 
subjective experience of freedom - as ad­
mitted by some proponents of 'soft determin­
ism' - or whether objective freedom is a 
fundamental trait of the person and of his 
faculty of the will. 

Freedom, in its strong sense, consists in a 
unique spontaneity and power over one's 
action, as well as in self-motion (in an ulti­
mate sense which any determinism - hard or 
soft- denies). As was emphasized already by 
Hesiod (8th century ec), it involves some 
independence of lawfulness and morality 
from natural causality and force. Thus it 
implies also an independence of morality and 
of the legal order from that of physics. 
Involved in this is also some autonomy of the 
self (soul) in regard to matter and material 
causes as well as in regard to all other 
extrinsic causes such as predestination or 
fate. Thus by his freedom. as the Platonic 
myth of Er (Rep. X. 617 e lf.) states, man 
holds in his hands the key to his own being 
and fate. 

Prejudice has it that ancient philosophy 
never recognized the ultimate metaphysical 
fact and the ultimate nature of freedom, 
speaking of it only on a political or ethical­
psychological level. Yet we find hardly a 
stronger statement of the full metaphysical 
freedom of action than in the Eudemian 
Ethics (1223a), where Aristotle asserts that 
man .. is the lord over the existence or non­
existence (of his actions)". Here Aristotle 
states that man is the ultimate origin and 
cause of his own acts and has power over 
them. Cicero is possibly even clearer on 
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freedom in his thesis that it is evident that 
man is an absolute origin of his free action 
and that this is the necessary condition of the 
entire moral and legal order. In this respect, 
thinkers, such as Augustine (in De libero 
arbitrio and in De Civil. Dei V), Bona­
venture, Descartes, and Jean-Paul Sartre 
were hardly more outspoken. 

From Plato's Phaedo on, knowledge, in 
particular the knowledge of justice, and the 
will to obey justice were seen as evidence for 
the existence of the soul; for without soul or 
spirit, man's actions must be completely 
subject to material forces and determina­
tions. A long tradition which culminates in 
Augustine links the existence of the soul to 
freedom (Holscher 1986). And indeed, how 
can man be free and determine himself, 
dominate himself, and achieve his proper 
virtue, if he is nothing but his brain or some 
matter subject to the laws of natural 
causality? 

The free encounter with morally relevant 
goods is also the condition of moral respons­
ibility. It is evident - and many moral philo­
sophers have agreed on this - that without 
freedom neither praise nor blame, neither 
guilt nor merit, neither moral values nor 
moral disvalues are possible. Thus ethics is 
largely a matter of a philosophy of freedom. 
Yet in ethics not only the metaphysical fact 
of freedom but many different aspects of 
freedom play a decisive role. 

An act of will necessarily presupposes 
consciousness and some knowledge of its 
object. This is hardly controversial except 
among strict materialists or behaviourists. 
Controversy arises, however, over whether 
the known good determines or motivates the 
will in such a way that no free choice is 
possible. No man does injustice knowingly, 
says Socrates. And Aristotle assumes that 
happiness is necessarily the end of the will. 
As far as the relationship between knowledge 
and freedom is concerned, the Socratic thesis 
implies that knowledge is not only a condition 
of free acts but their sufficient reason. While 
Aristotle and many other authors contra­
dicted such an 'epistemological determinism', 
this very same position follows from their 
general assumptions; for if we must strive for 
happiness by necessity, then we must choose 
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the best means towards this end; but then 
intellectual necessity dominates the will. 

To overcome this problem it was necessary 
to distinguish among various sources of evil 
and of value blindness as well as among 
different sorts of motives for action. More­
over, where Aristotle and a long tradition 
had held that the final end of the will is 
happiness and is willed by necessity, some 
authors argued that there are different cat­
egories of importance, or motivating factors 
of the will, which are utterly distinct from 
each other and are not reducible to 'happi­
ness'. Augustine with his 'two loves', Kant 
with his 'acting from duty' and 'acting from 
inclination', and Hildebrand's distinction of 
three categories of importance (Ethics, 1978) 
are among the most noteworthy contributions 
here. If Augustine, Kant, and Hildebrand 
are correct, then the will chooses not only be­
tween means to reach happiness; it can 
choose between ultimate ends, also, and this 
fact is the condition of moral evil. Among 
the Thomists, Cornelio Fabro (1983) came 
closest to recognizing this. The ethical dis­
tinction between moral goodness and moral 
evil presupposes that the free choice refers 
not only to the means but also to the ultimate 
directions of one's life. Thus, for example, we 
can choose to live in accordance with the 
truth and with all objective goods which 
demand our due response - or we can choose 
an egocentric life of pleasure or self-love, 
leading a life marked by indifference towards 
intrinsic goods, or even by hostility towards 
them. 

Freedom, Fate, and Theodicy. As we have 
already seen in the sketch of the history of the 
philosophy of freedom, the issue of the re­
lationship of freedom to God and foreknow­
ledge is a crucial one. Probably chiefly with 
reference to the indeterminacy of free 
acts of will, Aristotle denies in De lnter­
pretatione that truth can exist about future 
contingents. Cicero goes as far as to say that 
all divine foreknowledge of free acts contra­
dicts their existence as free acts. If God 
foreknows free acts, they will happen neces­
sarily as he foresees them and, therefore, 
cannot be free. Since we know that we are 
free, and since this is the basis of all moral and 
social life, we must reject divine foreknow-
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ledge. Regarding this, Augustine has made 
the most remarkable contribution by distin­
guishing three senses of necessity (De libero 
arbitrio), only one of which is incompatible 
with freedom: 

1. There is, first, the necessity that each 
action, if it is now, is necessarily as it is 
now; and if it will be, will necessarily 
have to be in the future. This necessity­
which flows from the principle of iden­
tity - applies evidently also to freedom 
and does not contradict it; on the con­
trary, because free acts must be ident­
ical with themselves, they must precisely 
be free and cannot be unfree. 

2. There is, second, the necessity that all 
future actions, if they are known, will 
have to be as they are known. This 
necessity follows from the combination 
of the principle of identity and of the 
nature of knowledge. But neither 
knowledge nor the principle of identity 
imposes a necessity on actions which 
would contradict their freedom. We can 
see this with respect to past free acts: 
these must necessarily correspond to 
our correct memory, but they do not 
cease thereby to have been free. 

3. Only a third kind of necessity, that of 
some force outside the subject ( e.g. the 
brain) causing and determining the con­
tent of his acts, would destroy freedom. 
But this necessity does not follow from 
divine foreknowledge, as Augustine 
points out. 

4. A fourth sense of necessity, which 
Augustine uses as comparison, would 
destroy freedom: the necessary un­
changeability of past events (Seifert 
1989). If the future were not objectively 
open to different possibilities, but were 
necessarily fixed as are our past free 
actions, our future acts could not be free 
and freedom would be an illusion. For 
freedom demands a true potentiality 
and possibility of a sort that will not be 
realized wihout the subject and that can 
be actualized in different ways. Yet 
nothing proves that future acts are fixed 
in such a way that they lack the pos­
sibility of being otherwise ( as past acts 
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are). In fact, freedom is not merely 
possible but evidently exists in man. 
Therefore the openness and non-neces­
sity of the future must exist also. 

But how, then, is foreknowledge of free 
acts possible? Augustine, Descartes, Kierke­
gaard, and others defend the evident fact of 
freedom; they insist that, in spite of the 
incomprehensible mysteriousness of fore­
knowing free and future acts, in some way the 
existence of our freedom - which is evident -
and God's eternal foreknowledge - the exist­
ence of which we know through well­
grounded faith and through rational logical 
demonstrations - must be compatible with 
each other. 

The question of free will also touches that 
of the origin of evil and of theodicy ( of the 
'defence' of God against the charge of caus­
ing evils). Freedom both solves and poses the 
problem of theodicy. On the one hand, only 
the freedom of creatures can possibly 'free 
God from the charge of causing an evil 
world'; thus only the freedom of finite per­
sons can lead us out of the dilemma of 
theodicy. On the other hand, God's freedom 
and omnipotence is the cause of the problem 
of theodicy. For how can a free and omni­
potent being, which has the power to prevent 
evils, fail to do so? Interestingly enough, the 
freedom of finite persons provides an in­
dispensable key also to the answer to this 
question; for only if created freedom calls for 
some kind of absolute respect - even when it 
wills or causes evils - can the problem of 
theodicy possibly find a solution. 

FURTHER READING 

Fabro. C .• 1983, Riflessio11i sul/a Liberto. Rimini: 
Maggioli. 

Geach, P., 1977, The Virtues, Cambridge: 
Cambridge University Press. 

Hildebrand. D. von .• 1978, Ethics, Chicago, Ill.: 
Franciscan Herald Press. 

Holscher, L., 1986, The Reality of the Mind, 
London: Routledge and Kegan Paul. 

MacIntyre, A., 1981, After Virtue, London: 
Duckworth. 

Seifert, J., 1976, Was ist und was motiviert eine 
sittliche Handlung?, Salzburg: A. Pustet. 

JOSEF A. SEIFERT 

WILLIAM OCKHAM 

William Ockham 

Life. Born before 1290, probably in the 
village of Ockham near London, William 
Ockham entered the Franciscan Order at an 
early age. While many details of his career 
remain unclear, Ockham is known to have 
been ordained subdeacon of Southwark on 
26 February 1306 and licensed to hear con­
fessions on 19 June 1318. He studied at 
Oxford (probably from 1309), lectured on the 
Sentences of Peter Lombard (c. 1100-c. 1160) 
between 1317 and 1319, and thus attained the 
rank of baccalaureus formatus. Brilliant but 
controversial, Ockham 's academic career was 
cut short in 1323, when John Lutterell, 
one-time chancellor of Oxford University, 
delivered to Pope John XXII a list of fifty­
six allegedly heretical theses extracted from 
Ockham's writings. After two years of study, 
a papal commission found fifty-one proposi­
tions open to censure, but none was formally 
condemned. While in Avignon to answer 
these charges, Ockham became embroiled in 
the controversy over Franciscan poverty, 
eventually accusing John XXII of contradict­
ing the Gospels and earlier papal decrees and 
hence of being no true pope. Having com­
mitted these allegations to writing, Ockham 
fled with Michael of Cesena then minister 
general of the order, first to Pisa where he 
was offered protection by Emperor Ludwig 
of Bavaria, and ultimately to Munich, where 
he lived until his death (according to his 
epitaph, on 10 April 1347). 

Works. While the exact chronological 
order of Ockham's works is not known, 
partly because many were composed during 
the same short period, the following group­
ings are clear (volume references are to the 
critical edition, Opera Philosophica et 
Theo/ogica). 

1. 1317-19: Reportatio (Books II-IV of his 
Sentence commentary; 0Tb V-VII); 

2. 1321-3: Expositio aurea (OPh II), 
Expositio super Elenchorum (OPh III), 
Expositio super Perihermenias (OPh 
II), Expositio in libros Physicorum 
(Books I-IV; OPh III-IV); Ordinatio 
(Book I of Sentence commentary, re­
vised); 
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3. before 1324: Summa logicae (OPh I), 
Tractatus de praedestinatione et de 
praescientiae Dei et de f11turis contingen­
tibus (OPh II); Expositio in libros 
Plzysicorum, Books V-Vll (OPh V); 
and Quodlibeta (OTh IX); 

4. after 1324: various political writings. 

Method. Ockham's fullest statements of 
the famous Razor - "Nu/la pluralitas est 
ponenda nisi per rationem ve/ experientiam 
ve/ auctoritatem illius, qui non potest fa/Ii 
nee errare, potest convinci" - combine a 
methodological bias towards parsimony with 
a recognition of three norms - reason, ex­
perience, and infallible authority - to which 
human theory-making must answer. (The 
common version, "Entia non sun/ multipli­
canda praeter necessitatem" is not to be 
found in Ockham's works.) Neither invented 
by Ockham (versions are to be found in 
Aristotle) nor chosen as his favourite 
weapon in metaphysical disputes (he pre­
ferred the more powerful Principle of Non­
Contradiction), the Razor nevertheless sum­
marizes the spirit of his philosophical con­
clusions. Ockham shared with other late 
medieval giants (notably Thomas Aquinas 
and John Duns Scotus) the aim of a philo­
sophical theology that was both Christian 
and Aristotelian. Although departures from 
his eminent predecessors combined with 
ecclesiastical difficulties to make Ockham 
unjustly notorious, his thought remains, 
by modem lights, philosophically and theo­
logically conservative. 

The Problem of Universals. In rejecting the 
doctrine that universals are real things other 
than names as "the worst error of philosophy", 
Ockham fancies himself the true interpreter 
of Aristotle. Platonism was not a live option; 
neither did Aristotle mean to affirm, strictly 
speaking, that human nature is in Socrates, as 
if a human being were a composite of a 
human nature and individuating principles. 
After repeatedly reducing to contradiction 
the central 'moderate realist' idea - that the 
nature of itself is indifferent to universality 
and particularity, but has a double mode of 
existence, so that it can be universal in one 
and particular in the other - Ockham insists 
that everything real is individual and par-
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ticular; universality pertains only to names 
and that by virtue of their signification rela­
tion. For Ockham the primary names are 
naturally significant concepts that signify 
many indifferently by suitable resemblance 
relations, whereas conventionally significant 
spoken and written words are imposed to 
signify what the corresponding concepts 
signify. Thus, his theory of universals is best 
classified as a form of conceptualism. In early 
writings, Ockham distinguished between the 
really existent mental act and its objectively 
existent objects, and identified concepts with 
the latter; later, he abandoned the distinction 
between real and objective esse and held that 
concepts were really existent mental acts. 

Hylomorphism. Rejecting atomism, Ock­
ham defends Aristotelian hylomorphism in 
physics and metaphysics, and endorses the 
Aristotelian partition of forms into sub­
stantial and accidental. Ockham 's unparsi­
monious opponents, the 'Modems', posited 
a really distinct kind of form for each of 
Aristotle's ten categories and assigned 
material things a layer-like structure: prime 
matter forms the core, which unites with 
inherent substantial form to make something 
one per se; the first accident to modify 
substance is quantity; corporeal qualities 
then inhere in quantity as proximate and 
substance as remote subject; and quantity 
gives extension to both its substance-subject 
and the qualities of which it is the subject. 
Substance, quantity, and quality are absolute 
things which serve as foundations for really 
distinct relative things (res re/ativae) or 
respects (respectus) corresponding to the 
seven remaining accidental categories; the 
latter inhere in the former. Ockham argues 
against this elaborate picture. When he 
restricts accidents really distinct from sub­
stance to certain species of quality, he takes 
himself to be expounding the true interpreta­
tion of the Philosopher. Ockham rejects the 
inferences "there are no quantitative or rela­
tive forms really distinct from substantial or 
qualitative forms; therefore, it is an arbitrary 
or subjective matter whether things are 
quantified or related" and "only names are 
universals; therefore it is an arbitrary or 
subjective matter which things are co-generic 
or co-specific". On the contrary, one of his 
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central contentions is that a complete de­
scription of reality, of things as they are 
prior to and independently of any human 
intellectual activity or choice, will not consist 
merely ofa list of which things (res) there are, 
but also will involve consideration of how 
they are. Prior to and independently of any 
intellectual activity of choice, things really 
exist somehow and not otherwise. 

Ockham 's own development of hylo­
morphism is distinctive in several ways. 

I. Following the Franciscan School, 
Ockham recognizes in living things a 
plurality of substantial forms (on his 
version, prime matter, corporeity, and 
sensory soul in a donkey; prime matter, 
corporeity, sensory soul, and intellec­
tual soul in a human) which have a 
primitive aptitude to unite with prime 
matter and with each other to make 
something one per se. 

2. Where Aquinas had seen a distinction 
of reason between prime matter and 
substantial form, and Duns Scotus had 
posited a real distinction between 
matter and form but only a formal 
distinction between sensory and intel­
lectual souls in humans, Ockham insists 
on real distinctions among them all. 

3. Having denied the existence of quan­
titative forms, really distinct from sub­
stance and qualities, Ockham recog­
nizes two differences between corporeal 
and spiritual substances: (a) corporeal 
substances include matter as well as 
substantial form. and (b) spiritual forms 
(God, angels. the intellectual soul, 
spiritual qualities) are simple, but cor­
poreal things (including their matter, 
substantial forms, and accidents) are 
each, by their very nature and apart 
from everything else, distinguished into 
parts, which are extended or not de­
pending upon whether some efficient 
cause moves them in such a way that 
one part is at a distance from another. 
Thus. both corporeal substances and 
their metaphysical constituents and 
accidents are essentially composite; but 
because such parts do not essentially 
exclude one another from place (in the 
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way really distinct quantitative forms 
were supposed to do), it follows that 
many can exist in the same place at once 
naturally (in condensation) and all by 
divine power. Accordingly, corporeal 
things can exist without being extended, 
as the body of Christ does in the sacra­
ment of the altar. 

Causality. Given regular correlations in 
nature, Aristotle posited substance- and 
accident-things as primitive explanatory 
entities which essentially are or give rise to 
the powers (virtus) that lie behind the regu­
larities. For Ockham, the power (virtus) 
responsible for such regularities may be in­
ternal or external to the things correlated. 
Only where it is A's own power (virtus) that 
explains the correlation between A's and B's, 
do we have a case of genuine efficient caus­
ality; where the power (virtus) lies in the will 
of another (as, e.g., when the divine will 
causes the infusion of grace to be correlated 
with the celebration of the sacraments) A's 
are said to be causes of B's sine quibus non. 
Nevertheless, Ockham denies the existence 
of any sine qua non causes in nature. More­
over, he believes that created natures are as 
they are and are possible in and of themselves 
and hence independently of their relation 
to anything else, God included. Since for 
Ockham created substance- and accident­
things are essentially the power (virtus) to 
produce a given range of effects, it follows 
that not even God can change the natural 
causal powers of creatures (so that, e.g., heat 
is naturally a coolant or the power to produce 
whiteness, or that corn kernels naturally pro­
duce horses). But just as many 'Aristotelian' 
productive powers are naturally obstructible 
on occasion, so all are by divine intervention. 
Ockham endorses the uniformity of nature 
principle, his denial of real universals not­
withstanding, because he holds that indi­
vidual natures are powers (virtus) and co­
specific things are maximally similar. He 
invokes a number of other a priori causal 
principles as well: "Everything that is in 
motion is moved by something", "Being 
cannot come from non-being", "Whatever is 
produced by something is really conserved by 
something as long as it exists". Moreover, the 
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determination of created causes and effects 
to one another gives rise to a kind of necessary 
connection between them: although God 
could act alone to produce any created effect, 
a given created effect could not have had 
another created cause of the same species 
instead. Ockham's major innovation lies in 
his rejection of Scotus's 'essential order' and 
insistence that every genuine efficient cause is 
an immediate cause of its effects. 

Theory or Knowledge. In epistemology, 
Ockham is an Aristotelian reliabilist, assum­
ing as he does that human cognitive faculties 
(the senses and intellect) work always or for 
the most part. Ockham reasons from the 
premiss that we have certain knowledge of 
mind-independent material things and of our 
own present mental acts, and traces the 
source of such evident judgements to a 
distinctive species of acts of awareness, in­
tuitive cognitions, which are the power to 
produce evident judgements regarding their 
objects. Ockham takes for granted the dis­
ruption of human cognition by created 
obstacles (as in sensory illusion), and a 
fortiori the divine power to intervene in 
numerous ways. Ockham draws no sceptical 
consequences from this concession, because 
for him certainty is freedom from actual 
doubt and error, not from the logical, meta­
physical, or natural possibility of error. 

Freedom of the Will. Like Scotus, Ockham 
regards the will as a self-determining power 
for opposites. Contrary to Scotus, Ockham 
applies causal models in action theory, insist­
ing that 

1. unfree acts of will may be necessitated, 
whether by the agent's own nature, by 
its other acts, or by an external cause, 

and that 
2. free acts may include among their 

efficient causes not only the agent's 
intellectual and sensory acts but also its 
will. 

Ockham refuses, however, to allow the in­
nate tendencies in the will - e.g., the inclina­
tion to seek sensory pleasure and avoid pain; 
the affectio commodi, or tendency to seek its 
own advantage; and the affectio iustitiae, or 
inclination to Jove things because of their own 

942 

intrinsic value - to limit the will's scope. 
Scotus had denied that inclinations to good 
were necessitating, in granting the will free­
dom to act or not in relation to any option -
with respect to real or apparent goods, either 
to will ( velle) them or not to act; with respect 
to evils, either to will-against (nolle) them or 
not to act; but not to will evil under the aspect 
and/or for the sake of evil, and not to will­
against the good in general, happiness, or 
God. Ockham goes further, assigning the 
will, created and divine, the liberty of in­
difference or contingency - the power with 
respect to any option to will for it, to will­
against it, or not to act at all. Ockham 
concludes that the will can will-against the 
good - by hating God; by willing-against its 
own happiness, the good in general, or the 
enjoyment of a clear vision of God; or by 
willing-against its ultimate end, whether 
ignorantly or perversely. Similarly, the will 
can will evils - the opposite of what right 
reason dictates; unjust deeds qua unjust, 
dishonest, and contrary to right reason; and 
evil under the aspect of evil. 

Morals, Broad Sense and Narrow. Ockham 
observes the traditional division of moral 
science, the study of 'mores that are within 
our power', into two parts: 

1. non-positive morality or ethics, which 
directs human acts apart from the pre­
cepts of a superior or of some authority, 
but instead draws its precepts from 
reason and experience; and 

2. positive moral science that "contains 
divine and human Jaws which oblige one 
to pursue or avoid those things that are 
neither good nor evil except because 
they are prohibited or commanded by a 
superior to whom it belongs to make 
[statuere] Jaws" and includes both the 
science of jurisprudence (which studies 
contingent human Jaws) and sacra­
mental theology (which deals with 
actual divine precepts). 

Ethics. Ockham's 'Modified Right Reason 
Theory' of ethics begins with the Aristotelian 
ideal of rational self-government, according 
to which morally virtuous action involves the 
agent's free co-ordination of choice with right 
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reason. Each agent is obliged to make his 
own value judgements; neither acts done 
mindlessly nor in slavish obedience to 
authority are candidates for virtue. Invincible 
ignorance excuses; culpable ignorance doubles 
the offence; for if mistaken judgement is 
followed, there is the added offence of mis­
deed; if flaunted, contempt for conscience. 
Moral virtues come in degrees, based on the 
extent of agent-conformity to right reason. 
On this scheme, conformity to external 
authority could be moral only if it were 
dictated by right reason. Given suitable 
information, Ockham believes, this turns out 
to be the case. For unaided natural reason 
can demonstrate the existence of a nature 
than which there is none nobler and better, 
and right reason would dictate that such a 
being ought to be loved in the highest degree 
and negatively that no one should be led to do 
anything contrary to the precept of his God. 
Enlightened by revelation as to the unity, 
personality, and commands of this being, 
right reason would dictate the expression of 
love for this being in the effort to please 
him in every way. Thus, when theologically 
informed, right reason, the primary norm in 
non-positive morality, necessarily gives rise 
to the derivative norm of divine commands. 
Ockham's doctrine of divine liberty of 
contingency opens up the logical possibility 
of conflict between the primary norm 
and its derivative - e.g., if God should 
command humans to flaunt right reason. 
In such a case. right reason would reduce 
itself to an absurdity by generating 
contradictory precepts, and non-positive 
morality would break down. Ockham 
worried about such logical possibilities no 
more in ethics than in epistemology, how­
ever. given infallible, revelation that God 
commands rational creatures to follow the 
right reason. 

Merit and Demerit. Following Scotus and 
against Peter Aureoli and John Lutterell, 
Ockham regards the category of merit and 
demerit as a branch of positive morality, 
dependent as these properties are on free and 
contingent divine statutes relating rational 
creatures to eternal destinies. According to 
Ockham, God is a debtor to no one, and so is 
under no requirement 
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1. to assign eternal destinies to creatures, 
2. to distribute eternal happiness and 

eternal damnation on the basis of 
created free choices instead of, say, 
race, gender, or national origin, or 

3. to accept morally virtuous acts and 
reject morally vicious ones: 

nor was he bound in his distribution scheme 
either 

4. to link merit and demerit to the present 
sacramental system of the Church, 

5. to conform his distribution scheme to 
the Razor, or 

6. to connect either with the infusion of 
theological virtues. 

Advancing this doctrine - that obligation­
free divine will is the primary norm in soteri­
ology ( = the doctrine of salvation) - as the 
strongest possible antidote to Pelagianism, 
Ockham insists that existing divine statutes 
make right reason a derivative norm in 
soteriology. So while it is logically possible 
that acts now labelled 'adultery', 'fornication', 
'theft', and even 'hatred of God' should be 
commanded and hence done meritoriously, 
the twin norms of right reason and divine 
commands function harmoniously to govern 
both ethics and soteriology ( albeit in reversed 
orders of priority). 
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Williams, D. C. 

Donald Williams was born into a ranching 
family at Crow's Landing. in the Central 
Valley of California. on 28 May 1899. and 
throughout a long career in academic philo­
sophy in the USA he retained a naturalistic 
approach to metaphysics and epistemology. 
and conservative moral and political values. 
characteristic of his origins. 

After studies in English literature. Williams 
went to Harvard and graduated AM in 
philosophy in 1924. He spent 1925-7 as 
a Ph.D. candidate at the University of 
California. Berkeley. before transferring 
to Harvard. where he took his doctorate 
in 1928. Following his marriage to Miss 
Katherine Adams and a year in Europe. he 
was at the University of California. Los 
Angeles. until 1939. He was to spend the 
remainder of his career in the Harvard 
philosophy department. Williams retired in 
1967 and died in California on 16 January 
1983. 

He is an important figure in the history 
of 20th-century philosophy because he sus­
tained the classical vision of philosophy. with 
a genuine programme in metaphysics and 
systematic epistemology. during a period 
when pragmatism. positivism. and linguistic 
philosophy had made the traditional con­
ception of philosophy very unfashionable. 
Through more than fifty articles and books, 
he expounded an unevasive realism: nat­
uralist. materialist. and anti-sceptical. He 
presented novel inductive arguments for the 
reality of the external world. and defended a 
representative realist theory of perception. 
He offered materialist conceptions of con­
sciousness and of the secondary qualities. He 
accepted the obligation to locate meaning 
and value within a materialist metaphysical 
scheme. and made suggestions as to how this 
might be done. 

Williams made important contributions to 
the philosophy of time. In "The myth of 
passage" he presented with great clarity 
and force. yet without technicalities. the 
case for adopting a Minkowski-style four­
dimensional view of nature. abandoning the 
image of time's How in favour of the equal. 
timeless. reality of all times. 

944 

In analytic ontology. Williams showed how 
the conception of Aristotle and of G. F. 
Stout. that qualities occur as particulars in 
their instances. could be developed into a 
powerful and elegant philosophy. Instan­
tiated properties. abstract particulars or 
rropes. became the fundamentals in his sys­
tem. Familiar objects are sums of compresent 
tropes (both monadic and relational). In 
place of universals are sets of resembling, 
non-compresent tropes. The tropes. the 
'Alphabet of Being·. prove. singly or in 
clusters. to be the real terms in all causation, 
the central objects of all evaluation. the basic 
subject matter of all perception and judge­
ment. All reality consists in recurring patterns 
of these particularized qualities and relations. 

Williams's work on the problem of in­
duction was also integral to his defence of a 
non-sceptical metaphysical realism. In The 
Problem of lnd11crio11 Williams revived the 
classic solution which derives from Jacques 
Bernoulli (1654-1705) and Pierre Simon de 
Laplace (1749-1827). It can be shown that 
the great majority of large samples from a 
given population are representarive - that is, 
match the overall population in the propor­
tions of the various characteristics present. In 
inductive inference we take a sample by ob­
serving some of the members of a certain 
population. It is very probable that our 
sample is one of the great majority which 
are representative. So although the inference 
is fallible. we are rationally justified in 
generalizing from our sample and concluding 
that the whole population resembles it. 

The whole spirit of English-speaking 
philosophy is now much closer to Williams's 
outlook than it was: his work has helped to 
bring this about. 
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KEITII CAMPBELL 

Wittgenstein, Ludwig 

Ludwig Josef Johann Wittgenstein was born 
in Vienna in 1889 and died in Cambridge in 
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1951, where he had earlier studied with 
Bertrand Russell and where he taught philo­
sophy in the '30s and '40s. 

There are two features of Wittgenstein's 
philosophy that could be taken to indicate the 
presence of a metaphysic, or of metaphysical 
theories, in his thinking. The first of these 
are what might be termed his constructive 
endeavours to outline our picture of the 
world in general and to give an account of the 
indispensable elements of the logic of our 
language, and hence of the 'scaffolding' of 
the world. The second feature is the presence 
of a few broad distinctions which are ex­
plicitly drawn between ways of talking about 
or conceiving of the world, and of a fair 
number of key notions which seem to imply 
the possibility of drawing such distinctions. 

Tractatus Logico-Philosophicus. The first 
feature may be seen to be exemplified by 
what has often been called the 'ontology' of 
the Tractatus. According to this theory, the 
world is the totality of facts, not of things; a 
fact is the existence of a state of affairs; a state 
of affairs is a combination of objects; and 
objects are simple. These, to be sure, are the 
rudiments of an ontology, and Wittgenstein 
continues to say a good deal more about the 
various notions involved. There is one detail, 
however, about which he is supremely silent, 
and that is the nature of the objects which, 
after all, appear to have to form the basis of 
the whole structure. This silence has given 
rise to sustained speculation on the part of 
Wittgenstein's readers and exegetes and the 
most diverse types of candidates for the role 
of Tractarian object have been proposed. 
Thus they have. e.g., been claimed to be 
atoms of physical or conceptual reality, 
universals, or sense-data. None of these 
proposals has met with more than partial 
acclaim. And if one pays attention to the 
second feature mentioned above, it can easily 
be seen why none of those proposals has been 
found compelling. For, while it may be pos­
sible to reconcile Wittgenstein's narrowly 
'ontological' statements with virtually all the 
readings which have been put forward so far, 
all these readings are incompatible with what 
is implied by one of his central distinctions, 
viz. the distinction between what can be said 
and what can be shown. In a well-known 
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letter to Bertrand Russell of 19 September 
1919, Wittgenstein says that this distinction 
concerns the main problem of philosophy, 
and in the Tractatus it is used and mentioned 
in the main body of the book and clearly 
alluded to in its short preface. If one applies 
this distinction to what is said and what is not 
said about objects in the Tractatus, it be­
comes quite clear that the nature or essence 
of objects simply is not a topic for meaningful 
talk. What can be shown or become manifest 
in connection with objects is their privileged 
relation to names, but Tractarian names 
themselves are subject to the saying-showing 
distinction and tum out to be intelligible only 
if they are understood as elements of pro­
positions. 

This distinction between what can be 
shown and what can be said is much more 
difficult to grasp and apply than it may seem. 
There is a certain danger of regarding show­
ing as a kind of surrogate saying, as the next 
best thing to saying something if saying it is 
for some reason precluded. That which can 
be shown need not be the same as that which 
cannot be said: if the nature of objects is a 
non-topic, then you must not suppose that 
there is something which, although words fail 
you, can or may be revealed to you or any 
other (type of} being in a different way 
conveniently labelled as 'showing'. The 
metaphysician 's desire to grasp and give a 
reasoned account of the nature of objects 
is, according to Wittgenstein, bound to be 
frustrated. The only correct answer to the 
metaphysician would be "to demonstrate to 
him that he had failed to give a meaning to 
certain signs in his propositions" (Tractatus 
Logico-Philosophicus (TLP) 6.53) but that, 
Wittgenstein adds, would not be satisfying to 
the metaphysician. What the latter's attempts 
- which are, to use a later phrase, a kind of 
"running up against the limits of language" 
(Waismann 1979, p. 68) - may show is what 
he values, but value is for Wittgenstein an 
example of what cannot be given an account 
of. 

The saying-showing distinction is connected 
with the sense-nonsense (senselessness) dis­
tinction. In the Tractatus Wittgenstein identi­
fies a set of propositions which are nonsense 
of an especially relevant kind. This set com-
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prises propositions employing 'formal 
concepts' (e.g. 'object', 'complex', 'fact', 
'function', 'number' (TLP 4.1272) and ex­
pressions intended to express identity); using 
a more recent terminology, one might call 
them propositions serving to describe our 
conceptual framework and thus the basic 
structure of our ways of looking at the world. 
Wittgenstein, however, regards such pro­
positions as 'pseudo-propositions' and denies 
that they could be used to give information of 
the desired kind. Their use may show some­
thing - and the Tractatus, which, after all, 
does employ many propositions judged non­
sensical by its author, is intended to be an 
example of this - and what this use may show 
is, according to Wittgenstein, that the meta­
physical enterprise of trying to give an 
account of, or describe, the scaffolding of the 
world is doomed to result in nonsensical 
utterances. In short, the Tractatus, although 
perhaps not strictly anti-metaphysical (for 
trying to do metaphysics may show something 
of value), is meant to make the reader see 
that a positive metaphysical message is not to 
be hoped for. 

Later Philosophy. In his writings and lec­
tures of the 1930s Wittgenstein stresses that 
metaphysical statements are the result of our 
(misguided) '"craving for generality" (cf. The 
Blue Book 1958, pp. 17 ff.); they may even be 
a form of scientism, trying to apply the 
methods and notions of the natural sciences 
to questions which it would be no help to 
answer in such a straightforward manner, 
because help could only come from patient 
attempts at clarifying or describing our use of 
the expressions concerned. In the Investiga­
tions this idea is epitomized in remarks like 
"Essence is expressed by grammar" (1.§371), 
"A whole cloud of philosophy condensed into 
a drop of grammar" (II.xi, 222). Their mean­
ing, however, has often been misunderstood 
in that these and analogous remarks have 
been taken to indicate that Wittgenstein 
believes that our use of words in more or less 
ordinary language-games is based on founda­
tions, probably a system of rules called 
'grammar' which somehow embodies the 
essence of our concepts and thus forms a 
conceptual framework underlying all poss­
ible ways of talking about and representing 
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the world. In a similar vein it has been 
suggested that what Wittgenstein calls 'gram­
matical statements' can, analogously to 
Kant's synthetic a priori propositions, reveal 
parts of that framework. For this way of 
reading Wittgenstein there is very little 
textual evidence. The very notion of a lan­
guage-game, his practice of insisting on the 
individual case and on the force of well­
chosen examples, and his way of representing 
our craving for generality as a kind of disease 
of our understanding all tell against a meta­
physical interpretation of his notion of gram­
mar and his remarks about rules and rule­
following, which are closely connected with 
his use of that notion. Moreover, there is 
a certain parallel between his grammatical 
propositions (which are commonplaces like 
"Every rod has a length" or "An order orders 
its own execution") and his earlier pseudo­
propositions. Both may seem to exhibit a 
kind of profound necessity, but that is bound 
up with their saying nothing in the Tractatus 
sense of 'saying'. (In contrast to pseudo­
propositions, however, grammatical proposi­
tions do have a very specific use in certain 
language-games.) Wittgenstein's later practice 
clearly shows that he regards a philosopher 
who holds a metaphysical thesis (e.g. Platon­
ism in the philosophy of mathematics) as a 
kind of patient who by way of being shown 
numerous examples of how language does 
work or might work should learn to live 
without this thesis and without embracing 
another, equally metaphysical one in its 
stead. 

In his very last writings Wittgenstein de­
velops his notion of a world-picture ( cf. On 
Certainty, 1974, §§93-9). Sentences descript­
ive of such a world-picture are like the rules 
of a game - there is no point in doubting them 
as long as this is the game we play (and do not 
wish to change it); there is no way of denying 
these sentences without contradicting what 
everyone regards as obvious; they are con­
nected with some of our most common 
concepts and indicate important features of 
their use. Because of the generality, the 
immunity from error, and the regulative 
force ascribed to a world-picture this notion 
might be regarded as a metaphysical one. But 
as a Wittgensteinian world-picture is more 
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like a rag-bag than an orderly structure, as it 
is neither the object of a special kind of 
knowledge nor immutable, the correspond­
ing notion could be called a metaphysical one 
only by courtesy. 
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Wolff, Christian 

Christian Wolff (1679-1754) is generally 
considered to be the leading philosophical 
personality of the German Enlightenment. 
Born in Breslau, Wolff came when at 
the Magdalenen-Gymnasium under the 
influence of both main philosophical currents 
of his time, namely Cartesianism and Scho­
lasticism. He studied theology, mathematics, 
and physics in Jena, from whence he moved 
to Leipzig as professor of mathematics. In 
1704 he sent his thesis De a/gorithmo infinite­
sima/i differentia/i to Leibniz, who thereupon 
helped him to become professor of mathem­
atics in Halle in 1706. Right from the start, 
Wolff, who gave his lectures in German, was 
very successful as a professor. In 1723, as a 
consequence of the uncompromising pietistic 
opposition to his rationalism and his asser­
tions on the morals of the Chinese which were 
regarded as dangerous for religion, Wolff was 
expelled from Halle by royal decree and 
moved as mathematics and philosophy pro­
fessor to Marburg. At the peak of his popu­
larity in 1740, Wolff enjoyed a triumphal 
comeback to Halle following his appointment 
there by the new king, Frederick II. He was 
created a member of the academies of science 
in London, Berlin, Paris, and St. Petersburg. 
Wolffs numerous followers spread his philo­
sophy throughout Europe. 

Wolff was enormously prolific as a philo­
sopher and he twice published his entire 
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philosophical system, which can surely be 
considered the most complete and coherent 
system of the 18th century. One version was 
written in German in popular form; the other 
was written in Latin for scholars. Wolff 
attempts to harmonize the methodological 
achievements of Cartesianism and science, 
on the one hand, with the Catholic (Thomas 
Aquinas and Suarez) and Lutheran scholastic 
traditions (Deutscharistotelismus) on the 
other. This can be seen especially in his 
metaphysics, where he attributes a basic 
function to a renewed ontology. 

With his Philosophia prima sive Ontologia, 
methodo scientifica pertractata (1730) - the 
first publication in which the word 'Ontolo­
gia' appears in the title - Wolff tries to realize 
Leibniz's idea of an emendatio philosophiae 
primae. This philosophia prima, which had 
been brought into disrepute by the Schol­
astics and consequently despised by the Car­
tesians, must not be dispensed with, Wolff 
argued, but rather improved. First philo­
sophy should be on the one hand scientia 
fundamentalis, treating of all the principles of 
human knowledge ( a conception that was 
accepted until the time of Kant). On the 
other hand Wolff makes a distinction 
between an ontologia naturalis and an ontolo­
gia artificialis. The former relates to those 
ontological concepts (notiones genera/es) 
which are used unreftectedly in human 
speech (cause, purpose, necessary, contin­
gent, possible, impossible, and so on). The 
latter consists of the 'scientific' (i.e. meth­
odical) application of ontological concepts 
achieved by natural intellect. The Scholastics 
had dealt only with the domain of natural 
ontology, i.e. with the clear but indistinct 
terms which are derived from common sense 
(naturali mentis vi). These are originally 
given in human speech, and are therefore 
already present in it; they consequently rep­
resent the essential beginning of philosophy. 
But this ontologia natura/is has to be put on a 
scientific footing via the scientific method, 
which Wolff conceives as a means of arriving 
at the clear and distinct concepts of the 
ontologia artificialis. 

Wolffs rationalistic attitude can be recog­
nized in his assumption that ontological terms 
are present already in human speech; the 
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order of being and knowledge harmonize. 
Ontological terms express the order and 
regularity of things. as far as they are intelli­
gible through the highest principles of human 
reason (principle of identity and sufficient 
reason). Ontological terms thus express lo­
gical relations between the internal attributes 
of things without regard to the latter"s exist­
ence or non-existence. Wolffs ontology does 
not relate to an Aristotelian existence ( ov ~ 
ov) but to things (e111ia, Dinge). Wolff refers 
to things as Kant refers to objects ( Gegen­
stiinde). and in part for this reason some 
authors (for instance. H. Pichler) have 
emphasized the aspect of a 'theory of objects· 
in Wolffs ontology. Thus. a central onto­
logical term. the most important attribute of 
the e111ia. is ·essence· (esselllia, Wesen). which 
means nothing other than the inner possibil­
ity of things (the possibility that they exist). 
Possibility is defined by Wolff as freedom 
from contradiction in the relevant concept: 
thus it is defined in a logical sense. 

With Wolff. there enters a new conception 
of metaphysics which joins together the schol­
astic and Cartesian traditions. This metaphy­
sics means scielllia ell/is, 1111111di in genere 
atque spirituum. it includes ontology. general 
cosmology. psychology. and natural theo­
logy. On the one hand. Wolff rejects the 
Aristotelian view of metaphysics as being a 
unity of ontology and natural theology. On 
the other hand. his systematic classification of 
metaphysics reveals his distinction between 
metaphysirn genera/is. dealing with ens qua 
ens. and metaphysica specialis. dealing with 
substance and its attributes. 
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Woodger, Joseph Henry 
Joseph Henry Woodger. born 2 May 1894. 
read zoology at Univer~ity College. London. 
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graduating in ll/1 I. After World War I he 
lectured on zoology and comparative ana­
tomy at the college. In l l/22 he was ap­
pointed to a readership in the department 
of biology at the Middlesex Hospital Medical 
School. He was made professor of biology. 
University of London. in ll/49. In ll/59 he 
retired. He died on 8 March l l/81. 

In his early 20s he developed an interest in 
the philosophy of science. which served him 
well when as a reader responsible for teach­
ing biology and some courses for medical 
students he conceived the idea of applying 
the principles of scientific method to bio­
logical theories with a view to enhancing the 
clarity and precision of biological statements. 
He acquitted himself of the first stage of his 
project by publishing Biological Principles. 
for which the university awarded him the 
degree of D.Sc. In order to accomplish the 
next stage. which involved identification and 
analysis of presuppositions implicit in bio­
logical theories. Woodger thought he had 
to master modern symbolic logic and to 
acquaint himself with the latest develop­
ments in metalogic. This he did with re­
markable thoroughness. as is witnessed 
by The Axiomatic Method in Biology. The 
part of biological theory symbolized and 
axiomatized in this work rests on the follow­
ing presuppositions: 

I. a theory of objects as ordered in time 
(theory n. 

2. a theory of part-whole relations (theory 
P). 

3. logic as developed and presented by 
A. N. Whitehead and Bertrand Russell 
in Principia Mathematica. 

The axiomatization of T may have been 
inspired by A. A. Robb's earlier work. A. N. 
Whitehead's theory of ·extensive expansion' 
may have influenced Pin a way. However. in 
choosing axioms for T and P Woodger had 
the benefit of Alfred Tarski's advice: Tarski 
included his own axiomatization of the two 
theories in Appendix E to the monograph. 

In The Technique of Theory Construction. 
Woodger addresses himself to the meta­
logical problem of generalizing non-logical 
subject matter concepts in theories of lesser 
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generality so that what remains of those 
theories is in fact logic, which determines 
the relation of premisses to consequences 
in a scientific theory. By formalization of 
scientific theories he means 

1. elucidating undefined terms, 
2. establishing rules of statement con­

struction, 
3. establishing rules of statement trans-

formation. 

His discussion of the way a scientific theory 
should be constructed is related to a formal­
ized, axiomatized, and symbolized specimen 
of a biological theory based on the concept of 
cell. 

The theories of P and T, in union with 
logic, can be treated as the nucleus of a 
general theory of objects (ontology). It 
can be extended by subjoining to it further 
theories, descriptive of objects but more 
general than biology, and should, therefore, 
be of interest not only to logicians but also, 
and perhaps in the first place, to philosophers. 
It may be worth noting that Woodger dis­
tinguished between physical objects and non­
physical ones, such as views, sounds, smells, 
tastes, and feels. Of his numerous contribu­
tions to the semantics of natural language the 
analysis of proper names deserves attention 
for its originality. 
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CZESL\ W LEJEWSKt 

Worlds, Possible Worlds 
The idea of a plurality of real worlds is much 
older than the idea of a plurality of possible 
worlds. The first originated with the ancient 

WORLDS, POSSIBLE WORLDS 

Greek philosophers; the latter was brought 
into prominence by Leibniz in the 17th 
century. Though the connection between the 
two is not often discussed, it is likely that the 
ancient tradition, redefined and renewed as 
part of the 17th-century scientific revolution, 
did influence Leibniz and the broader history 
of possible worlds. 

The tradition of many real worlds is almost 
coincident with the birth of Western science 
in ancient Greece. The Greek atomists 
Leucippus (fl. c. 459 BC) and Democritus 
and their disciple Epicurus posed the inter­
esting question whether the visible world 
(x6oµo~) constituted all of existence, or 
whether there existed innumerable such 
worlds (rutELQOL x60µ01) each with its own 
stars and planets. It was their atomism that 
inspired this question and that provided an 
unambiguous answer: because they believed 
our world came into being through the chance 
coalescence of moving atoms, and because 
these atoms were infinite in number and had 
not been used up in our own finite world, the 
atomists believed in an infinite number of 
worlds similar (though not identical) to our 
own, each containing its own stars and 
planets. Though these worlds were by the 
definition of the term 'cosmos' invisible, 
the Greek atomists believed they actually 
existed. 

Aside from this atomist belief, another 
variation of the plurality of worlds doctrine 
originated with the Greeks: the doctrine of 
successive, rather than coexistent, worlds. 

Aristotle opposed the atomist claim and 
strongly asserted his belief in a single cosmos, 
now in the form of a hierarchical geocentric 
system of concentric spheres. It was this 
conception that served as the standard cos­
mology for some 2000 years. In commentaries 
on Aristotle's De caelo as well as in theo­
logical treatises, the medieval scholastics, 
among them Thomas Aquinas, John Buridan, 
and William Ockham, argued in defence of 
the idea of a plurality of worlds. After the 
condemnation in 1277 of those Aristotelian 
ideas that infringed on God's power, most 
scholastics concluded that God could have 
created such worlds if he wished, but that 
they did not exist in actuality. This is an early 
example of how the concept of real worlds 
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gave rise to the discussion of possible 
worlds. 

With the Copernican revolution, the terms 
of the plurality of worlds debate changed 
altogether. Copernicus (1473--1543) set the 
Earth in motion with the rest of the planets 
around the sun. The term 'world' (mundus) 
now came to mean an Earth-like planet. With 
the advent of the telescope, Galileo Galilei, 
Johannes Kepler (1571-1630), John Wilkins 
(1614-72), Bernard le Bavier de Fontenelle 
(1657-1757), Christiaan Huygens (1629-95), 
and other natural philosophers now debated 
just how Earth-like the other planets might 
be, and concluded that life was possible on 
these other worlds. 

The vortex cosmology set forth by Rene 
Descartes in the Principia philosophiae 
(1644) carried the debate beyond the solar 
system; it argued that the laws of motion in 
a universe filled with matter necessitated 
the existence of many vortices, each vortex 
centred on a star. This was the first physical 
basis for the assertion of a plurality of solar 
systems (though Giordano Bruno had sixty 
years earlier argued for this on metaphysical 
grounds). By the end of the century, Sir Isaac 
Newton had proved that the vortex cos­
mology was mathematically impossible. He 
replaced it with a mechanical universe greatly 
influenced by the atomist world view, with its 
atoms in motion in void space, but now 
subject to the universal mathematical laws of 
gravitation that he enunciated in the Principia 
(1687). In such a universe, a plurality of 
planets and solar systems was possible by 
analogy with our own world, but not assured. 
Partly in response to criticisms that the 
Newtonian system did away with the need 
for God (an argument in which Leibniz 
became involved), Newton and his followers 
incorporated the idea of a plurality of real 
worlds into the Newtonian system via natural 
theology, rather than physical principles. In 
his Opticks (1706), Newton even suggested 
that God might be able to "vary the laws of 
nature, and make worlds of several sorts in 
several parts of the universe". 

In his Theodicee (1710), Leibniz argued 
that God, in creating our world, selected it 
from many possible worlds. These do not 
now exist, but they might have, had God so 
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desired (note the connection to the medieval 
belief). He believed that ours was the best of 
all possible worlds. In an Earth seemingly full 
of evil, Leibniz believed that these evils 
would be balanced by good in a wider world 
that might be filled with life. 

In a beautiful example of historical sym­
metry, the last few decades have seen a 
conjoining of the two traditions of real and 
possible worlds in the form of the cosmo­
logical anthropic principle. This principle, 
which mixes science and philosophy, notes 
that life in the universe would be impossible 
were the nature of the universe (i.e. its 
physical constants, dimensions, etc.) only 
slightly different. Why should this be so? One 
of the answers is that our universe is only one 
of many possible universes. Barrow and 
Tipler (1986) have exhaustively examined the 
implications of this anthropic principle for 
many fields of study, including cosmology, 
the many-worlds interpretation of quantum 
mechanics, and biochemistry as it applies to 
life in the universe. 
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STEVEN J. DICK 

Wiirzburg School 
Oswald Kiilpe (1862-1915) is called by G. 
Humphrey (1951) "the source of the power" 
of the Wiirzburg School. Though he was not 
the founder of the movement, it was he who 
actively kept it alive. When he left Wiirzburg, 
and began to interest himself in other things, 
the movement died. Kiilpe studied with 
Wilhelm Wundt (1832-1920) in Leipzig and 
with Georg Elias Miiller (1850-1934) in 
Giittingen. He obtained his Ph.D. in 1887 
with a thesis Zur Theorie der sinnlichen 
Gef11hle, and in 1888 wrote his habilitation 
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thesis, Die Lehre vom Willen in der neueren 
Phi/osophie. He was called to Wiirzburg in 
1894 as professor of philosophy and aesthetics, 
and in 1896 he founded the Psychological 
Institute of the University of Wiirzburg. He 
taught there until 1909, and thereafter in 
Bonn and Munich. 

Kiilpe's two early works indicate on the 
one hand a Wundtian background with which 
he later broke, and on the other hand an 
interest in the psychology of the thought 
processes, which later became the central 
issue of the Wiirzburg School. Experimental 
psychology first had to develop an adequate 
theory of sensations and feelings. Only later, 
as he put it in his Lectures on Psychology 
(1922), could it "deal with airy thoughts, 
which at first escape our notice". The chal­
lenge of a psychology of thinking attracted 
some outstanding philosophers, psycholo­
gists, and students to Kiilpe and Wiirzburg, 
who together formed the Wiirzburg School. 
They included Karl Marbe (1869-1953), 
Kiilpe's successor in 1909; Karl Biihler, who 
first studied under Carl Stumpf in Berlin, was 
influenced by Edmund Husserl, and who 
later followed Kiilpe to Bonn and Munich; 
August Messer (1867-1937); NarziB Ach 
{1871-1946), and Henry Jackson Watt (1879-
1925). For a short while, Kurt Koffka (1886-
1941), who had studied under Stumpf in 
Berlin, worked as assistant to both Kiilpe and 
Marbe in Wiirzburg. Otto Selz is sometimes 
counted as a member of the Wiirzburg School, 
though in fact he worked with Kiilpe only 
later at Bonn. 

General Characteristics. The novelty of 
the Wiirzburg School or 'Kiilpe School' con­
sisted in its rejection of the traditional view, 
accepted from Aristotle to Wundt and Franz 
Brentano, that higher mental processes are 
not directly accessible by experiment. Thus 
their work constituted the first systematical 
experimental investigation into the psy­
chology of thinking, an investigation based 
on the results of introspection. (Parallel work 
was done by a former student of Wundt, 
Edward Bradford Titchener (1867-1927).) 

Conscious thoughts were first of all ex­
perienced as not containing images or pre­
sentations; they are 'non-intuitive'. Again 
against the standard view from Aristotle to 
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Brentano that thinking states necessarily 
imply presentations as foundational parts, 
the higher thought processes were affirmed 
by the Wiirzburger to be imageless and 
without content or such as to exclude acts of 
sensation, feeling, and will. They are in this 
sense 'purely mental'. 

Examples of such thought processes are 
associations, judgements, acts of doubt and 
expectation, an experience of sureness or of 
being on the right track. All of these were 
characterized as observable yet neutral "states 
or attitudes of consciousness" (" Bewusst­
seins/agen ", "Bewusstseinszustiinde"), states 
which "are of very diverse character, and 
have only this in common, that they represent 
psychological facts which are not capable of 
further exact analysis" (J. Orth, 1847-1923, 
in his Gefuhl und Bewusstseinslage, Berlin, 
1903). The method of experimental fixation 
of such psychical states consists in answering 
questions by means of descriptions or reports 
('protocols'), not in seeking interpretations 
of what is happening psychically. The aim of 
the method is the description of the genesis 
and general course of thinking processes and 
of the 'mental set' (Einstellrmg) which serves 
as the background to a given process of 
thinking. 

The Bewusstseinslagen. The Wiirzburg 
School had its beginning with a paper "On the 
qualitative investigation of association", pub­
lished in the Zeitschrift fur Psychologie in 
1901 by A. Mayer and J. Orth. This paper 
represented an experimental attempt to show 
the psychological nature of association by 
means of a controlled procedure of introspec­
tion. The subject was asked to report his free 
associations in response to a stimulus word 
given by an observer. 

The subjects frequently reported that they ex­
perienced certain events of consciousness which 
they were quite clearly unable to designate either 
as definite images ('presentations', Vorsrellungen) 
or as volitions. 

All these events, whether accompanied by 
feelings or not, are dubbed states or sets of 
consciousness (Bewusstseins/agen). In his 
Gefuhl und Bewusstseins/age, Orth describes 
the latter as a cross-section of all conscious­
ness. Karl Marbe, in his Experimentell-psy-
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chologische U111ers11ch1111ge11 iiher das Urteil 
(Leipzig 1901 ). confirms the existence of the 
Bew11sstseinslagen. and in his "Experimentell­
psychologische Untersuchungen iiber das 
Denken" (Archi,·fiirdiegesamte Psychologie. 
1906). August Messer proposes replacing the 
term with the word 'thoughts' or ·Gedcmken'. 
taken to include both conscious and uncon­
scious imageless mental elements. 

The Theory of Geda11ke11. Karl Biihler 
attempted to describe the thought processes 
of his subjects by analysing their reports of 
what they had experienced during processes 
of solving problems. One sentence occurring 
very often in these reports was: "I found the 
solution. but I did not imagine. and I did not 
speak". Moreover. Biihler found that pre­
sentations and images emerge only fragment­
arily. sporadically. and accidentally in such 
thought-experiences (De11ker/eb11isse). and 
he inferred that such phenomena cannot be 
the carriers of the close-fitting and con­
tinuous thought content which leads to 
problem-solution. (See his paper "Uber 
Gedanken", Archiv fiir die gesamte Psy­
chologie. 1907.) Not presentations or images. 
then. are the carriers of thinking. but thoughts 
('Geda11ke11'). which are "the ultimate units 
of our thinking experiences". 

Biihler distinguished three types of 
thoughts: ·consciousness of a rule'. ·con­
sciousness of a relation·. and •intention·. each 
corresponding to a different type of mental 
process. Each such mental element occupies 
a certain position in the order of our thinking 
experience. Contents of thinking experiences 
are not primarily defined by their palpable 
attributes. but bv relations to other elements. 
to a position (Platz) in this wider conscious 
order. The nature of each thought-content is 
a function of its position(' Platzbestimmtheit') 

in this order. 
Determining Tendency; Task. Narzif3 Ach. 

in his book Ober die Willemtiitigkeit um/ das 
Denken (Gottingen 1905) affirmed the 
existence of what he called 'determining 
tendencies' in thinking processes. These are 
imageless object-directed thoughts similar 
to the classical ·psychical determination· or 
·motivation' and to what Watt in his "Experi­
mentelle Beitriige zu einer Theorie des 
Denkens" (Archil' ji'ir die gesamte Psy-
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cho/o!{ie. 1905). called 'task' (·A11fgabe'). A 
task is a directive. e.g. for naming and 
classifying superordinates for subordinates 
and parts for wholes. The conscious task 
associated with a given problem eventually 
brings about an unconscious mental set 
( Eimtelhmg). so that the thinking process can 
thereafter occur without the thinker being 
aware of what determines the course of his 
thoughts. 

Kiilpe in his review of Ach ( Gottingische 
ge/ehrte Anzeigen, 1907) argued that a com­
plete account of mental states can be given 
only by means of a distinction between ·acts' 
or •functions' of consciousness on the one 
hand. and ·contents' on the other - a remark 
which brings to mind the phenomenological 
origins of the theory of thought processes. 
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Zabarella, Jacopo 
Jacopo Zabarella (1533-89). one of the 
greatest Aristotelian commentators of the 
16th century. was from 1564 until his death 
professor in the University of Padua. In his 
day he was appreciated primarily as a natural 
philosopher and in that capacity he wrote. 
apart from commentaries on Aristotle's 
Physica, De anima and De ge11eratio11e et 
corruptione. many treatises on physical and 
psychological subjects collected in De rebus 
1w11mtlibm (Venice 1590). His main contri­
bution to philosophy lies. however. in the 
field of logic. Ever since the end of the 13th 
century the Aristotelians of the School of 
Padua had been engaged in the development 



953 

of a logic of invention to complete Aristotle's 
theory of proof and it is in Zabarella's writings 
on logic, based on Aristotle's Organon and 
Averroes's commentaries, that this tradition 
reached its culmination. 

Zabarella subscribes to Aristotle's theory 
of science as the demonstrative knowledge of 
things through their causes. But he rejects the 
idea that these causes are self-evident and 
able to be known by mere sense-perception. 
While all science starts with sensory know­
ledge of effects, natural phenomena can be 
understood only in terms of preceding causes, 
most of which are imperceptible. Thus it 
seems impossible to acquire scientific know­
ledge of effects in so far as the knowledge of 
causes, if knowable at all, presupposes that of 
effects. The scientist, in other words, is 
confronted with the problem of how to 
demonstrate natural phenomena without 
either invoking a priori principles as causes or 
invalidating his proofs by basing his deriva­
tions on circular arguments. 

Zabarella's solution to this problem, as 
formulated in De methodis and De regress11, 
is based on four distinctions: 

1. induction versus deduction, 
2. the order of nature versus the cognitive 

order, 
3. vague, that is, hypothetical knowledge 

of the existence of things versus distinct, 
that is, absolutely certain knowledge of 
their nature, 

and 
4. the method of investigation versus the 

order of instruction. 

As an Aristotelian, Zabarella understands 
by science absolutely certain knowledge con­
cerning causal relationships. It is acquired by 
the transition, effected through a syllogism, 
from something known to something un­
known. Accordingly, in Zabarella's view all 
scientific methods of investigation are pat­
terned upon the syllogism. The scientist has 
two methods at his disposal. He can either 
derive a cause from its effect by an a posteriori 
proof or induction, or he can deduce an effect 
from its cause by an a priori proof. The first 
procedure. called resolution, is based on 
sense-perception and. in going from effect to 
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cause, follows the cognitive order instead of 
the order of nature. This implies that it 
informs us only about the existence of a cause 
and thus supplies no more than vague causal 
knowledge. The second procedure, however, 
called composition, starts from a rationally 
known cause and thus leads, following the 
order of nature, to distinct, causal knowledge 
ofan effect. It informs us, in other words, not 
only about the nature of a cause but also 
shows the causal relation involved. Resolu­
tion is thus subservient to composition, and 
leads to science only in combination there­
with. This implies that physics, which starts 
from the senses, always requires a com­
bination of both procedures. However, as 
resolution ends in a hypothesis, while com­
position must start from unquestionable 
truths, the one cannot directly pass into the 
other but needs to be followed first by a 
mental consideration through which the 
vaguely known cause is analysed and distinctly 
conceived. To complete the investigation, 
the perceived fact can then be deduced from 
that cause. 

This combination of resolution and com­
position mediated by a mental consideration 
is known as a regress11s. But the acquisition 
of perfect science requires in addition an 
'order' or 'instrument' to dispose the parts 
of a discipline in such a manner that it can 
be learned in the easiest possible way. As 
opposed to method, an order has no force of 
inference and is independent of the order of 
nature. Corresponding to the distinction be­
tween theoretical and applied sciences there 
are two kinds of order. While the theoretical 
sciences follow the compositive order, going 
from the first principles of things to their 
proximate causes, applied sciences require 
a resolutive order that goes from an end to 
be achieved to the first principles of its 
realization. Thus a master builder who wants 
to explain the rationale of his craft, reasons 
backwards from the idea of a house to be 
built through the antecedent steps that are 
necessary to realize his project. First he 
explains the form and material of its roof, 
then the erection of the walls, next the laying 
of its foundations, followed, finally, by an ex­
planation of the preparation of the building­
site. 
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Thus Zabarella transformed the Aristo­
telian notion of experience into the modern 
concept of induction and in clarifying the 
relationship between logic and metaphysics 
he gave the Paduan theory of method its 
definitive form. 
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Zeno of Citium 

Zeno of Cilium (c. 332-c. 265 BC) founded 
the Stoic School. which survived until 260 AD. 

He came to Athens in 311. where he studied 
with the Cynic philosopher Crates. with 
Stilpo and Diodorus Cronus (both of them 
masters ofMegarian dialectic). as well as with 
Polemo ( died 270 BC). then head of the 
Platonic Academy. Around 300 Zeno began 
lecturing on his own. The instruction was 
given in the ·colourful hall" (OToci: rcoLXLATJ) 
located in the market-place in Athens. It was 
this public porch that the school was named 
after. 

Like other philosophers in the Hellenistic 
period. Zeno held that the task of philosophy 
was to provide a guideline for life and thus to 
contribute to human well-being (Elibmµov(cx) 
which the Stoics claimed consisted in the life 
of reason undisturbed by passions (rcm'hj). 
Unlike Pvrrho (c. 360-c. 270 BC). who ad­
vocated s~spension (Ercoztj) of judgement as 
a means of acquiring tranquillity of mind. and 
unlike Epicurus. who thought that the world 
was a product of mindless chance (,:uz11) and 
contained no cause for worry. Zeno was 
convinced that reality is structured by reason. 
Thus it can be shown to be the expression of 
some sort of objective plan (t-6yo;) and thus 
also man will fare well once he comes to 
understand this structure and live accord­
ingly. 
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There is no doubt that Zeno was a mater­
ialist in the sense that he held that to be real 
is to be a three-dimensional solid capable of 
acting or being acted upon and that reality so­
called ( ouoicx) must be describable in terms of 
corporeal events. Also he is agreed to have 
been an adherent of some kind of monism in 
that he held that there is but one reality only 
and that reason (t-6yo;). in virtue of being 
able to penetrate matter (UATJ). is coextensive 
with the sum of existence. In viewing both 
matter and structure as features of reality 
rather than as distinct constituents, the Stoics 
seem to have anticipated the view attributed 
to Spinoza regarding the ontological status of 
the so-called attributes. There is. however, 
some doubt as to whether Zeno committed 
himself to recognizing some further realm of 
reality and thus became liable to the charge of 
Platonism after all. This holds even more of 
Chrysippus. who elaborated the Stoic system 
and defended it against the attacks of the 
Academy by holding that there are meanings 
(t-Ex,ci:) comparable in some ways to Fregean 
senses. 

Philosophy according to Stoic doctrine 
divides into three disciplines: 

I. logic. 
2. physics. 
and 
3. ethics. 

The domain of logic includes theory of 
knowledge. rhetoric. and dialectics. The lat­
ter is divided in turn into grammar and theory 
of meaning. the second of these including 
formal logic. 

In their theory of knowledge the Stoics 
were empiricists, maintaining that 

all thought proceeds from sense-perception 
[o:1ot!11m,;) ... and that generally there is nothing 
to be found in thought [trr(vmo:. reflection) which 
one does not already possess from sensual encoun­
ter (SIOicorum Ve1er11111 Fragmelllt1 = SVF 2.88). 

It is by no means clear. though. what 
precisely these perceptions are about or what 
exactly they consist in. In any case. the Stoics 
held that the affection of the senses leads to 
an imprint (,:urcoim;) in the soul and furnishes 
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a presentation (cpr.v-tcrn(o:) of the thing per­
ceived. Yet it is only in virtue of an active 
assent ( ouyxcmxcpo:m,) on our part that a 
grasp (xITTcicAl]tjJL,) of the thing presented is 
accomplished - which in turn yields cognition 
of the object. Zeno held that the criterion to 
employ in order to find out whether or not a 
presentation is true is its cognitive (cataleptic) 
character. That is to say. the presentation 
must arise from something that is and must be 
formed into the soul according to what is and 
be such that it could not arise from something 
that is not (SVF 1.65; cf. 1.59). 

As far as logic proper is concerned. Zeno 
himself apparently did not contribute any­
thing to the Stoic logic that has been recog­
nized ever si nee the work of Jan Lukasiewicz 
(1878--1956) in 1935 (cf. Erke1111111is. Volume 
5). It was Chrysippus who. defending the 
Stoic positions against the logic-chopping 
attacks of Arcesilaus (c. 315-241/40 BC), 

came to recognize that he and his fellow 
philosophers were in need of a theory of 
proof the rules of which could be used for the 
task of elaborating argument forms. (Appar­
ently the Stoics were able to draw from 
Megaric logicians who had developed a pro­
positional logic. the extent of which. how­
ever. remains to be uncovered.) It was Chry­
sippus. too. who following Zeno and Clean­
thes (331-231 Bc) elaborat~d the Stoic theory 
of meaning and thus came to distinguish 
between senses of terms and predicates (i.e. 
incomplete AEXtci) on the one hand and 
senses of sentences (i.e. complete AExt&. or 
&~11ilt1n-ro:) on the other. 

In the field of physics or philosophy of 
nature. Zeno affirmed first of all that every­
thing that is must be capable of acting or 
being acted upon. The Stoics subsequently 
distinguished between what they called the 
active and the passive principles (&pxo:i). that 
is between reason (A6yo;) and matter (UAI]). 
respectively. Unlike Aristotle. on whose ter­
minology they seem to have relied. the Stoics 
held that ·reason· and ·matter· denote the 
same thing. m)ofo: that is. but under different 
aspects. Furthermore. they distinguished be­
tween principles and elements (otOLXE[o:). 
claiming. however. that in reality there is no 
such thing as matter without quality but only 
body formed in a certain way. 
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Among the so-called elements. fire was on 
occasion considered the dominant force 
which somehow shapes things (SVF 1.171). 
lending its warm breath (1tvEiiµo:) which 
penetrates all things and holds them together 
in virtue of its tension (t6vo;). It was the 
doctrine of the infinite divisibility of matter 
which was to account for the claim that the 
universe or nature as a whole was structured 
by divine providence and causally deter­
mined. This was a point difficult to under­
stand. In particular it raised the problem of 
how freedom of will could be preserved 
within such a system. From all we know Zeno 
and his followers tried to solve this problem 
by saying that man. even though he cannot 
choose the circumstances in which action will 
be called for. is free in the sense of being 
capable of giving or withholding assent 
( auyxcrt&ltrn1;) and thus determining the 
moral quality of his response (SVF 1.61). 

Zeno claimed that any action results from 
having a presentation (cpavto:o(o:) which 
tends to issue in an impulse ( opµlj) to accom­
plish whatever has been presented as to be 
done. However. for the action to be actually 
carried out what is needed is an assent. In the 
case of wrong actions the assent given is 
determined by wrong and unhealthy concep­
tions of the object to be pursued, conceptions 
liable to produce a passion (116:00,). 
Defining this passion as overriding impulse 
(SVF 1.205). Zeno held that it is brought 
about by such wrong judgements (SVF 
1.208). Chrysippus apparently argued to the 
effect that passions are themselves judge­
ments in their own right (SVF3.456). This in 
turn means that the emotional state of man 
can. according to the Stoics, be controlled by 
the mind or even is a function of the state of 
mind. Thus it is easy to understand that 
acquiring virtue for the Stoics was. very much 
in keeping with the Socratic ideal. tanta­
mount to mastering passions and even getting 
rid of them altogether (&1t6:0E10:). Virtue in 
turn was considered to be the sole good 
(&ya:Mv) and hence held to complete well­
being (wbmµovfcx). 
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indeterminism. see: determinism 
indexicality 79. 184. 204,228. 340f., 3831453, 475, 

512. 576f., 739. 740f., 768 
indistinguishability 288 / 
individual / 868f. 
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868f.. 873 
relational theories of 387 / 
see also: haecceity 

indivisibles. indivisibility. divisibility 65, 291. 
386f.. 421 / 476. 482. 493. 613. 663f., 672f .• 
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essence of 382 / 
immateriality of 2761576£.. 693. 711. 847. 887 
mechanical / 484 
parts of 105, 149 / 477. 794. 847 
philosopher as doctor of 250 / 
rational 292 / 847 
types of 281 / 941 
universals (ideas) existing in 409 I 

see also under: ideas 
see also: immortality: mind; panpsychism; 

pantheism: world soul 
sound 183. 287ff. I 583. 704£.. 864ff. 
South-west German School I 603 
Soviet philosophy/ 49lf.. 848 
space 3,100.107. 123. 130.144.232.297,361.383, 

405, 412. 422f .. 426 I 450. 479, 544, 585, 
615ff .. 675. 900 

absolute (substantival conceptions) 239 / 450, 
596, 783. 785. 887 

as stuff of reality / 595£. 
consciousness of/ 865. 879ff. 
container conception / 595 
relational conception 3. 383 / 595. 783. 851, 

872 
simple location / 933 
see also: geometry; space-time 

space-time 26. 186. 188. 297 / 493. 541. 570. 594. 
785£.. 850. 890f.. 898£.. 944 

as stuff of reality / 595 
curved / 787. 851 
substantivalism / 851 

Spann. 0. / 815 
Spaulding. Edward / 526 
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species. genus 7. 10. 33. 73. 89ff .. 107. 130. 162, 
246,280.333. 367. 3721456. 522. 642£., 647, 
664. 667£.. 670. 682. 714. 794. 819. 852,870, 
900 

fixity of/ 643. 854 
intelligibility of 376, 4 IO / 
smallest 397 / 
species as soul beings of nature / 854 
specific difference 202. 280 I 

Specker. E. / 747 
speech acts, social acts 30. 196, 197. 360, 383£.. 396, 

417ff. I 440-443. 445. 468. 513. 737, 73~ 
742. 773f., 854 

Spemann. Hans / 863 
Spence, K. 83 / 
Spencer. Herbert 87 / 
Spengler. Oswald 271 / 
Sperber. D. / 865 
Speusippus / 744. 894 
Spiegelberg, Herbert 369. 376 / 697, 700 
Spinicci. P. / 491, 569 
Spinoza. Benedict (Baruch) 65. 159, 194,225,345 / 

615ff., 620, 702. 709. 729. 856, 861. 867, 
885. 954 

determinism of / 450, 858 
ethics/ 858 
(geometric) method of I 757. 548£. 
monism of 212 / 476. 530, 586. 654£. 
on infinity 115 / 
on modes I 566, 856ff. 
on substance 8. 136. 175f .• 244. 335 I 484, 570, 

758£.. 856 
psychology 74 / 678f .. 857 
see also: panpsychism: pantheism; rationalism 

spiritualism / 524, 544 
spontaneity. see: chance 
Spranger. E. 219 I 
Sprigge. T. L. S. 2. 261. 378 / 570. 655, 782. 800, 

858 
Stace, W. T. 344 / 
Stachel, J. / 749. 852 
Stadler, F. I 481 
Stalin. Joseph/ 491 
Stallmach. J. 342 / 
Stalnaker. R. C. 191. 394 / 454. 551. 564. 730 
Starnes. K. M. / 696 
slatables 336 I 
state 143. 145, 213, 332 I 496, 598. 726 

functional / 743 
object as sequence of states. see: genidentity; 

e111ia successiva 
state description 32 I 591 
state space 140 / 617 
stable state 126 / 
sec also: mental state 

statement 202 / 862. 932 
states of affairs (Sacl,verhalte) 66ff .. 129. 165. 169. 

196. 360. 384£., 419f. / 437. 490. 543. 552. 
568. 641. 647. 677. 773f.. 842. 858. 866. 875. 
890. 912, 945 
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and facts 270 I 859f.. 916 
as representation and as way ol being / 860 
elements of 1961773. 914. 945 
judgeable contents 271. 287. 418 / 8581.. 866 
maximal 254 / 564 
non-existent 270 / 
perception of 196 / 
possible 265. 384 I 774. 8591.. 914 
singular/universal 14 / 860 
see also: complexe significabile: fact; pro-

position 
Steenberghen. F. van 50 / 283. 722 
Steenrod. N. / 895 
Stegmiiller. F. 176 / 
Stegmiiller. W. / 752. 883. 917 
Stein. Edith / 773. 911 
Steiner. G. 350 / 
Steinthal. Hermann/ 489 
Stenius. E. / 477 
stereology / 452 
stereotype / 590 
Stevenson. C. L. 57. 323 / 
Stewart. I. 144 / 
Stich. S. 159. 178 / 
Stillings. N. 154 / 
Stilpo of Megara 219 / 954 
stimulus 304 I 

physical or distal 301. 395 / 
physiological or proximal 301. 395 / 
stimulus-response theory 306 I 

Stock. E. / 812 
Stock. M. / 522 
Stock. W. G. I 522 
Stoics 47. 149. 3331616. 618. 653. 655. 711. 71611.. 

744. 777. 790. 935. 954 
ethics 3331653. 711. 717.954f. 
grammar 325 / 567. 955 
logic 87. 149. 162f. / 465. 661. 715. 717f.. 729. 

954f. 
on perception 158. 263 / 
physics 350. 37214761.. 493. 570. 594. 653. 655, 

7161.. 759. 955 
Stone. M. H. 96 / 
Stout. G. F. 9. 67. 3881571, 820. 861,944 
Straaten. M. van / 653 
Straaten. Z. van / 862 
Strato ol Lampsacus 62 / 894 
Strawson. P. F. 30. 32. 66. 183. 202. 381. 386f., 

429 I 510. 541. 729, 767. 861. 872. 908 
Stroker. E. 371 / 
Stroll. A. I 880 
Strong. C. A. 379 
structuralism / 545. 80 I. 862. 895 

in linguistics/ 441. 525. 545. 704. 864 
in mathematics / 5061f. 
in the philosophy ol science 355 / 604. 8251.. 

8621f. 
and implicit definitions 355 / 

structure 70. 123. 394. 396 / 477. 583f.. 639. 682f.. 
694. 812. 825f.. 849f. 

cognitive / 46811.. 5041.. 509 
ideal/ 774 

INDEX 

linguistic/ 439-443. 545. 592. 704. 730. 792. 856 
organic / 86211. 
physical/ 503. 590. 778. 8251. 
see also: mathematical structure 

Stucchi. N. 305 / 
Stiickelberger. A. 62 / 
stufl. stufl of nature/ 594fl.. 758 

see also: mass; matter; prime matter 
Stump. E. / 673 
Stumpf.Carl 104.106.108. 165.287.301.341.365/ 

452. 454. 478. 823. 865. 951 
Sturm, Johann Christopher / 810 
Suarez. Francisco 13. 491.. 176. 2081.. 225, 276. 

279. 321f .• 38611 .. 4211446. 4481 .• 530. 566. 
608f.. 620. 668, 724. SOS--810. 818. 867. 947 

Suarezians / 808 
Suber. P. 231 / 
subjectivism 323. 359 I 844 
subject-object 240 I 524. 544. 601. 813 
subject-predicate lorm 32. 282. 415. 4171. / 515. 

549. 73011 .. 765. 7771.. 862. 932 
subsistence 243. 307f. I 517. 528. 639 
substance 82. 124. 133. 260. 270. 292. 322. 3341 

3721479. 482. 484. 594. 599. 613. 638. 673 
695. 714. 870 

and attributes/ accidents 8. 107. 130. 162. 270. 
308. 3321447. 527. 537. 594. 668. 734. 757. 
777f .. 897. 929. 941 

and relations / 776f .. 863 
as compound of matter and lorm. see: hylo­

morphism 
as enduring through time 308. 37 I. 380. 423 I 

454. 580. 594. 673. 688. 751 
as primary sense of ·being· 52. 215. 344 / 5291.. 

537. 565. 643. 757. 870 
as sequence of phenomena (Kant) 4241. / 
as subject ol predications 3711.. 3861870 
chemical 146 / see also under: chemistry; mass 
corporeal. see under: atomism; body; thing 
fields as substances / 594 
homogeneous 332 / see also under: mass 
immaterial 276. 428 / 554-557. 580, 676 
independent 244 / 
individuality ol 344. 386. 397 I 
mental/spiritual 281 / 480-482. 555. 577. 757. 

871. 941 
see also: soul: monad 

no intuitive knowledge ol / 817 
perceptible 275 / 
primary/secondary (substances and univer­

sals) 7. 12f .. 51. 53. 3341522. 665. 714. 847, 
870 

pure 146 / 
thinking 106. 229 I 55311. 
unique. see: monism: Spinoza 
see also: accidents; atomism: body: lorm I 

matter: generation and destruction; hylo­
morphism; thing 
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substantial change. see: generation and 
destruction 

substrate 51. 137. 332. 372. 3871495. 595. 702. 719. 
863. 871f.. 873 

sufficient reason 176. 195. 214. 2731450. 709. 718. 
759. 811. 813. 937. 948 

sum. summa1ivi1y. sec: conjunction; pan/ whole 
supererogation / 875 
supcrstrings / 593 
supervenience 91. 264ff. / 501. 527. 560. 577. 587f.. 

764. 877 
Humcan / 453 

Suppes. P. 204 / 515. 548, 781. 844. 882 
suppositio 409 I 460. 488. 680. 682. 733f.. 745 
s11prem11m I 650 
surfaces/ 539. 698. 879. 900 
Suszko. R. / 842 
Swartz. N. / 592 
Swartz. R. J. 266 / 692 
Swedenborg. Emanuel 99 / 
Swiezawski. S. I 568 
Swinburne. R. 315. 381 / 848. 892 
Sydcnham, Thomas 239 I 
syllogism 41. 53. 97. 222. 245. 4131451. 456. 459. 

461. 474,620.644. 666f.. 669. 671. 715. 730. 
755. 953 

modal/ 734 
Sylvan. R. / 789. 840 
symbolism. symbols 124f.. 154. 184. 3561525. 612. 

659. 723. 825f.. 885. 9l8ff .• 933 
incomplete / 540, 581, 836, 862 
mathematical 366f. / 
see also: sign 

symmetry 232. 303 / 
synca1egorema1ica. see: ca1egorema1ic expressions 
synonymy 33. 68. 151 / 
syn1agma1ic relations / 440f. 
syntax 127. 316. 328f. / 827f., 864 
Syrianus / 728 
system / 508. 592. 600f.. 694. 849. 895 

as stuff of reality I 762. 778 
of functions 287 / 694. 885 
information-processing system 277 / 
intentional I 577 
of meanings I 509 
relatively isolaled 396 
self-organizing 305 / 653. 863f. 
social I 845. 895 
see also: dynamical syslcms 

Tachau. K. H. 337 I 697 
Tail. W. 358 I 
Talaeus, Audomarus / 755 
Tarski, Alfred 33, 86, 97, 196f.. 207. 256. 317, 329/ 

463ff., 511. 543. 660f.. 674. 712. 750. 812. 
827f., 841. 881, 912. 915ff .. 948 

Convention TI 51 I. 573. 882f., 916 
Tatarkiewicz, Wladyslaw / 918 
Tavares, S. 279 / 

taxonomy. see: classification 
Taylor, A. E. 315 I 
Taylor. B. 227. 2591914 
Taylor. C. I 886 
Taylor, C. C. W. 252 / 
Taylor, R. 139. 324 I 
technology 348 / 578, 883 
Tegtmeier, E. 400 
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teleological argument. sec: God. proofs of 
teleology 1341441. 447. 479, 530,598,601, 707, 

885. 9llf. 
sec also: function; goal 

Telesio. Bernardino 114 / 887 
Temple. William / 755 
temporal logic 77 / 
temporal part. temporal slice. sec: e11tias11ccessiva; 

part / whole / 
temporal slice 137 / 
tendency I 449. 598. 614. 758, 858. 888. 952 
tense 79. 189 / 727. 733. 898 

tense logic 220 I 888. 948 
tensed mercology / 675. 948 

terminism 408 / 
terms. see logic of terms; names 
Terstcnjak. A. / 929 
Thagard. P. R. I 586 
Thalberg. I. I 680 
Thales of Miletus 184. 298. 350 / 593. 722f. 
Theiler. W. / 717 
theism 365 / 656. 677 
Themistius / 458 
theodicy I 891. 938f. 
Theodorus Priscianus / 701 
theology 92. 113. 4121487. 695,817 

and metaphysics 46-49. I06, 212. 275f.. 309 I 
447, 528, 531. 579. 605, 625. 638. 692, 
758f. 

and science 44f., 48. 52 / 610, 612f., 711. 812 
dialectical 42 / 
natural theology 49f., 195. 276. 313,410 / 449, 

891,950 
negative theology 22. 315, 415 I 580f. 

Theophrastus / 595, 722, 893 
lhcorctical entities 355 / 601. 687, 753f., 763. 851 
theory, unity of 368 / 460 
1hermodynamics 268 / 597, 700 
Theron, S. I 875 
Theseus. see: ship of Theseus / 
Thiel. J. C. 97 I 
Thierry of Charlres 64 / 613 
lhing 106. 181. 249. 400. 410 / 948 

and medium / 520 
in itself 273,360,369. 423f., 4271480, 813. 905 
natural thing 58 / 

thinking 59, 93, 108. 229,301.378, 409,413, 423 / 
444, 553f.. 577. 696f.. 823f.. 951 

Third Man Argumenl / 535 
Thom. P. / 457. 663 
Thom, Rene 125f.. 305 I 509. 546. 585. 863. 865. 

895 
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Thomas Aquinas 23. 109. 181. 208[.. 245. 313. 316. 
388. 390f.. 413. 4231458. 461. 488. 565. 613. 
636. 663. 680. 711. 72lf .. 724. 729. 745. 805. 
810. 818. 869. 873f.. 876. 892. 896 

on accidents 8. 208f. / 
on analogy 27. 109. 334 I 896 
on causality 136. 175f.. 410 I 
on essence and existence 33. 243. 260. 309. 315. 

400 I 487. 529. 807. 846. 897. 909 
on form 95. 234. 373 I 874. 897 
on knowledge and abstraction 6. 344 I 528 
on language 325 I 842 
on passion / 676 
on relations 270 I 777. 869 
on the soul 281. 382 / 847f. 
on transcendentals 246. 320ff. / 449. 907. 909f. 
theology of 33. 46. 276. 325. 375 I 
see also: Thomism 

Thomas de Vio. see: Cajetan 
Thomas Maulvelt / 457 
Thomas of Erfurt 181 / 567 
Thomas of Strampino I 489 
Thomas of Strasburg / 488 
Thomas of York / 794 
Thomas. R. / 696 
Thomasius. Christian 19-1 / 608. 809lf. 
Thomasius. Jakob 222 I 446 
Thomism 279. 325. 379/ 486f..526. 608f., 635. 710. 

807. 816. 868. 947 
Thompson. d·Arcy Wentworth I 863 
Thompson. F. I 501. 878 
Thomson. J. J. 139 / 
thoueht 109. 416 / 731. 818. 837. 897. 95If. 

a; stuff of reality. see: panpsychism 

de re 148 / 795 
pure/ 604 
unitv of. see: proposition. propositional bond 

Tichy. p. / 749f.. 762 
tie. see: nexus 
Tillich. Paul 315 i 613 
time 87. 123.130. 179. 193.232.297.347.405.423. 

426 / 450. 5-10. 617. 675. 717. 727. 796. 898. 

927 
absolute 239 / 610. 887 
arrow of 1891-15-1. 597. 787. 85lf .. 899 
consciousness of 370 / 544f.. 815. 898 
cvclical / 617. 851. 890 
riow. passage of 78 / 595. 786. 898. 944 
interval of 249 I 889ff. 
relational conception of/ 595. 85 I. 872 
relativity of I 786 

see also: relativity. theories of 

unrealitv of / 482f. 
sec also·: becoming: change: space-time 

time-space. see: space-time 
Timpler. Clemens 49. 153. 2221 809 
Tipler. F. J. 185 t 950 
Tipton. I. 89 / 
Titchener. Edward Bradford/ 951 
Todd. R. B. 25 i 

Todesco. F. 437 I 
Todhunter. I./ 721 
Todorov. Z. / 865 
Toledo. Francisco de / 460. 805 
Tomberlin. J. 340f. / 
Tiinnies. F. 362 / 
topic-neutrality 403 / 536. 866 
topics 158 / 459. 666[. 

INDEX 

topology 111. 117-119. 123. 132f.. 140. 145. 297[. 1 

453, 462fl .. 507. 509, 596. 786. 850. 865. 
880[.. 895. 899 

algebraic 132 / 
topos theory 132 / 901 
Torretti. R. i 787. 901 
Torricelli. Evangelista/ 716 
totality. see: part / whole 
Touati. C. 411 / 
Toulmin. S. / 495 
Trager. F. 351 I 
transcendence 315 I 612, 693. 905 
transcendental argument (deduction, presupposi­

tion) 424 / 444. 644. 771. 908 
transcendentalism / 602 
transcendental. transcendentals 23. 78. 246, 276. 

320fL. 345,410. 4151522. 637f., 777. 905, 
906,909 

transformation, transposition 300. 337 / 664. 900 
linear 131 / 

translation 329 / 
indeterminacy of. see under: Quine 

Trapp. P. D. I 566 
Trendelenburg. Friedrich Adolf 104. 131. 218/911 
Trevisani. F. 422 / 
Trigg. J. W. 1653 
Trinity. the 50, 73. 223. 4121610. 694!.. 892!. 
Troeltsch. Ernst 219 / 
Trombetta. Antonius 110 / 
tropes 67 / 618. 821. 861. 944 

see also: accidents: dependence: moments 
Trouillard. J. I 729 
Trubetzkoy. Nikolai Sergeievich / 440. 704 
truth 14. 23. 227,246.248, 409 / 437ff.. 483,575, 

581,604,616,633,660. 749. 755. 763. 799, 
909. 912. 915 

absolute conception of/ 918 
analytic. see: analytic/ synthetic 
apparent / 698 
a priori. see: a priori I a posteriori 
as form 308 / 
bearers of 417ff. / 660. 695. 730 
by convention / 851 
created I 936 
definability of 317. 329 / 543. 660f .. 828. 882!. 
degrees of 218 / 
double/ 711 
holding true 419 / 
in fiction 274 / 
in itself 417 / 
Kripke on / 661 
logical 85. 182 / 
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modal 1454 
necessary 159, 199. 253. 362 I 502. 756ff .. 772 
of concepts 278 / 
of reason 240 I 
relativized 125 / 438. 542[., 609. 783[. 
theories of 14. 433 I 912 

coherence / 436. 572 
consensus / 762 
correspondence 28, 54, 270. 325. 406, 431 / 

490. 543. 572. 696. 703. 711[ .. 762 
842. 874. 897. 912ff .. 916 

see also: correspondence theory 
immanentistic/evidence theories 416[ .• 

572. 605. 752 
pragmatic 407 / 681 
realist / 437 
semantic 94. 197. 317 I 438f.. 661. 762,812, 

882[.. 913. 915 
timelessness of 34 I 
truth-functionality 399 / 541. 753 
truth-makers 54. 165. 221. 292ff. / 561. 707[ .. 

84H .• 889. 913ff. 
truth-values 96. 2851467. 541. 732f .• 837,842. 

923 
truth-value gaps I 474, 5 I 9 

uncreated 336 / 
verification-transcendent I 621. 762 

Trutvetter. Jodocus I 489 
Tugendhat. E. 130. 243 / 
Tullock. G. / 845 
Tuomela. R. 221 / 763 
Tur. R. / 444 
Turbayne. C. 89 / 
Turing. Alan 231 / 

Turing Machine / 743 
Turner. A. I 551 
Twardowski. Kazimierz 106 / 462, 466. 568. 917 
Tweedale. M. M. 25 / 696 
Twin Earth 177. 199 / 559[. 
Twining, W. / 444 
type theory 152. 3981435, 464[.. 469,486,504.551, 

58H .• 643. 659f.. 733. 752. 784. 797f .• 831 
type/token 56[.. 171. 295[[. / 498f.. 583[.. 822. 

827f.. 840. 918. 922 
typification I 816 

Ubaghs. Casimir / 636 
Uedelho[en, M. 279 / 
Ulric of Strasburg 23 / 
Uila Juarez. A. / 932 
uncertainty 141 / 
understanding 60. 219. 247. 409,413. 416. 426ff. / 

679. 740. 792. 813 
man understands onlv I 679. 740. 792. 813 
man understands only what he has made 349, 

362 / 
Unger, P. 3 / 
unity 21, 23. 73. 130, 245[.. 255, 308, 352. 419f. I 

477,605. 663f.. 692ff .. 727. 73H .• 820. 848. 
868[.. 907. 909. 920 

diachronic. see: identity through time 
intentional / 682 
numerical 410 / 682 
of opposites 350 I 723. 804 
real 410 / 682 
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universals 4. 12, 24, 51. 53, 54. 57. 65ff .• 84, 92, 
107. 224, 332. 334. 368. 410ff., 430 I 469, 
475. 488. 539. 549. 583f.. 612,633.694, 711, 
730. 794. 921 

ante rem 23, 334 / 509, 618 
as classes of abstract particulars / 861 
as collections of singulars 308 / 944 

see also: nominalism 
as non-existent 262 I 5 I 9 
as relations 345 / 
as stuff of reality 386 / 642 
cultural / 583[. 
dependent on individuals, see: dependence; 

realism, immanent 
in actu 1846 
indeterminacy of/ 682f.. 772. 846 
in intellectu 168-171, 409. 431 / 869 
in re 23. 130, 334, 415 I 618. 643. 684. 846 
instantiation of 386 I 572, 922f. 
logical / 682 
metaphysical / 682 
physical / 682 
of language 326 / 705 
post rem 23. 334 / 509 
problem of 83, 294 I 454. 509, 636. 681, 713, 

849[ .• 853. 898. 922, 940 
relational / 922f. 
treated as individuals I 549[[ .• see also: nomin­

alization 
see also: form; essence; realism; separation 

universe. see: world 
Unmoved Mover 25. 52. 276. 315, 423 / 529. 894 
unsaturatedness 66. 169. 287 / 467ff .• 541, 681, 

732[.. 778. 862, 922 
Urbanas. A. 12 / 
Urmson. J. 0. 32 / 438. 477. 543. 877 
Ursinus. Zacharias / 755 
Urso of Salerno 65 / 
Ushenko. Andrew P. / 726 
Uzkoreit. H. 330 / 

vacuum 62 1716. 932 
vagueness 166 / 682, 684. 925 
Valla. Lorenzo. see: Lorenzo Valla 
valency 146 / 453. 681 
Valentinus 311 / 
value, validity 26, 23H .. 251. 353 / 453. 490. 500, 

521,545,573.587. 604,672.677. 724[ .• 776, 
799. 884. 906, 908. 930. 943 

cognition of 359 / 
personal 359 / 693f. 

value theory 21. 3231485, 521. 875ff. 
Austrian I 926 

see also under: economics 
formal axiology / 647 
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Vanni Rovighi. S. / 697 
variation / 927 
Vasil'ev. A. / 656 
Vasquez. Gabriel 209 / 
Vaugelas. Claude Favre 326 / 
Veatch. H. 413 / 588 
Veber. France/ 519ff .. 929 
Vendler. Zeno / 860 
Venn. John 98 I 461. 474. 718 
vector space 131 / 659 
Vedanta School / 570, 656 
Ventura. Angelus / 808 
Vergil 326 / 
verification principle 29 / 
verificationism 263 / 480. 541. 762. 784 
verisimilitude/ 713. 762 
Vermeeren. H. 147 / 
Vernias i 710 
Verstehen. see: understanding. 
Viatkina. N. / 849 
Vicious Circle Principle / 468f .. 659 
Vico. Giovanni Battista 99 I 868 
Vidal. C. 144 / 
Vienna Circle 60. 82. 12lf./ 480. 500. 541. 555. 711. 

762. 769 
see also: logical positivism 

Vincence of Beauvais 64 / 
Vinci. Leonardo da I 489. 879 
virtue 242. 282. 333 / 678. 711. 717,887.936, 943. 

955 
vision 395 / 772, 879ff. 
Vital du Four/ 818 
vitalism / 863f. 
Vitoria. Francisco de / 489 
VlaslOS. G. I 708 
Vleeschauwer. H. J. de 306 / 
Vogl. Johann/ 616 
void. the (the empty) 61. 63. 100. 187f.. 233,251. 

292. 412 / 493f.. 595. 662f.. 717. 887, 894 
Volkmann. Paul / 700 
Voller!. C. / 870 
Vollrath. E. 312 / 
Voltaire. Fran~ois-Marie Arouet de 241 / 
voluntarism I 580. 929. 935 
Vuillcmin. J. 221 / 546 
Vygolsky. L. S. / 738ff .. 849 

Wach. J. / 912 
Wadding. Luke I 807. 816 
Waddington. C. H. 125 / 654, 863 
Wacrden. B. van der / 745 
Wagner. H. 193 / 605. 816 
Wagner. Richard 231 / 
Wahl. F. / 865 
Wahl. R. 420 / 
Waismann. F. 82. 121. 166 / 945 
Wajsberg. Mordechaj 463ff. / 
Walker. R. C. S. 429 / 
Wallace, W. A. 135. 291 / 599. 846 

Wallis. R. T. 374 I 608 
Walras. Leon / 926 
Walsh. J. J. 194 / 
Walter Burley/ 734. 746. 931 
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