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Abstract

We develop a combinatorial model to study the evolution of graphs underlying proofs during
the process of cut elimination. Proofs are two-dimensional objects and di�erences in the behav-
ior of their cut elimination can often be accounted for by di�erences in their two-dimensional
structure. Our purpose is to determine geometrical conditions on the graphs of proofs to explain
the expansion of the size of proofs after cut elimination. We will be concerned with exponential
expansion and we give upper and lower bounds which depend on the geometry of the graphs.
The lower bound is computed passing through the notion of universal covering for directed
graphs.
In this paper we present ground material for the study of cut elimination and structure of

proofs in purely combinatorial terms. We develop a theory of duplication for directed graphs
and derive results on graphs of proofs as corollaries. c© 1999 Elsevier Science B.V. All rights
reserved.
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1. Introduction

The reasons to study the relations between the geometry of proofs and the expansion
of a proof after cut elimination are several and they come from di�erent directions.
The order we will present them does not correspond to their importance. We need just
to start somewhere.
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Let us look �rst at complexity theory. It is known that the existence of a proof
system for propositional logic where classical tautologies can be proved by polynomial
size proofs in the size of the tautology would imply NP=CO−NP [11]. There has
been a lot of work done to exhibit families of tautologies with only “large” proofs
(i.e. proofs which are of exponential size in the size of the tautology) for the various
layers of the hierarchy of propositional proof systems [20]. Positive answers have been
obtained for the layers corresponding to proofs which present very simple combinatorial
structure (e.g. resolution proofs, cutting plane proofs, cut-free proofs). The �rst system
in the hierarchy that presents proofs with complicated graph structure is the sequent
calculus LK , which is characterized by the presence of cut and contraction rules. Here
it seems a particularly di�cult task to �nd hard tautologies. A deeper understanding
of the combinatorics of proofs might be of help for the search of such examples. See
[3, 9] for a discussion and some related results, and [20] for a detailed account of the
most recent work done in the area of proof complexity.
There is a well-known link between proofs with and without cuts. It is the Gentzen

Cut Elimination Theorem [12] which says that any proof in the sequent calculus with
cuts can always be transformed in some e�ective way into a proof without cuts. This
theorem furnishes an algorithm to formally convert proofs formalized in LK into proofs
formalized in a system (i.e. LK without the cut rule) which lies in the lowest levels of
the hierarchy and for which we already have examples of tautologies which are “hard”
to prove (a �nite version of the Pigeon Hole Principle is one of them [15]).
The known examples for the cut-free sequent calculus are nevertheless very few,

and there are no uniform proofs of exponential lower bounds on the size of their
deductions. One would like to analyze the entire set of hard tautologies and a possible
approach might be to look at the amount of symmetry lying in the tautologies and
in their proofs. It seems plausible that hard tautologies for the sequent calculus with
cuts would present very little symmetry. Roughly speaking, a tautology of such a type
should represent in a concise way a state of “chaos” in the proof. Its proofs should
look like a complete search in truth tables.
In general one might like to believe that
The symmetry present in a tautological statement re
ects the symmetry in its
proofs, as well as the symmetry present in a mathematical object re
ects the
symmetry in its construction.

It is very di�cult to argue anything precise here. One can say that there is a lot of
evidence supporting this principle in mathematics. (This is discussed at length in [7].)
On the other hand, this principle would suggest that the existence of short proofs for
some propositional proof system would re
ect a kind of universal symmetry underlying
all propositional tautologies and this might seem unlikely. Indeed NP=CO−NP is
considered unlikely as well.
Let us go back to cut elimination. In most cases, the procedure of cut elimination

unfolds a proof into a new one having much simpler structure but much larger size. The
cut-free proof will turn out to be formed by many building blocks which are copies of
the same subproof. These identical components might be formed by several copies of
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some other building blocks, and so on. In other words, symmetry is found at repeated
levels. The upper bound in Theorem 31 re
ects well this idea and shows how patterns
lying in cut-free proofs might be recoverable from the graph of the original proof
with cuts. In Sections 5 and 13 we analyze how patterns in proofs evolve through cut
elimination and which are the combinatorial structures of proofs that might induce an
exponential blow-up after cut elimination. We give examples of proofs with cuts where
these patterns appear explicitly and examples where they appear in more subtle ways.
How the symmetry of a statement is related to the internal symmetry of its proofs?

Given a proof, how can we reduce it to a smaller proof by exploiting the symmetricity
of its subparts? These are fundamental questions in automated deduction and answers
to them (even partial answers) might open up new ways to the creation of alternative
proof systems which are based on di�erent underlying combinatorics. Fixing a proof
system, we �x also the combinatorial structure of the proofs we construct and as a
consequence we are able to generate speci�c structural patterns. We would like to think
that the power of a deduction system depends on how complex its structural patterns
are. But where this overlook can lead to? Suppose for a moment to have some informal
language where proofs can be constructed and to know for this setting what it means
for a proof to be short. (Afterall we do this all the time since we hardly think of a
mathematical proof in formal terms.) It is plausible to think that short proofs of hard
theorems (in our informal language) exhibit speci�c structural patterns and that these
patterns might vary from theorem to theorem. If we consider now formal systems
of deduction, we might see that they forbid the creation of some of these patterns,
and if so we will never be able in a feasible time to show inside them some of their
theorems. At the moment we know a relatively small number of di�erent proof systems
(this holds for both propositional and predicate logic) and it is by no means the case
that these proof systems should be the only interesting ones.
Another aspect which deserves to be investigated concerns the constraints of purely

logical nature that the rules of inference of a calculus impose on the graphs of proofs
they generate. Along this line, Theorem 51 says that not all topological structures of
graphs can be realized by the logical system LK and Theorem 54 shows how graphs
of proofs in the sequent calculus cannot contain a connected component which is a
simple cycle (i.e. a sequence of edges starting and ending in the same vertex). (More
general results of this nature are given in Section 8.) It is plausible that no logical
systems can produce proofs whose graphs contain simple cycles and one could ask
what are the combinatorial structures allowed by logic. A discussion on this and other
related points is developed at the end of Section 11.
The relations between proofs and other existing models of computation (more or

less expressive, as for instance circuits and automata) are not at all understood. About
whether or not proofs are comparable as combinatorial objects to circuits, we will show
(see Theorem 50) that any circuit can be simulated by a proof with atomic cuts and no
quanti�ers in such a way that the graph underlying the circuit and the graph underlying
the proof are the same. The procedure of cut elimination corresponds combinatorially
to the transformation of circuits into boolean expressions.
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The plan of the paper goes as follows. Section 2 will contain a quick review of
known concepts. We present the rules of the sequent calculus LK , we introduce Gentzen
Cut Elimination Theorem and we de�ne the notion of logical 
ow graph. Section 3
illustrates the ideas developed in the paper through a concrete example. Section 4
introduces the notion of optical graph and the combinatorial operation of duplication
on optical graphs. These are two fundamental concepts for this paper. The �rst notion
de�nes a class of graphs that includes graphs of proofs and the latter is used to
describe the ‘topological’ changes of the graph of a proof during the process of cut
elimination. In Section 5 we present several examples of evolution of optical graphs
through repeated duplication. They are examples of linear as well as polynomial (of
any degree) and exponential growth. Sections 6 and 7 discuss basic properties of
duplication. In Section 8 we study the e�ect of duplication on cycles in an optical
graphs. We show that not always cycles in a graph can be disrupted by duplication
and we give conditions under which this happens. In Section 9 we focus our attention
to a speci�c strategy of duplication and discuss its properties. We compute upper and
lower bounds of the size of the expansion and will show how these bounds depend
on the geometry of the starting graph. This strategy is ‘natural’ and we give concrete
examples of proofs where it applies. The notions of visibility graph and focal pair of
branching points are introduced here and will turn out to be crucial notions for the
computation of the lower bound. In Section 9.3 we give an exponential upper bound
for the visibility graph improving a result obtained in [10]. In Section 11 we relate
optical graphs to formal proofs and we prove that given an acyclic graph there is
always a proof with the same underlying structure (Theorem 49). Theorem 50, which
we discussed above, is a consequence of this latter result. In Sections 12 and 13 we
revisit cut elimination through our combinatorial model, discuss the e�ect of duplication
on chains of focal pairs, and analyze the creation of patterns in the graphs of proofs.
The paper ends with the de�nition of a new notion of graphs of proofs (a re�nement
of the notion of logical 
ow graph) and two conjectures which relate in a precise way
exponential expansion to geometrical properties of proofs with cuts.
The results on this paper are general and obtained for directed graphs. In particular

the notion of visibility graph formalizes the idea of “universal covering” applied to
directed graphs. The results on graphs of proofs are obtained as corollaries of more
general statements.

2. The sequent calculus

In this section we quickly recall known concepts. We present the rules of the sequent
calculus LK [14, 24], we introduce Gentzen Cut Elimination Theorem [12, 14, 24] and
de�ne what is a logical 
ow graph of a proof [1].
For LK the axioms are sequents of the form

A; �→ �; A
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where A is any formula and �; � are any collections of formulas (where we allow
multiple occurrences of the same formula). A proof of a particular sequent consists
of derivations from axioms through rules of inference, namely the logical rules and
structural rules. To describe these rules we write �, �1, �2, �1; �2, for collections of
formulas, and we write �1;2 as a shorthand for the combination of �1 and �2 (counting
multiplicities).
The logical rules are used to introduce connectives, and they are given as follows:

¬ : left �→ �; A
¬A; �→ �

¬ : right A; �→ �
�→ �;¬A

∧ : right �1 → �1; A �2 → �2; B
�1;2 → �1;2; A ∧ B

∧ : left A; B; �→ �
A ∧ B; �→ �

∨ : left A; �1 → �1 B; �2 → �2
A ∨ B; �1;2 → �1;2

∨ : right �→ �; A; B
�→ �; A ∨ B

⊃ : left �1 → �1; A B; �2 → �2
A⊃B; �1;2 → �1;2

⊃ : right A; �→ �; B
�→ �; A⊃B

∃ : left A(b); �→ �
(∃x)A(x); �→ �

∃ : right �→ �; A(t)
�→ �; (∃x)A(x)

∀ : left A(t); �→ �
(∀x)A(x); �→ �

∀ : right �→ �; A(b)
�→ �; (∀x)A(x)

The structural rules do not involve connectives and are the following:

Cut
�1 → �1; A A; �2 → �2

�1;2 → �1;2

Contraction
�→ �; A; A
�→ �; A

A; A; �→ �
A; �→ �

The rules for the quanti�ers can be used provided some requirements. In ∃ : right and
∀ : left, any term t is allowed which does not include a variable which lies already
within the scope of a quanti�er in the given formula A. In ∃ : left and ∀ : right the
“eigenvariable” b should not occur free in �, �.
This is the system LK for classical predicate logic. For propositional logic it is the

same except that one drops the quanti�er rules. In the usual formulation of LK one
has two more structural rules, namely the permutation rule and the weakening rule.
The �rst permutes the position of formulas in a sequent. Since we de�ned a sequent
through collections instead of sequences of formulas we do not really need this rule.
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The weakening rule adds formulas to a sequent during the derivation. By de�ning
axioms as above we assume that weak formulas are all introduced from the beginning
of the proof.
A proof in LK is a binary tree of sequents, where each occurrence of a sequent

in the proof can be used at most once as premise of a rule. The root of the tree is
labelled by the theorem, its leaves are labelled by axioms and its internal nodes are
sequents derived from one or two sequents (which are labels for the antecedents of the
node in the tree) through the rules of LK .
The system LK has very nice combinatorial properties. The formulas never simplify

in the course of a proof; they can disappear through the cut rule, and their repetitions
can be reduced through the contraction rule, but they cannot be “decomposed” directly.
One can do this in e�ect through the cut rule however.
Before concluding this introductory part let us give some more notation and a few

de�nitions which we will use in the course of the paper. The size |A| of a formula A
is its number of symbols. The size |S| of a sequent S is the sum of the sizes of its
formulas. The size |�| of a proof � is the sum of the sizes of its sequents.
A weak connective is either an ∧ occurring negatively in a formula or an ∨ occurring

positively. A strong connective is either an ∧ occurring positively or an ∨ occurring
negatively.
In the following we will frequently use the notion of occurrence of a formula in a

proof as compared to the formula itself which may occur many times.

2.1. Cut elimination

In 1934 Gentzen ([12]; see also [14, 24]) proved the following

Theorem 1 (Gentzen). Any proof in LK can be e�ectively transformed into a proof
which never uses the cut rule. This works for both propositional and predicate
logic.

This is a striking result, particularly in view of its combinatorial consequences for
formal proofs. In a proof without cuts there is no way to simplify formulas. In fact
every formula which appears in a proof without cuts also occurs as a subformula of a
formula in the end-sequent. This fact is known as subformula property. (One should
be careful about the notion of a subformula in the presence of quanti�ers, which can
have the e�ect of changing the terms within.) One of the e�ects of cut-elimination is
the simpli�cation of the dynamical processes which can occur within proofs. Predicate
logic gives a way to code substitutions which may not be expressed explicitly, and an
e�ect of cut-elimination is to make all the substitutions explicit. A related point is that
proofs with cuts can have oriented cycles, while proofs without cuts cannot. See [3, 4]
for more information and examples. Note that [4] provides an alternative proof system
in which there are no (oriented) cycles and in which it is easier to make explicit the
construction of terms which lies below a proof.
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The ‘price’ of cut-elimination is that the cut-free proof may have to be much larger
than proofs without cuts. There are propositional tautologies for which cut-free proofs
must be exponentially larger than proofs with cuts, and in predicate logic the expansion
can be non-elementary. See [16, 17, 21–23, 25].
The contraction rule plays a key role in this expansion. While it may seem harmless

enough, it can be very powerful in connection with the cut rule. Imagine that you have
some piece of information which is represented by a formula A which you can prove,
but that in your reasoning you actually need to use this piece of information twice.
By using a contraction rule (on the left hand side of the sequent arrow) and a cut
you can code your argument in such a way that you only need to verify A once. On
the other hand, a cut-free proof represents ‘direct’ reasoning, where lemmas are not
allowed, and in practice this forces one to duplicate the proof of A. (See [9] for more
details.)
Thus the cut rule provides a mechanism by which the contraction rule can have the

e�ect of a “duplication” rule. It is this point that it was aimed for in the geometric
models introduced in [10] and analyzed thoroughly in this paper.
Let us look more closely at how the procedure introduced by Gentzen works. There

are distinguished cases and di�erent recipes that we need to follow depending on the
structure of the cut formula and whether it came from a contraction. The idea is to
push the cuts up towards the axioms and eliminate them afterwards.
Let us begin by considering the case of a cut applied over a formula which comes

directly from an axiom, either as a distinguished occurrence or as a weak occurrence.
Consider �rst the situation where the cut formula comes from a distinguished occur-
rence in an axiom, as in the following:

�∗�1; A→ A; �1 A; �2 → �2
�1; A; �2 → �1; �2

(1)

In this case we can remove the axiom from the proof and simply add the weak oc-
currences in �1 and �1 to the subproof �∗ without trouble, thereby obtaining a new
proof of the sequent �1; A; �2 → �1; �2 in which the last cut has been eliminated.
Suppose instead that we have a cut over a formula which comes from a weak

occurrence in an axiom, as in the following situation

�0�1; A→ A; �1; C C; �2 → �2
�1; A; �2 → A; �1; �2

(2)

To eliminate the cut one can simply eliminate the subproof �0, take out the (weak)
occurrence of C in the axiom, and add �2 and �2 to the axiom as weak occurrences.
In other words, the sequent

�1; �2; A→ A; �1; �2 (3)

is itself an axiom already. By doing this one removes a possibly large part of the
proof.
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If the two cut-formulas have been introduced by logical rules the procedure will sub-
stitute the cut with two new ones of smaller logical complexity. The idea is illustrated
in the following proof:

�′
1 �′

2 �′
3

�1 → �1; A; B A; �2 → �2 B; �3 → �3
�1 → �1; A ∨ B A ∨ B; �2;3 → �2;3

�1;2;3 → �1;2;3
...�

(4)

where the cut-elimination procedure will reduce the complexity of A ∨ B as follows:

�′
1 �′

2

�1 → �1; A; B A; �2 → �2 �′
3

�1;2 → �1;2; B B; �3 → �3
�1;2;3 → �1;2;3

...�

(5)

The other connectives are treated similarly. In case the cut formula is quanti�ed the
procedure proceeds in a similar manner. The following proof

�1 �2
�1 → �1; A(t) A(a); �2 → �2

�1 → �1;∃x: A(x) ∃x: A(x); �2 → �2
�1; �2 → �1; �2

(6)

will be transformed into

�1 �′
2

�1 → �1; A(t) A(t); �2 → �2
�1; �2 → �1; �2

(7)

where the proof �′
2 is obtained by substituting all occurrences of the eigenvariable a

in �2 with the term t.
We now consider the case of contractions. The following diagram shows the basic

problem.

�2
�1 A1; A2; �2 → �2

�1 → �1; A A; �2 → �2
�1; �2 → �1; �2

(8)

That is, A1 and A2 denote two occurrences of the same formula A, and they are
contracted into a single occurrence before the cut is applied. (The contraction could
just as well be on the left, and this would be treated in the same way.) To push the



A. Carbone / Annals of Pure and Applied Logic 100 (1999) 1–67 9

cut above the contraction one duplicates the subproof �1 as indicated below.

�1 �2
�1 �1 → �1; A A1; A2; �2 → �2

�1 → �1; A A2; �1; �2 → �1; �2
�1; �1; �2 → �1; �1; �2

... contractions
�1; �2 → �1; �2

(9)

The steps of transformation we described are essentially all what one needs. To make
them to work though, one needs to change the order of the rules in a proof. In the
cases considered above, the cut rule was applied to formulas which were main formulas,
i.e. their principal connective was introduced by the immediate preceding rule. This
con�guration is in general not there and one needs to change the order of the rules in
the proof by pushing cuts upwards until a pair of cut formulas which are main formulas
has been reached; this can always be done as the following diagrams illustrate:

�2 �3
�1 A; C; �2 → �2 B; �3 → �3

�1 → �1; C C; A ∨ B; �2; �3 → �2; �3
A ∨ B; �1; �2; �3 → �1; �2; �3

(10)

which will be transformed into

�1 �2
�1 → �1; C C; A; �2 → �2 �3

A; �1; �2 → �1; �2 B; �3 → �3
A ∨ B; �1; �2; �3 → �1; �2; �3

(11)

It is important to point out a fundamental feature of cut elimination: there is no canon-
ical way to do it. In the passage from (4) to (5) we could have chosen to cut �rst
B and then A instead of the other way around. In the passage from (8) to (9), if
both appearences of the cut formula A in (8) were obtained from contractions, then
we would have a choice as to which subproof duplicate �rst (either �1 or �2). In
principle we can have procedures of cut elimination which go on forever. Of course
the point of the theorem is that one can always �nd a way to eliminate cuts in a �nite
number of steps. One can even make deterministic procedures by imposing conditions
on the manner in which the transformations are carried out. See [13].
In essence the principle of the procedure is to push the cuts up higher in the proof

while being careful about the notion of “progress”. In fact, we typically increase the
number of cuts at each stage of the process as well as the number of contractions.
In the case of contractions we have made progress in the sense that we reduced the
number of contractions above the cut-formula, even though we may increase the total
number of contractions by adding them below the cut. In the case of conjunctions we
reduced the complexity of the cut-formula. It is not hard to exhaust the possibilities,
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but a complete proof requires a tedious veri�cation of cases and we shall not provide
it. See [14, 24].

2.2. The logical 
ow graph

To each proof in the sequent calculus we can associate a logical 
ow graph which is
an oriented graph which traces the 
ow of formula occurrences within the proof. This
concept was introduced by Buss [1], although we shall modify his de�nition slightly
by restricting ourselves to atomic formulas (as in [3]). A di�erent but related graph
was introduced earlier by Girard [13].
The logical 
ow graph of a proof � of a sequent S is de�ned as follows. For the

set of vertices in the graph we take the set of all the occurrences of atomic formulas
in �. We add edges between these occurrences in the following manner. If we have
an axiom

A; �→ �; A

then we attach an edge between the vertices which correspond to the “same” atomic
formula in A. That is, each atomic subformula of A has an occurrence within each of
the occurrences of A in the axiom above, and we connect the corresponding pair of
vertices by an edge. We leave undisturbed the vertices which come from � and �.
When we apply a rule from LK to one or two sequents in the proof � we have that

every atomic occurrence in the upper sequents has a counterpart in the lower sequent,
except for those occurrences in the cut formulas in the cut rule. In all but the latter
case we simply attach an edge between the occurrences in the upper sequents and
their counterparts in the lower sequent. In the case of atomic occurrences within cut
formulae we attach edges between the occurrences which occupy the same position
within the cut formula.
Note that there is a subtlety with the contraction rule. Each atomic occurrence in

the contraction formula in the lower sequent will be connected by an edge to an
atomic occurrence in each of the upper sequents. In all other cases there is exactly
one counterpart in the upper sequents of an atomic occurrence in the lower sequent of
a rule.
Thus in all cases except axioms, cuts, and contractions the logical 
ow graph simply

makes a kind of “prolongation” which does not a�ect the topology of the graph.
This de�nes the set of edges for the logical 
ow graph. We can de�ne an orientation

in the following manner. We �rst de�ne the notion of the sign of an atomic occurrence
within a sequent. One can do this inductively, but it is easier to do the following. If
P is an atomic subformula of a formula A, then we say that P occurs positively in A
if it lies within the scope of an even number of negations, and we say that it occurs
negatively if it occurs an odd number of times within the scope of a negation. Suppose
now that A is a formula which appears in a given sequent �→ �, i.e., A appears as one
of the elements of � or �. If A appears within � then we say that P occurs positively
in the sequent if it occurs positively in A, and we say that P occurs negatively in the
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sequent if it occurs negatively in A. If A appears within �, then we do the opposite,
saying that P occurs positively in the sequent if it is negative as a subformula of A,
and that P occurs negatively in the sequent if it is positive in A. This takes into account
the negation which is implicit in the sequent.
With this notion of sign of an atomic formula we can de�ne the orientation for

the logical 
ow graph as follows. If an edge in the logical 
ow graph comes from
an axiom as above, then we orient the edge from negative occurrences to positive
occurrences. If the edge comes from a cut formula, then we do the opposite and orient
it from positive occurrences to negative occurrences. Otherwise the edge goes between
“upper” and “lower” occurrences of an atomic formula in the application of a rule. If
the occurrence is negative then we orient the edge from the lower occurrence to the
upper occurrence, and for positive occurrences we go the other way around.
The following example illustrates the orientation of logical paths (i.e. sequences of

consecutive oriented edges in a logical 
ow graph) and the way that oriented paths
can split apart at contractions

Logical 
ow graphs of proofs with cuts can contain nontrivial oriented cycles (i.e.
paths starting with an occurrence of a formula and going back to it; this was remarked
by Sam Buss [2]), but this cannot occur for proofs without cuts as proved in [3]. In
proofs without cuts oriented paths can go up and over an axiom, but once they start
going down they have no chance to turn up again. This is illustrated by the example
above, and one can see by comparison how the presence of a cut in the proof below
permits the path to turn up again
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One can think of the orientation on the logical 
ow graph as showing the natural

ow of information in the proof. Individual oriented paths re
ect the way that the
“information” in a given atomic occurrence is being used in the proof. This is especially
relevant for substitutions which can occur within a proof in predicate logic. This point
emerges clearly in [4], where one sees how the absence of oriented cycles can enable
one to track more easily the substitutions involved in the construction of terms in a
proof, in such a way that one can obtain elementary estimates on the complexity of
terms as a function of the size of the proof.
Notice that only the use of the contraction rule leads to branching in the logical


ow graph. In the context considered in the next section there can be additional branch
points in the logical 
ow graph, corresponding to the extra rule of inference F :times
that govern the feasibility of products of arbitrary terms. This type of branching re
ects
the fact that two di�erent pieces of information are being combined into one. See [4]
for more information.
Before concluding this section let us add some more terminology. A bridge is a

path starting from a positive occurrence in the end-sequent S of a proof � and ending
in a negative occurrence in S. The starting and ending point of a bridge are called
extremes. Notice that the proof � is not assumed to be cut-free and this allows a
bridge to pass through cuts in �.
We say that a logical path is direct when it links a formula occurrence in some

sequent of a proof � to an occurrence lying in an axiom without passing through cut-
edges or axiom-edges. Because of the presence of contractions in proofs, there might
be several direct paths linking a given formula occurrence to axioms in �.
We say that a weak occurrence of a formula in a proof � is a formula whose direct

paths all go to weak formulas in axioms of �.

3. A concrete example

We are concerned with the study of the expansion of a proof under cut elimination
and our main aim is to relate the geometry of the logical 
ow graph of a proof to the
rate of growth of the expansion. We present here a basic example which illustrates the
main points of our analysis.
We consider an extension of the predicate calculus LK by the rule

F : times
�1 → �1; F(s) �2 → �2; F(t)

�1;2 → �1;2; F(s ∗ t)
where F is a unary predicate and ∗ a binary function symbol. We also add to our
language the constant symbol 2. The reader might like to observe that the constructions
we will present in this section and others have a natural arithmetical interpretation (the
symbol 2 can be interpreted with the number 2 and the operation ∗ by multiplication)
even though we will make no use of the axioms of arithmetic. In the following we
will be using the usual exponential function to denote a term written down through the
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symbols 2; ∗. We will do it freely but one should keep in mind that what we write is
a short notation for a term which is made out of 2’s and ∗’s and in most of cases is
very large.
Let us look at a proof of F(2) → F(22

n
). There is no use of quanti�ers and the

formalization takes place on the propositional part of predicate logic. Our basic building
block is given by

F(22
j−1
)→ F(22

j
); (12)

which can be proved for each j in only a few steps. (One starts with two copies of
the axiom F(22

j
)→ F(22

j
) and combines them with the F-times rule to get

F(22
j
); F(22

j
)→ F(22

j+1
)

Then one applies a contraction to the two occurrences of F(22
j
) on the left and derives

the sequent.) We can then combine a sequence of these proofs together using cuts to
get a proof of

F(2)→ F(22
n
) (13)

in O(n) steps.
The logical 
ow graph for the proof of (13) looks roughly as follows

where the notation �j, 16j6n refers to the proofs of (12). The logical 
ow graph of
each �j contains two branches, one for the contraction of two occurrences of F(22

j−1
)

on the left, and another for the use of the F :times rule on the right. Along the graph
we notice a chain of n pairs of branches which are supposed to be eliminated one by
one by the intermediate steps of the procedure of cut elimination. It is during their
resolution that the expansion of the proof takes place. In particular any cut-free proof
of (13) has size 2O(n) and we will see that this number corresponds to the number of
paths passing through the chain above which starts at F(2) and ends in F(22

n
).

We will see that the chain of rhomboidal patterns occurring in the example turns
out to be a crucial con�guration to ensure an exponential expansion of proofs. We will
see this also in the examples of Section 5 as well as in the lower bounds proved in
Section 9.2. The idea of long chains of these rhomboidal patterns has a very natural
logical interpretation. One can think of having a chain of “facts”, each of which is
used twice in order to derive the next. By the end of the proof the �rst fact is used
an exponential number of times, at least implicitly.
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In Section 14 we discuss some other concrete example of proofs with exponential
expansion which does not present the geometry above in the same explicit way. We
will see how the same geometry can be recaptured however at a more implicit level.
One of the main points of our combinatorial treatment of proofs is the notion of

visibility graph which represents the way that the graph looks from the perspective of
one of its vertices. Roughly speaking, we will show that the process of cut elimination
transforms a proof into a cut-free one where the visibility of its vertices is “explicit”.
In the example discussed in this section, any cut-free proof of (13) will “compute”
F(22

n
) from an exponential number of copies of F(2) and the logical 
ow graph of

these proofs will “contain” an explicit tree of multiplications whose root is associated
to the formula F(22

n
).

4. Optical graphs and duplication

The notion of optical graph has been introduced in [10].

De�nition 2 (Carbone–Semmes). An optical graph is an oriented graph with the prop-
erty that each vertex v has at most three edges attached to it. No more than two are
oriented away from v and no more than two are oriented towards v.

A logical 
ow graph is obviously an optical graph. The word “optical” refers to the
idea of “looking” through the graph, following rays of light. Suppose to stand in a
vertex v of the graph with a source of light and imagine the rays of light to run along
its oriented paths starting at v. In the context of proofs the idea of “rays of light”
corresponds to �xing a piece of information and asking where it came from or how it
will be used later.
We say that a vertex p follows a vertex q in an optical graph G if there is a directed

path from q to p in G. It is clear that the points lying in a cycle follow one the other.
A vertex v in an optical graph is called a branch point if it has exactly three edges

attached to it. We say that v is a focussing branch point if there are two edges oriented
towards it. We call v a defocussing branch point if the two edges are oriented away
from it.
A vertex in an optical graph is called input vertex if there are no edges in the graph

which are oriented towards it. A vertex is called output vertex if there are no edges
in the graph which are oriented away from it.
A cycle in an optical graph is a path which starts and ends in the same vertex.

De�nition 3. A labelled optical graph is an optical graph with the property that the
edges oriented away from a defocussing point and the edges oriented towards a fo-
cussing point are labelled 1 and 2, respectively.

A logical 
ow graph is a labelled optical graph where we think of the pairs of edges
at a branch points as labelled by 1 and 2 depending on whether they lie on the left or
on the right of each other (in the proof).
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De�nition 4. The duplication D is a binary operation applied to a labelled optical
graph G and a subgraph G′ of G with the property that
1. if a vertex of G′ is a focussing point in G then either its immediate predecessor
vertices both lie in G′ or none of them does, and

2. if a vertex of G′ is a defocussing point in G then either its immediate successor
vertices both lie in G′ or none of them does, and

3. at least one input vertex in G′ is a focussing point, or at least one output vertex in
G′ is a defocussing point.
Let v1; : : : ; vn be the input vertices of G′ which are not inputs in G, and let w1; : : : ; wn

be the output vertices of G′ which are not outputs in G. The result of duplication
applied to G;G′ is a graph D(G′; G) which is de�ned as G except on the subgraph G′

which will be substituted by two copies of it.
Namely all vertices of G which are not in G′ lie in D(G′; G) as well as those edges

in G which connect any two of these vertices. Moreover, D(G′; G) contains two copies
G′
1; G

′
2 of G

′ which are attached to the “rest” of D(G′; G) as follows:
a. Let vi be an input vertex of G′ which is not focussing in G and let v1i ; v

2
i be the two

copies of it in G′
1; G

′
2 of D(G

′; G) respectively. Add a new vertex ui in D(G′; G)
and two edges from ui to v1i ; v

2
i with labels 1 and 2, respectively. If si is the vertex

in G with an edge to vi, add an edge from si to ui in D(G′; G);
b. Let wi be an output vertex of G′ which is not defocussing in G and let w1i ; w

2
i be

the two copies of it in G′
1; G

′
2 of D(G′; G), respectively. Add a new vertex ti in

D(G′; G) and two edges from w1i ; w
2
i to ti with labels 1 and 2, respectively. If ri is

the vertex in G with an edge from wi to it, add an edge from ti to ri in D(G′; G);
c. Let vi be an input vertex of G′ which is focussing in G and let v1i ; v

2
i be the two

copies of it in G′
1; G

′
2 of D(G

′; G), respectively. If s1i ; s
2
i are the vertices in G with

edges to vi labelled 1 and 2, respectively, add an edge from s1i to v
1
i in D(G′; G),

and add an edge from s2i to v
2
i in D(G′; G).

d. Let wi be an output vertex of G′ which is defocussing in G and let w1i ; w
2
i be the

two copies of it in G′
1; G

′
2 of D(G

′; G), respectively. If s1i ; s
2
i are the vertices in G

with an edge from wi, add an edge from w1i to s
1
i in D(G′; G), and add an edge

from w2i to s
2
i in D(G′; G).

This concludes the de�nition of the graph D(G′; G).

A symbolic illustration of the de�nition is
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Here the graph G is represented by the larger box on the left, the graph D(G′; G) by
the large box on the right and the subgraphs G′; G′

1; G
′
2 (which respectively lie in G

and D(G′; G)) by the dotted ones. The dotted box on the left has one input branch
point, one output branch point and two other points (one input and the other output)
which are duplicated and linked to the supporting structure of G on the right-hand
side. In general there are no limits on how many input and output vertices G′ might
contain. Moreover, notice that there might be input and output vertices in G′ which
are inputs and outputs vertices in G. We did not indicate them in our symbolic picture
because they will remain input and output vertices in D(G′; G) and will not involve
the introduction of new edges. The �rst copy G′

1 of the subgraph G
′ in D(G′; G) is

linked to the vertices of D(G′; G) which are reached by edges of label 1 in G. There
are no edges to those vertices linked in G by edges of label 2. The second copy G′

2 of
the subgraph G′ in D(G′; G) is linked in a similar manner to the rest of the graph G.
The input and output vertices in G′ which are neither focussing nor defocussing will
be joint together through defocussing and focussing points, respectively.

Remark 5. Notice that requirement 3 in De�nition 4 is not necessary for the opera-
tion D to make sense. In fact the de�nition of D would perfectly work without this
requirement. We ask for it because we want to ‘see’ D as a way to resolve focussing
and defocussing points in G.

Remark 6. From the de�nition of input vertex (the same follows from the de�nition
of output vertex), a point in G′ cannot be at the same time input and output, except
if G′ is a graph constituted by a single point.

De�nition 7. Let G be a graph and G′ be a subgraph of it. We say that a point in G
is a boundary point if it does not belong to G′ but it is linked by an edge to some
point of G′.

We denote G′
1⊕G′

2 the subgraph of D(G
′; G) which has as boundary points the copies

of the boundary points of G′ in G. In the symbolic picture following De�nition 4 the
external dotted box on the right represents G′

1 ⊕ G′
2.

We shall discuss the basic properties of duplication in Sections 6–8, after describing
some concrete examples of growth of duplicated graphs �rst.

5. Some examples of growth

The repeated application of duplication to a graph might transform it in arbitrary
ways. We are interested to study those transformations which will render it “explicit”.
The focussing and defocussing points in a graph will be redistributed and rearranged.
They will be pushed on the boundary of the graph while the central structure of
the graph will simplify. This is to say that no focussing point will be following a
defocussing one. We present here a number of examples where this point emerges
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clearly. In particular we will see that the growth rate of the size of the graph varies
from graph to graph depending on their geometric properties.
Let us start with the graph G on the left

and let G′ be the subgraph of G lying in the dotted box of the picture. The graph
D(G;G′) is represented on the right. The repeated application of duplication to G
represents a kind of branching process, in which the duplications that are implicit in
G are made explicit.

One can see that the result of the repeated application of duplication to G is of �nite
but exponential size compared to the size of G. This example is basic and we shall
discuss it again later.
Notice that a slight modi�cation of the starting graph can lead to a graph which has

again exponential size but a di�erent shape



18 A. Carbone / Annals of Pure and Applied Logic 100 (1999) 1–67

Notice that in the de�nition of duplication we do not ask for connectedness of G′.
This means that there might be subgraphs of G′ as pictured in the box below, which
would induce an exponential expansion of the graph.

An example of linear growth of the graph can be seen as follows. Take the tree with
four vertices and three edges illustrated below. By applying repeatedly the duplication
to the subgraph constituted by the only branching point of the tree we obtain the
following linear transformation:

We see now that any polynomial growth can be obtained. Let us consider the graph
H given as follows:

All of the branch points on the left side of the picture are defocussing, while on
the right hand side they are all focussing. For simplicity we assume that the transition
between the two occurs after some number k of steps away from p. From the interface
to the vertex q we assume to have the same number of steps k.
As argued in [10], the total number N of vertices in H is roughly proportional to

2k , i.e. N is bounded from below and above by constant multiples of 2k . This is easy
to check by summing a geometric series.
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If we repeatedly duplicate subgraphs of H having only input vertices which are k+ i
edges away from p (for 06i6k) (they will be focussing points in H by construction)
and no output vertices, we �nd after a �nite number of steps a tree of size N logN .
(This bound was pointed out by L. Levin.) However one can obtain a tree of quadratic
size (compared to the underlying graph) by adding a “tail” to the end of H . More
precisely, think to add a sequence of vertices v1; : : : ; vL and oriented edges e1; : : : ; eL
between them in such a way that e1 goes from q to v1 and ei goes from vi−1 to vi,
for 1¡i6L. Call this graph H∗.
Let us suppose that L is at least as large as N . Then the total number of vertices

in H∗ is N + L, while the number of vertices of the tree obtained by duplicating H∗

as before is roughly proportional to N · L. This is easy to show. If we take L to be
equal N , then the number of vertices in the tree is roughly the square of the number
of vertices in H∗. If we take L to be approximately N�, �¿1, then the total number of
vertices of the tree is roughly proportional to N�+1, which is approximately the same
as the number of vertices in H∗ raised to the power (�+ 1)=�.
Since every real number s in the interval (1; 2] can be realized as (� + 1)=� for

some �¿1, the preceding construction shows that for any such s we can �nd families
of graphs for which the size of the tree is roughly proportional to the size of the
graph raised to the s-th power. One could also get more complicated functions through
suitable choices of L, and obtain similar e�ects by choosing L to be less than N , e.g.
a fractional power of N .
In the type of constructions we discussed, the size of the tree is never more than

quadratic in the size of the starting graph. To go beyond quadratic growth one can
proceed as follows.
Fix a j¿2. We de�ne a new optical graph Hj as follows. We begin by taking j

identical but disjoint copies of H , which we denote by H (i); 16i6j. Let p(i) and
q(i) denote the input and output vertices of H (i). The graph Hi is obtained by taking
the union of the H (i)’s, 16i6j, together with oriented edges fi that go from q(i) to
p(i + 1) for i=1; 2; : : : ; j − 1. We de�ne Hj for j=1 to be H .

The number of vertices in Hj is equal to j · N but the number of vertices of the tree
obtained by duplication as in the above construction, is roughly proportional to Nj, by
the same considerations as above. (The constants which are implicit in this estimate
are allowed to depend on j but not on N .)
As before one can also add a string of L vertices to q(j) to obtain a graph H∗

j which
is analogous to the graph H∗ above. This way one de�nes graphs whose associated tree
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is approximately prescribed as a function of the size of the original graph. For instance,
if we take L to be N�, �¿1, then the total number of vertices of the associated tree
(starting at p(1)) will be roughly comparable to Nj+� while the size of H∗

j will be
roughly N�. (As before one can think of �xing j and letting N be arbitrarily large.)
For �xed j and any choice of L the size of the tree associated to H∗

j as above is
never more than a constant multiple of the size of H∗

j raised to the j + 1-rst power.
This is because the number of vertices in H∗

j is jN + L while the number of vertices
in the tree is O(Nj(N + L)).
To obtain rates of growth which are larger than polynomial one should allow j to

vary as well. For instance, one can take the graph G discussed at the beginning of
this section and attach a chain of L vertices to it similarly as for H∗ and H∗

j . By
choosing L appropriately one can obtain almost any rate of growth in the size of the
tree compared to the original graph.
We have seen how the growth of the graphs under repeated duplication might be

linear, polynomial (of any degree) and exponential. From the constructions we dis-
cussed it starts to emerge that exponential growth depends on the existence of chains
of alternating branching points in the graph. This is a crucial point that we will discuss
further in detail.
For the moment, notice that the size of the graphs one can reach by duplication is

arbitrarily large. In fact there are graphs where we can in�nitely often duplicate and
doubling the size of the graph at each step. Here is an example

The process we illustrated in the �gure can always terminate after having reached a
graph of the desired size and having eliminated all alternations of branching points.
An example of this process of termination is illustrated in the simpler graph below:

where in the last step one applies duplication to the pair of focussing points as depicted
in the boxes on the left. This is not the only way we can proceed to eliminate all
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alternations. For instance we could have duplicated one of the boxes to obtain only
one alternation and afterwards we could have applied duplication to the defocussing
point of this alternation to resolve �nally the graph. The results would look di�erent.
It is clear that given a graph G there are in general many choices of subgraphs G′

to which one can apply the operation of duplication. In the future we are interested to
transform G into graphs where no focussing point is followed by a defocussing one.
The con�gurations

will be repeatedly eliminated and no new ones will be introduced by the strategies
we will consider. Notice that the graph H described above does not contain any such
con�guration and since we will refer to its shape very often in the future, we say that

De�nition 8. An optical graph is an H-graph if none of its focussing points is followed
by a defocussing one.

An example of H -graph with much less regular shape than H is

where there is one input vertex and two output vertices. (In the terminology of [10]
an H -graph was intended to have exactly one input and one output. Here we drop this
restriction.)
The interest in the transformation of an optical graph into an H -graph lies into the

interpretation of graphs as graphs of proofs. The con�guration above corresponds to
the presence of cuts in proofs and logical 
ow graphs of cut-free proofs are H -graphs.
We will come back to this point in Sections 11 and 12.

De�nition 9. A graph G′ is the resolution of a graph G if it is obtained through
repeated duplication from G and it is an H -graph.

Given a graph G there might be several resolutions of it associated to di�erent
strategies of application of D. In Section 9 we will study one of these strategies and
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we will derive upper and lower bounds for the expansion. From now on we tacitly
assume that the subgraphs G′ of G satisfy conditions 1–3 of De�nition 4 and therefore
that the graph D(G′; G) is de�ned on the choice of G′.

6. The canonical projection

Let G be an optical graph and G′ be a subgraph of it. Let us borrow the notation of
De�nition 4 and also we use the symbol G′

1 tG′
2 to denote the subgraph of D(G

′; G)
constituted by the two disconnected components G′

1 and G
′
2. The notation G=G

′ will
denote the set of vertices and edges lying in the graph G but not in its subgraph G′

(for an edge to belong to G=G′ we ask both its extremes to belong to G=G′).
There is a canonical projection

� : D(G′; G)→ G

de�ned on the vertices as follows. Let us �rst de�ne � on the vertices lying in G′
1; G

′
2

and D(G′; G)=G′
1 ⊕ G′

2. Then we use the de�nition on these vertices to establish the
behavior of � on the remaining vertices of G.
v1: If x is a vertex lying either in G′

1 or in G
′
2, then �(x) is its copy in G

′ of G.
v2: If x lies in D(G′; G)=G′

1 ⊕ G′
2 then �(x) is its copy in G=G

′.
v3: The vertices x in G′

1 ⊕ G′
2=G

′
1 t G′

2 which are output vertices in G
′
1 ⊕ G′

2 are sent
to �(y) where y is a predecessor of x in G′

1 ⊕ G′
2.

v4: The vertices x in G′
1⊕G′

2=G
′
1 tG′

2 which are input vertices in G
′
1⊕G′

2 are sent to
�(y) where y is a successor of x in G′

1 ⊕ G′
2.

This concludes the de�nition of the map � from vertices in D(G′; G) to vertices in
G. We now extend this map to a canonical projection on edges but we need to let it
unde�ned over those edges in D(G′; G) between vertices x lying in G′

1 ⊕ G′
2=G

′
1 t G′

2

and y lying in G′
1 t G′

2. For all other edges � will be de�ned as follows.
e1: If � is an edge from a vertex x to a vertex y in D(G′; G) and x; y do not lie in

G′
1 ⊕ G′

2=G
′
1 t G′

2 then there is an edge � in G between �(x) and �(y). Let �(�)
be �. The orientation of the edge is preserved.

e2: If � is an edge between a vertex x in D(G′; G)=G′
1 ⊕ G′

2 and y in G
′
1 ⊕ G′

2 then
there is an edge � in G between �(x) and �(y). Let �(�) be �. The orientation of
the edge is preserved.
This de�nes a map from edges in D(G′; G) to edges in G with the obvious compat-

ibility conditions between the two graphs. This mapping also preserves the orientations
on the two graphs by construction.
Let us record here a few basic facts.

Proposition 10. The following statements are true:
a. If y lies in D(G′; G)=G′

1 ⊕ G′
2 then �(y) and y have the same indegree and the

same out-degree.
b. If y is an input (output) vertex in G′

1tG′
2 then its in-degree (out-degree) is either

0 or 1.
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c. If y is an input (output) vertex in G′
1⊕G′

2 then its in-degree (out-degree) is either
0 or 1. (Notice that the in-degree (out-degree) of �(y) might be 2.)

d. If y lies in G′
1 ⊕ G′

2=G
′
1 t G′

2 then its degree is 3 while �(y) has degree 2.

We do not give the proof of the statements because it is an immediate consequence
of the de�nitions. The reader might like to check it by inspection of the symbolic
picture given after De�nition 4.
We denote #paths(v; G) the number of paths between the point v and any output

vertex in G.

Proposition 11. If the input vertices in G′ are only focussing points and no output
vertex in G′ is defocussing then

#paths(v;D(G′; G))= #paths(�(v); G)

for any vertex v in D(G′; G).

Proof. Consider the following symbolic picture of the duplication of a subgraph G′

satisfying the hypothesis of the statement

The claim is easily derived by inspection of the picture. One only needs to take into
account that the output vertices in G′ might either be linked to G=G′ or might be
outputs of G.

An analogous statement holds for output vertices as well

Proposition 12. If output vertices in G′ are only defocussing points and no input
vertex in G′ is focussing then

#paths(v;D(G′; G))= #paths(�(v); G)

for any vertex v.

7. Basic properties of duplication

We present here a few basic facts on D(G′; G) and on the behavior of its paths with
respect to paths in G. Let us state �rst
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Proposition 13. Let G be a labelled optical graph and G′ a subgraph of it. Then
D(G;G′) is a labelled optical graph.

Proof. This is proved by chasing the de�nition.

If the graph G is connected then we do not necessarily have that the graph D(G′; G)
is also connected. Take for instance the situation illustrated here

where the elimination of the branching point implies the disconnection of the resulting
graph. At times this phenomenon has some global e�ect. In fact, it might eliminate
cycles and as a consequence of this, in�nite paths in G become �nite in D(G′; G). Let
us consider the following optical graph:

The application of duplication gives here an acyclic graph. The duplication of G′ creates
two copies of the dotted box, one which will be linked to vertices originally linked
by edges of label 1 and another which will be linked to vertices originally linked by
edges of label 2. As a consequence, the cyclic path will be disconnected.
At times the number of paths from a point x in G to some output vertex y might

increase substantially with the duplication. We see this phenomenon with the next ex-
ample. Take the following graph G and consider the duplication illustrated on the right
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where the unique path going from x to y in G is transformed into 23 paths in D(G′; G).
In the example we obtain the exponential e�ect by exploiting the fact that three distin-
guished parts of a path in G′ are duplicated in such a way that three new defocussing
points followed respectively by three new focussing points are formed. Each duplicated
part is arranged so to follow one the other. In Section 8 we show that duplication can-
not always disrupt cycles and we give su�cient and necessary conditions for this to
happen.
In general a path in G′ is duplicated into two paths in D(G′; G) only when it lies

between inputs and outputs of G′ which are not respectively focussing and defocussing
points in G. We use the notation #paths(V;W;G′) to indicate the number of paths
between the boundary points V and W which lie entirely in the subgraph G′ of G,
i.e. all vertices in the paths with the exception of V and W lie in G′.

Proposition 14. Let G be a graph; G′ be a subgraph of it. Let V;W be two points
in the boundary of G′; and v; w be a pair of points in G′. Suppose that there is
an edge from V to v and edge from w to W . Then the following statements are
true:
1. Suppose v be a focussing vertex and w be a defocussing vertex. If the edges
between V; v and w;W are labelled di�erently; then

#paths(V;W;G′
1 ⊕ G′

2)= 0

otherwise

#paths(V;W;G′
1 ⊕ G′

2)= #paths(V;W;G
′)

2. If v is not focussing and w is defocussing (the same holds if v is focussing and w
is not defocussing) then

#paths(V;W;G′
1 ⊕ G′

2)= #paths(V;W;G
′)

3. If v is not focussing and w is not defocussing then

#paths(V;W;G′
1 ⊕ G′

2)= 2 · #paths(V;W;G′)

We skip the proof because trivial. One can inspect the symbolic picture given after
De�nition 4.
In general the number of inputs and outputs in G is not preserved by duplication.

It is preserved only when inputs and outputs in G′ are not inputs and outputs of G as
well. In this latter case, the duplication would induce two copies of the terminal points
as well.
Before ending this section, let us introduce a de�nition which establishes when two

optical graphs have the same structure of branching points. This concept will be often
used in the next sections. It makes sense for both connected and disconnected optical
graphs.
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De�nition 15. Two optical graphs have the same topological structure if they can both
be reduced to the same optical graph by collapsing each edge between pairs of points
of degree at most 2 to a vertex.

We say that an optical graph is minimal if it has no edges between points of degree
at most 2.

Proposition 16. Given any optical graph G there is a minimal optical graph G′ which
has the same topological structure as G. Moreover; there is only one such minimal
optical graph.

Proof. Let G be an optical graph. De�ne G′ to be the optical graph obtained by
collapsing to a point all edges in G between two points of degree at most 2. This
de�nes a graph which is minimal for G. For the uniqueness, we should notice that
by collapsing the edges in whatever order we preserve the topological structure. In
fact, any sequence of consecutive edges linking vertices of degree at most 2 will be
collapsed to an empty sequence, and this does not depend on the order of collapse.

If G is an acyclic optical graph, the height of a vertex v in G is the maximal length
of the paths in G starting from some input vertex of G and ending in v. The height
of G is the maximal height of its input vertices. Clearly the longest paths in G start
from input vertices and end in output vertices of G.
If G is an optical graph of height n, we say that a subgraph G′ of G has height k6n

if all vertices of height k in G are contained in G′ and no vertex of height greater
than k is contained in G′.

8. Duplication and cycles

We show here some general facts on graphs with cycles. In Section 7 we have seen
that a cycle in an optical graph might be disrupted by duplication. There are times
when no attempt of duplication can split a cycle though. Theorem 25 at the end of this
section gives necessary and su�cient conditions for the elimination of a single cycle.
These conditions are always satis�ed by graphs of proofs as discussed at the end of
Section 11.
In the following we make a distinction between loops and cycles. A loop is a cycle

which does not pass over the same edge twice. It is clear that if there are no loops in a
graph then the graph is acyclic. We say that a loop meets another loop (or equivalently
that two loops are nested) if they have one vertex in common.
A loop in an optical graph has a way in if one of its vertices is a focussing point.

A loop has a way out if one of its vertices is a defocussing point. Notice that for
the focussing point, there is only one of the edges branching in which belongs to the
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loop and the other comes in from some other parts of the graph. Similarly for the
defocussing point.

Proposition 17. Let G be an optical graph containing a loop. If a loop has no way
in and no way out; then it cannot be eliminated by duplication.

Proof. The loop forms a connected component L of the graph since by assumption
there are no points lying in the loop which are branching points. If D is applied to
some subgraph G′ of G then we can see that either G′ does not contain any vertex in L,
or L completely lies in G′, or G′ contains a sequence of consecutive edges lying in L.
In the �rst case, the duplication does not involve L and hence the loop is not disrupted
in D(G′; G). In the second case, the loop will be duplicated but not disrupted. The
third case creates two nested loops in D(G′; G). This is because the pair of points in
G′ which are input and output of G′ and lie in L are neither focussing nor defocussing
points. This means that by duplication we will have a transformation which can be
illustrated as follows:

where v; p; w have been duplicated on the right hand side and their copies have been
denoted by superscripts 1; 2 respectively. Notice that the picture illustrates only one of
the possible cases. In fact, it might be that many sequences of L belong to G′, say k
of them. In this case L will be transformed in a chain of nested loops of the form

This concludes the proof.

Proposition 18. Suppose that G is an optical graph with a loop having a way in but
no way out. Then there is no application of duplication to G that breaks this loop.
The same conclusion holds if the loop has a way out but not a way in.
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Proof. We suppose that the loop has a way in and no way out. (The case where the
loop has a way out but no way in is symmetric.) This means that no vertex lying in
the loop is a defocussing vertex.
We want to show that for any choice of G′, the graph D(G′; G) will still contain

the loop.
Suppose �rst that no input or output vertices of G′ lie in the loop. This means that

either the loop is all contained in G′ or that it lies outside G′. In the �rst case the
action of D will duplicate the loop without breaking it. In the second case the loop
will remain untouched by the duplication.
Suppose now that G′ contains an input vertex lying in the loop. Then there will be

an output vertex of G′ which will also be lying in the loop. This is easy to see. In fact,
if a vertex in G′ lies in the loop and it is not an output vertex, then its successor in
the loop has to be in G′. If we repeat this reasoning by going along the loop vertices,
either we end-up in the input vertex from which we started or we meet an output vertex
before. In the second case we are done. If we end up in the input vertex where we
started, we have a contradiction because input vertices cannot have edges coming in.
Arguing in a similar manner one derives that if G′ contains an output vertex lying in

the loop then it will contain also an input vertex which lies in the loop. In particular,
the output vertex is not a defocussing point because the loop has no way out.
If the input vertex is a focussing point, then by duplicating G′ we have the following

situation

and therefore D(G′; G) still contains a loop. (Notice that the picture illustrates only
the part of the graphs G and G′ that is involved in the transformation of the cycle.)
If the input vertex is not a focussing point then the situation is illustrated by the two

last pictures in the proof of Proposition 17. As argued in Proposition 17 the sequences
of edges belonging to the loop may be several and in this case one needs to notice
that the treatment of each of them will fall in one of the cases already described.
This concludes the proof.

Proposition 19. Let G be a labelled optical graph containing n loops that pairwise
do not meet. Let G′ be a subgraph of G such that no loop lies entirely in G′. Then
D(G′; G) contains at most n loops that pairwise do not meet.

Proof. We need only to show that no new loop which is disconnected from the n
loops already existing can be created by duplication. This is a consequence of the fact
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that no new sequences of edges are added between vertices which were not already
linked in G. To see this latter fact is easy. We start by noticing that a duplication does
not change the structure of the subgraphs G′

1; G
′
2 (i.e. the two copies of the subgraph

G′) and it does not change the structure of the graph G outside G′. It only changes
the connections between the copies of the boundary points of G′

1 ⊕ G′
2 in D(G′; G)

and the input and output vertices of G′
1; G

′
2. From Proposition 14, two such boundary

points are linked in G i� they are linked in D(G′; G) also. This proves the claim.

The following proposition gives conditions under which the number of loops does
not increase in D(G′; G).

Proposition 20. Let G be a labelled optical graph containing n loops and G′ be a
subgraph of G. Suppose that no loop lies entirely in G′ and that no pair of vertices
v; w in G′ have the property that v is an input; w is an output; v is not focussing; w is
not defocussing; and v; w lie in a loop in G. Then D(G′; G) contains at most n loops.

Proof. From the �rst hypothesis, a loop cannot entirely be duplicated by D. From the
second hypothesis on pairs of vertices v; w lying on a loop and Proposition 14 we know
that no subsequence lying on a loop is duplicated in D(G′; G). This means that either
the loop remains untouched by D or it will be disrupted. Moreover, no new loops
can be created because a pair of points x; y is connected in D(G′; G) if �(x); �(y)
are already connected in G (where � :D(G′; G) → G is the canonical projection).
Therefore if a loop exists in D(G′; G), it should exist already in G. This proves the
claim.

We want to study now when the number of loops actually decreases in D(G′; G). To
see this we �rst need to prove a technical lemma which will be useful also later in the
paper. (We remind the reader that the concept of topological structure was introduced
in De�nition 15.)

Lemma 21 (Blowing Lemma). Let G be an optical graph. There is an optical graph
G′ that has the same topological structure as G and has no edge from a defocussing
point to a focussing one. Moreover |G′|63 · |G|.

Proof. Take any edge in G which starts from a defocussing point y and ends into a
focussing point x. Consider the subgraph G′′ de�ned by the only point y (the choice
of y is arbitrary and we could have chosen x instead) and look at D(G′′; G). After
the duplication we have that �−1(x) is a focussing point whose incoming edge arrives
from a copy of y which is not defocussing. This is illustrated below
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(The picture represents only the subgraph of G which is relevant to the discussion.) The
situation is analogous when x is chosen instead of y. By repeating this transformation
over all edges satisfying the hypothesis we obtain a graph free of ‘bad’ con�gurations.
To show that the procedure must terminate in at most the number of branching points
of G is easy. It is enough to observe that the operation we described adds at each step
a pair of new edges and a pair of new vertices (which are not branching points) to the
graph and nothing more, therefore the number of ‘bad’ edges decreases at each step
and in particular |G′|63 · |G|.

The graph G′ in Lemma 21 is not uniquely de�ned. This is because the step of the
construction in the proof could have been applied to the vertex x instead of the vertex
y. The result would be a di�erent graph that would satisfy nevertheless the conclusions
of the lemma. We denote Blow(G) any graph obtained as a result of the procedure
described in the Blowing Lemma.
If the graph G we start with has no edges from a defocussing point to a focussing

one, then there is no need to apply the procedure and we set Blow(G)=G. The
following fact holds:

Proposition 22. Let G be an optical graph which has no edge starting from a defo-
cussing point and ending into a focussing one, and let G′ be a subgraph of G. Then
Blow(D(G′; G))=D(G′; G).

Proof. We inspect the operation of duplication and notice that we should only worry
about the new nodes (which are either focussing or defocussing points) introduced by
duplicating, and by the new edges which link these nodes to copies of old nodes. In
fact, all other edges in D(G′; G) that start from defocussing points do not end into
focussing ones. They are copies of edges in G that by hypothesis does not contain
“bad” edges.
Let x be a new node in D(G′; G). If x is a defocussing point, note that the edges

departing from it cannot end-up into a focussing node y. This is because y is a copy
of an input node of G′ that cannot be focussing by hypothesis (otherwise the operation
of duplication would not have introduced x). If x is a focussing point, we proceed
similarly. We note that the edges arriving into x cannot start from a defocussing node
y. This is because y is a copy of an output node of G′ that cannot be defocussing by
hypothesis (otherwise the operation of duplication would not have introduced x).

Remark 23. Consider the graph G containing two loops as depicted below
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There is an edge going from the defocussing point x to the focussing point y. It is
easy to check that there is no subgraph G′ for which D(G′; G) is de�ned and contains
one loop less than G. This example illustrates the hypothesis of Theorem 25.

Lemma 24. Let G be an optical graph with no edge from a defocussing point to
a focussing one. Then any assignment of labels 1; 2 to edges going out from de-
focussing points and coming in focussing ones transforms G into a labelled optical
graph.

Proof. The hypothesis ensures that any assignment of the labels 1; 2 to a pair of
edges either going in or coming out from a branching point will not interfere with the
assignment to a pair of edges of some other branching point. In fact this could be the
case for those edges which were connecting a defocussing point to a focussing one
and by hypothesis G does not contain such edges.

Theorem 25. Let G be an optical graph containing n loops and assume that no edge
in G which starts from a defocussing point ends into a focussing one. There exists a
labelling G∗ of G such that D transforms G∗ into a graph with n − 1 loops if and
only if there is a loop in G that has a way in and a way out.

Proof. Suppose that there is a labelling G∗ of G such that D transforms G∗ into a
graph with n − 1 loops. By Propositions 17 and 18 we know that for a loop to be
eliminated by the D operation it must have both a way in and a way out. This proves
one direction of the statement.
For the other direction, consider the family of loops with a way in and a way out in

G. There might be several pairs (v; w) of branching points v; w lying in some loop of G
where w follows v, v is focussing and w defocussing. Choose a pair (v; w) and a loop
L such that the pair has minimal distance in G. (The distance between two vertices v
and w in G is the minimal number of edges between these vertices (denoted d(v; w)).)
We want to show that there is a labelling G∗ of G and a subgraph G′ of it such that
D(G′; G∗) has n− 1 loops. Notice that G can be labelled because of Proposition 24.
Let X be the set of vertices lying in L between v and w. De�ne G′ to be the

subgraph of G that contains the set of vertices X . If y is a focussing point in X
and it is not v, then we ask that both its immediate predecessors lie in G′. If y is a
defocussing point in X and it is not w, then we ask that both its immediate successors
lie in G′. These are the only vertices in G′. The edges in G′ are all the edges in G
which link the vertices of G′. The vertices v; w are input and output vertices in G′ and
D(G′; G∗) is de�ned for all labelling G∗ of G because G′ satis�es conditions 1–3 in
De�nition 4.
By hypothesis on the minimality of (v; w) one derives that there are no pairs of

branching points (v′; w′) lying between v and w (notice that v′ might be v and w′

might be w) which also lie in a loop of G. In fact, suppose that there was a focussing
vertex v′ and a defocussing vertex w′ as illustrated in the picture below
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by minimality this is impossible because d(v; w)6d(v′; w′) for any pair (v′; w′) and any
loop L′ in G. (Notice that we have chosen the loop in such a way that the pair is
minimal in G.)
In case the vertex w′ coincides with the vertex w as illustrated below,

the pair (v′; w) and the loop L′ would contradict our choices by minimality. The case
where v′ coincides with the vertex v is similar. Hence all pairs of branching points
(v′; w′) between v and w do not belong to a loop in G.
Therefore, �xing (v; w) we label 1 and 2 the edges going in and coming out the

loop L from v and w, respectively. We also label 2; 1 the twins edges lying in L.
We assign an arbitrary labelling to all other branching points in G. (This is possible
because of Lemma 24.) This labelling guarantees the splitting. In fact, let us consider
the following picture
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The paths between x′′ and y′′ (i.e. the images of x and y) will be doubled by
duplication but they will not introduce any new nested loops since the paths going out
of w′ do not end up in any cycle which is coming back to v′ (as argued before).
This concludes the proof.

Note that arbitrary labelling would falsify the theorem as illustrated in the next
picture

Here we see that two nested loops are duplicated into two nested loops. Another
example is illustrated by the following diagram:

where two nested loops are transformed into two loops that do not meet.
If a graph G contains loops with way in and way out, it might be that by duplication

the graph is transformed into another where cycles cannot be eliminated anymore. Take,
for instance, the following example:
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where the resulting loop has no way in and no way out. One might like to �nd a global
criterion for the elimination of cycles in optical graphs but we will not do it here.

9. Positive resolution

In this section we de�ne a speci�c strategy to transform any acyclic optical graph
G into an H -graph with no focussing vertices (this graph will look like several trees
glued together). It will be a transformation which despite its speci�c nature will bring
some light on the relations between the structure of a graph and the growth rate of its
expansion. We will give upper and lower bounds for its resolutions.

De�nition 26. Let G be an acyclic optical graph and v be a vertex in G. The index
of v (denoted index(v)) is the maximum number of focussing points lying in a path
from some inputs in G to v.

De�nition 27. Let G be an acyclic optical graph and p a path in G starting from some
input vertex of G and ending in some vertex v. The index of the path p (denoted
index(p)) is index(v). The index of the graph G (denoted index(G)) is the maximum
among the indexes of the paths in G.

Let n be the index of G. We de�ne now a graph G+n which we call the positive
resolution of G. By induction on 06i6n, we build a graph G+i as follows:

G+0 =Blow(G)

G+i+1 =D(G′
i ; G

+
i )

where G′
i is the subgraph of G

+
i de�ned as follows. Consider all maximal paths in

G+i starting from input vertices of G+i . For each path p, take the �rst vertex lying
in p such that either it has index 1 in G+i or it has index 0 and it is an immediate
predecessor of a vertex of index ¿1. This vertex is an input vertex of G′

i . As output
vertices of G′

i we take the output vertices of G
+
i . The graph G

′
i is the subgraph of G

+
i

that contains all those vertices in G+i which lie in some paths of G
+
i going from an

input vertex of G′
i to an output vertex of G

′
i . Given any two vertices in G

′
i , there are

as many edges in G′
i between these two vertices as there are in G

+
i . The orientations

are also preserved. It is easy to check that all vertices v of index ¿1 in G+i lie in G
′
i .

To see an example of subgraph G′
i de�ned out of a graph G

+
i take the following
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where the subgraph G′
i is circled by a dotted line. Note that the inputs of G

′
i in the

picture are the focussing points of index 1 and the vertex of index 0 which is immediate
predecessor of the vertex of index 3.
The graph G′

i is a subgraph of G
+
i and D(G′

i ; G
+
i ) is de�ned, for each i6n, since

G′
i satis�es properties 1–3 required by De�nition 4. In fact, if v is a focussing point in
G+i with index(v)= 1, then v belongs to G

′
i as input vertex and therefore its immediate

predecessors will not lie in G′
i . If v is a focussing point in G

+
i with index(v)¿1,

then both its immediate predecessors v1; v2 should lie in G′
i . This is because either

index(v1); index(v2)¿1 (and therefore v1; v2 lie in G′
i), or if index(vj)= 0 (for some

j=1; 2) then by construction vj should be an input of G′
i . (This proves that property 1

is satis�ed.)
If v is a defocussing point in G+i with index(v)= 0 then v does not lie in G

′
i . This

is true because G+i =Blow(G
+
i ), for all i¿0. (For i=0 we notice that G

+
0 has been

de�ned by applying the blowing operation to G and for i¿0 we argue by induction
using Proposition 22). This ensures that v cannot be the immediate predecessor of a
node w having an index ¿1. In fact G+i does not contain edges linking a defocussing
point to a focussing one. If index(v)¿1 then its immediate successors belong to G′

i

because they lie in some paths between the input vertices of G′
i and the output vertices

of G+i . (This shows that property 2 holds.)
If index(G)= n¿1 then there is at least one input of G′

i which is a focussing point
for all 16i6n. This is because index(G+0 )= index(G) and index(G

+
i )= n − i as we

show next. (This shows that property 3 in De�nition 4 holds.)
Let us denote with �i :G+i → G+0 the projection obtained by composing the canonical

projections �i :G+i →G+i−1, for n¿i¿1 in the obvious way. The following two lemmas
illustrate how the index of the graph G+i decreases when i increases.

Lemma 28. For all 06i6n; index(G+i )= n− i.

Proof. First let us observe that by the construction in the Blowing Lemma, index(Blow
(G))= index(G) for any acyclic optical graph G. In fact, the blowing operation does
not introduce any new focussing points in Blow(G) nor it eliminates them.
Then we want to observe that the de�nition of G+i (=D(G′

i−1; G
+
i−1)) duplicates

the subgraph G′
i−1 by reducing all focussing points v of index 1 in G

+
i−1 to points w

(where �i(w)= v) with index(w)= 0 in G+i . In particular, it does not introduce any
focussing points since all the outputs of G+i−1 are also output points for G

′
i−1. Therefore

there are no vertices in G+i−1 whose counterimage has larger index.
This implies that for all paths p in G+i , index(p)= index(�(p))− 1. Hence, index

(G+i )= index(G
+
i−1)− 1 and in particular, index(G+i )= index(G+0 )− i= n− i.

Lemma 29. Let x be a vertex in G+i of index r¿1. Then �
i(x) has index i+r in G+0 ;

for all n¿i¿1. Moreover; if x is a focussing point in G+i then �
i(x) is a focussing

point in G+0 .

Proof. To prove the statement we need to show that all vertices x in G+i with index(x)
= j¿1 have the property that index(�i(x))= j+1 in G+i−1. By arguing as in Lemma 28
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this is true for all vertices which are focussing in G+i−1. For all other vertices v one
applies the de�nition of index and derives the statement by arguing on the index of
the focussing vertices lying in some path between the input points in G+i and v.
The second part of the statement follows from the fact that if x is a focussing point

in G+i then �i(x) is a focussing point in G
+
i−1.

Notice that we cannot claim a similar statement for the vertices x of index 0 in G+i
because �i(x) can be of index 0 as well. Take for instance any input vertex x of G
and notice that each counterimage of x in G+i has index 0.

9.1. An upper bound for positive resolution

To prove upper and lower bounds for the size of G+n we need to introduce the notion
of decomposition for an acyclic optical graph. The de�nition is completely general and
need not be applied to the speci�c graph G+n . The idea of this decomposition is to
break a graph into ‘nice’ pieces B0; : : : ; Bn (where n is the index of the graph) which
do not contain any focussing point. The upper bound to the size of G+n will depend
on the size of the subgraphs B0; : : : ; Bn, the number of focussing points in G and the
index of G.
We de�ne B0; : : : ; Bn as follows. Let Wi be the set of vertices v in G which are either

focussing points with index(v)= i, or immediate predecessors of focussing points y
with index(y)¿i and index(v)¡i, for 16i6n. Let W0 be the set of inputs of G.
For all 06i6n, the graph Bi is the subgraph of G whose vertices are all nodes in

G which lie in some path from a vertex in Wi to a vertex which is either in Wi+1 or
is an output vertex of index i in G. The edges of Bi are all the edges in G linking
two of its vertices. The orientation of the edges is preserved.
The subgraphs Bi are usually not disjoint and they might be disconnected.
To see an example of decomposition let us consider the following graph:

where B0 and B1 are not disjoint and B1 is disconnected.

Lemma 30. Let x be a vertex in G+i ; for 16i6n−1. The vertex x is an input vertex
of G′

i i� �
i(x) ∈ Wi+1. Moreover; x is an input vertex of G′

0 i� x ∈ W1.



A. Carbone / Annals of Pure and Applied Logic 100 (1999) 1–67 37

Proof. Notice �rst that the input vertices x of G′
0 are exactly the nodes in W1 by

de�nition. Using Lemma 29 and by chasing the de�nitions we derive the claim for all
16i6n− 1.

Theorem 31. Let G be an acyclic optical graph. Let n be the index of G. Then

|G+n |6
n∑

i=0

2i · |Bi|+
n∑

i=1

2i−1 · |Wi|

where B0; : : : ; Bn is the decomposition of G+0 .

Proof. Let us begin to notice that G+1 is built by patching together two copies of G
′
0

and one copy of B0. Each copy of G′
0 is constituted exactly by the subgraphs B1; : : : ; Bn.

(This is to say that all vertices in G′
0 belong to some Bi, for i=1; : : : ; n.)

Inductively G+i has been de�ned by patching together 2
i copies of G′

i , 2
i−1 copies

of Bi−1, 2i−2 copies of Bi−2; : : : ; 2 copies of B1 and one copy of B0. Each copy of
G′
i−1 is constituted exactly by the subgraphs Bi; : : : ; Bn. (This is to say that all vertices
x in a copy of G′

i−1 in G
+
i are mapped by �

i into �i(x)∈Bj−1, for j= i; : : : ; n. This is
a consequence of Lemma 30.) The graph G+n will look like

The way to patch together di�erent copies of Bj’s introduces at most 2i−1 · |Wi| new
vertices at the step i of the construction (by the observation above and Lemma 30).
This means that |G+n | can be estimated as claimed.

Some rougher estimates which we can deduce as corollaries of the theorem are the
following

Corollary 32. |G+n |6
∑n

i=0 2
i+1 · |Bi|

Proof. This is because |Wi|6|Bi| (by de�nition of Wi).

Corollary 33. |G+n |62n+4 · |G|.
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Proof. This follows from Corollary 32 and |Bi|6|G+0 |63·|G| (where the last inequality
is Lemma 21).

Corollary 34. If for each focussing vertex x in G; index(x)= index(x1)+1= index(x2)
+ 1 where x1; x2 are immediate predecessors of x in G; then

|G+n |6
n∑

i=0

2i · |Bi|;

where n is the index of G and B0; : : : ; Bn is the decomposition of G+0 .

Proof. From the assumptions the sets Wi contain only focussing points of index i
in G. This means that in the construction of Theorem 31 we do not have any new
nodes which is introduced to patch together immediate predecessors of focussing points.
This means that we can ameliorate the estimates of the theorem as |G+n |6

∑n
i=0 2

i ·|Bi|.

Corollary 35. If for each focussing vertex x in G; index(x)= index(x1)+1= index(x2)
+ 1 where x1; x2 are immediate predecessors of x in G; then

|G+n |622k+4 · r

where k is the height of G and r is the number of input vertices in G.

Proof. If k is the height of G and r its input vertices, it is a straightforward calculation
to show that the size of G is 62k+1·r. By Lemma 21 we also know that |Bi|6|G+0 |63·
|G|. By applying these estimates to Corollary 34 we derive the claim. (Strictly speaking
we also use the fact that k¿n.)

9.2. An exponential lower bound for positive resolution

In this section we present the notions of focal pairs, long chain of focal pairs and
visibility graph. These concepts have been introduced in [10] to study the exponential
divergence which results from the branching within an optical graph G. Here we will
use visibility graphs to explain the exponential expansion of resolution graphs and
therefore of cut elimination.

De�nition 36 (Carbone–Semmes). Let G be an optical graph. By a focal pair we mean
an ordered pair (u; w) of vertices in G for which there is a pair of distinct paths from
u to w. We also require that these paths arrive at w along di�erent edges 
owing
into w.
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An example is illustrated below

where in thicker lines we see two di�erent paths from u to w. The pair (u; w) forms
a focal pair.

De�nition 37 (Carbone–Semmes). By a chain of focal pairs we mean a �nite sequence
of focal pairs {(ui; wi)}ni=1such that ui+1 =wi for each i=1; 2; : : : ; n− 1. We call n the
length of the chain, and u1 the starting point of the chain.

By applying the D operation we can create new focal pairs. This occurs every time
there is a path in the subgraph G′ which links an input vertex with an output vertex
of G′ which are not respectively focussing and defocussing points. This means that
the length of a chain of focal pairs in a graph G can actually increase with repeated
applications of the operation D.
We introduce now the notion of visibility graph which roughly speaking can be

thought to be the ‘covering’ graph of G at a point v. Intuitively the visibility graph
represents the way that G looks from the perspective of v. Its properties (for both
cyclic and acyclic graphs) have been thoroughly studied in [10].

De�nition 38 (Carbone–Semmes). Let G be an optical graph and v be a vertex. The
visibility V+(v; G) of G from v is a graph whose vertices are the oriented paths of G
which start at v. The “degenerate path” which consists of v alone, without any edge
attached to it is included and represents a vertex of the visibility graph called basepoint
of V+(v; G). Two vertices p1; p2 in V+(v; G) are connected by an edge oriented from
p1 to p2 exactly when the corresponding paths in G have the property that the path
associated to p2 in G is obtained by the path associated to p1 by adding one more
edge in G at the end of it. We attach only one such edge in V+(v; G) from p1 to p2
and these are the only edges that we attach.

The visibility graph is an oriented graph. It might be in�nite, in case the optical
graph G contains cycles, but it is locally �nite however. In fact there is at most one
edge going into any vertex and there are at most two edges coming out of any vertex.
It is easy to show that the visibility graph is always a tree.

Proposition 39 (Carbone–Semmes). Let G be an acyclic optical graph and let v be a
vertex in G. Suppose that there are no paths in G starting at v with length greater
than k. Then |V+(v; G)|62k+1.
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Proof. (We follow the argument given in [10].) Let Sj denote the set of vertices in
V+(v; G) which can be reached from the basepoint v by an oriented path of length j,
j¿0. We want to estimate the number Nj of elements of Sj. Notice that S0 consists
of only the basepoint, so that N0 = 1. In general we have

Nj+162 · Nj
for all j¿0. Indeed, the de�nition of Sj ensures that for each element p of Sj+1 there
is a q ∈ Sj such that there is an edge in V+(v; G) that goes from q to p. There can
be at most two p’s corresponding to any given q, since V+(v; G) is an optical graph,
and the inequality above follows from this.
Thus we have that

Nj62j for all j

and the union
⋃k
j=0 Sj has at most 2

k+1 elements.

Proposition 40 (Carbone–Semmes). Let G be an acyclic optical graph of size n. Then
V+(v; G) has at most 2n vertices.

Proof. Since G is acyclic then V+(v; G) has only �nitely many vertices. By
Proposition 39 we obtain the desired bound.

Proposition 41 (Carbone–Semmes). Let G be an acyclic optical graph. Suppose that
v is a vertex in G and that there is a chain of focal pairs in G starting at v and with
length n. Then 2n6|V+(v; G)|.

Proof. (We follow the argument given in [10].) Let {(ui; wi)}ni=1 be a chain of focal
pairs in G which begins at v and has length n. It su�ces to show that there are 2n

distinct vertices in the visibility V+(v; G) which project down to wn under the canonical
projection. This amounts to saying that there are at least 2n di�erent oriented paths in
G which go from v= u1 to wn. This is easy to see, since there are at least two distinct
oriented paths �i and �i going from ui to wi for each i=1; : : : ; n, and there are 2n

di�erent ways to combine the �i’s and �i’s to get paths from u1 to wn.

We will see now how the visibility graph corresponds in some precise way to a
graph obtained by the elimination of focal pairs through positive resolution.

Theorem 42. If G is an acyclic optical graph; then

|V+(�n(v); G)|6|V+(v; G+n )|
for all vertices v in G+n .

Proof. We show that the following holds:

|V+(�i+1(v); G+i )|6|V+(v; G+i+1)|
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where �i+1 :G+i+1→G+i is the canonical projection. Then by composing properly the
inequalities we obtain the claim.
To show this inequality let us give the following symbolic picture of G+i+1 (left) and

G+i (right).

where the output vertices of G′
1; G

′
2 are output vertices of G

+
i+1 as well, and where the

input vertices might or might not correspond to focussing points in G+i .
It is immediate to see that from the vertex v in the picture

|V+(v; G+i+1)|=2 · |V+(�i+1(v); G+i )|+ 1
and from the vertex w we have

|V+(w;G+i+1)|= |V+(�i+1(w); G+i )|
Therefore the inequality above holds for all vertices x in G+i+1 since the size of the
visibility can only increase (this is easily seen by an inspection of the picture).

From the proposition we just stated it follows that if we have a lower bound for
the visibility of a vertex in G then the same lower bound holds for the size of G+n . In
particular, if the visibility of a vertex in G has exponential size in the size of G, then
the positive resolution G+n should have exponential size.

Theorem 43. If G is an acyclic optical graph; then

|V+(v; G+n )|6|G+n |
for all vertices v in G+n .

Proof. The graph G+n does not contain any focussing point, therefore given any vertex
v in G+n there is only one path from v to a vertex y in G+n . This means that there is
a bijection from the vertices in V+(v; G+n ) and the vertices in G

+
n which are accessible

from v. This bijection can be extended in a natural way to a bijection on edges and it
is an isomorphic embedding of V+(v; G+n ) into G

+
n . Hence the claim.

Corollary 44. If G is an acyclic optical graph; then

|V+(v; G)|6|G+n |
for all vertices v in G.
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Proof. We combine Theorems 42 and 43.

Theorem 45. If for each focussing vertex x in G; index(x)= index(x1)+1= index(x2)
+ 1 where x1; x2 are immediate predecessors of x in G; then

V+(�n(v); G) ' V+(v; G+n )

for all vertices v in G+n .

Proof. From the hypothesis that index(x)= index(x1) + 1= index(x2) + 1, for all fo-
cussing points x and immediate predecessors x1; x2 of x in G, we know that the number
of input vertices in each G+i is preserved by duplication. In fact no input vertices of
G+i belongs to G

′
i , for i=0; : : : ; n− 1, because an input vertex has index 0 and there

are no input vertices that can be immediate predecessors of some focussing vertex of
index i¿1.
In particular, for all i=0; : : : ; n − 1, all input vertices of G′

i are focussing points.
Their output points are the outputs of G+i by construction. Therefore the duplication
induced by D(G′

i ; G
+
i ) preserves the paths as stated in Proposition 11 and no new

defocussing or focussing point is introduced in D(G′
i ; G

+
i ). In particular,

V+(�i(v); G+i ) ' V+(v; G+i+1)

for all v in G+i+1.
In fact, if v is in G′

i then V+(v; G+i+1) is V+(�i(v); G
+
i ) since the portion of the graph

visited by the visibility is the same for G′
i and G

+
i by construction.

If v is in G+i+1=G
′
i;1⊕G′

i;2 then given a path p in G
+
i+1 from v to y, and the corre-

sponding path �i(p) in G+i from �i(v) to �i(y), we claim that if q is the path obtained
from p by adding an edge from y to y′, then there is a path �i(q) in G+i obtained
from �i(p) by adding an edge �i(�) from �i(y) to some vertex �i(y′). This follows
by construction of G+i+1. The only di�cult point is given by the fact that in G

+
i+1 there

might be pairs of distinct points y1; y2 which map into the same vertex y in G+i . This
does not disturb the visibility though.

From Proposition 41 we can derive an exponential lower bound on V+(v; G+n ).

Theorem 46. Let G be an acyclic optical graph and v be a vertex in G such that
there is a chain of focal pairs in G starting at v and with length n. Then

2n6|V+(y;G+n )|

for all vertices y such that �n(y)= v.

Proof. From Proposition 41 we obtain the inequality 2n6|V+(v; G)| and from
Theorem 42 we derive the inequality |V+(v; G)|6|V+(y;G+n )|, for all vertices y such
that �n(y)= v. By combining the two inequalities we derive the claim.
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9.3. An exponential upper bound for the visibility

In this section we derive an upper bound for the size of a visibility graph from the
upper bound proved in Section 9.1.
For any acyclic optical graph G and any vertex v in G let us consider the subgraph

G∗ of G with input v constituted by all vertices y having a path from v to y, and all
edges connecting these vertices.
Let n be the maximal index of a path in G starting at v. Notice that n= index(G∗) be-

cause v is the only input vertex of G∗. In particular, the inequality index(G∗)6index(G)
holds.
The graph G∗ satis�es the assumptions of Corollary 34 and therefore

|G+∗; n|6
n∑

i=0

2i ·|Bi|;

where the graph G+∗; n is the positive resolution of G∗ and the Bi’s de�ne the decom-
position of G+∗;0 as in Theorem 31 as in Section 9.1. The graph G+∗; n is the visibility
of v in G∗ and in particular it is the visibility of v in G.
Hence we proved the following:

Theorem 47. If G is an optical graph and v is one of its vertices; then

|V+(v; G)|6
n∑

i=0

2i ·|Bi|

where n is the maximal index of a path in G starting at v.

Corollary 48. If G is an optical graph and v is one of its vertices; then

|V+(v; G)|62n+2 · |G|

where n is the maximal index of a path in G starting at v.

Proof. The statement follows from Theorem 47 and the fact that |Bi|62·|G|. (Remem-
ber that the Bi’s are de�ned with respect to G+

0 , where |G+
0 |62 · |G| by the Blowing

lemma.)

This last statement greatly improves the upper bound given in [10]. Moreover one
can check the upper bound in Theorem 47 is sharp for a graph G which is a tree (since
index(G)= 0, and B0 is G in this case), and for the chain of focal pairs illustrated in
the �rst example of Section 5 (where each |Bi|=3 for i=0; : : : ; n − 1, |Bn|=1, and
|Wi|=1 for all i=0; : : : ; n).
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10. Negative resolution and negative visibility

In the previous sections we con�ned ourselves to what one sees in a graph from
a vertex v in the direction of positive orientation. One could just as well look at the
negative orientation and de�ne notions of negative resolution and negative visibility
instead. Here defocussing branch points instead of focussing ones will be considered.
Let anti-index(v) be the number of defocussing points from some output vertex in

G to the vertex v. Let anti - index(G) be the maximum among the anti-indexes of the
points in G. We now de�ne the negative resolution of G as the graph G−

n obtained
by the following inductive steps:

G−
0 =Blow(G)

G−
i+1 =D(G′

i ; G
−
i )

where the graph G′
i is de�ned as for G

+
i+1, but where the role of the index is played here

by the anti-index, inputs by outputs, and focussing vertices by defocussing vertices.
The intuition behind the notion of negative resolution is the same as for the positive

resolution. One wants to eliminate all defocussing points from the original acyclic
optical graph G and wants to do this by eliminating �rst the defocussing points of
anti-index 1. (Notice that the defocussing points of anti-index 1 in G−

i are the closest
to the output points of G−

i , as the points of index 1 in G
+
i were the closest to the

input points of G+i .)
The results in the previous sections can be restated for negative resolution and we

will not do it explicitly here. We want to notice however that the results in Section 9.2
will be dependent on the notion of negative visibility V−(v; G) which is the counter-
part for defocussing points of the visibility graph. (Instead of looking at the positive
orientation, one looks at the negative one.)
A slight modi�cation of the strategy which builds positive resolutions consists in

considering those subgraphs G′
i which are only required to contain all defocussing

points in G. In this way, the output vertices of G′
i might be vertices which are not

output for G+i . Hence, this notion gives a weaker version of the construction of positive
resolution and we will refer to it as positive weak resolution. The graphs in the third
picture of Section 5 illustrates this construction. (We already invited the reader to com-
pare these graphs with the ones in the second picture of the section which correspond
to positive resolution.)
An analogous version of negative weak resolution is easily de�ned.

11. Formal proofs and optical graphs

In this section we �rst introduce a basic interpretation of optical graphs in logical
terms. The �rst result we present shows that for each acyclic optical graph one can
always �nd a proof with the same topological structure. Then we will show a series
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of facts which will emphasize how special are logical 
ow graphs of proofs compared
to optical graphs in general. In the next section we interpret duplication as the combi-
natorial counterpart of the operation of cut-elimination which eliminates contractions.
Let us start by looking for a proof with a logical 
ow graph having the same structure

of branching points as a given optical graph. We show that it is always possible to
�nd such a proof.

Theorem 49. For any acyclic optical graph G there is a proof having a logical 
ow
graph with the topological structure of G. Moreover; if a defocussing point in G is
followed by a focussing one then the proof will contain a cut on some atomic formula.

Proof. Let G be an acyclic optical graph. We assume �rst that G is connected.
(The case of G disconnected is treated later.) Let G′ be the minimal optical graph
with the same topological structure as G, whose existence is claimed by Proposition 16.
We will build a proof � whose logical 
ow graph has the same topological structure
as G′ (and G). In particular, focussing points in G′ will correspond to F :times rules
and defocussing points to contractions on the left. We will not have contractions on
the right but we will possibly make use of ∧ : right rules.
The proof � is built by induction on the height of the subgraphs of G′ starting from

its input vertices. Let n be the height of G′. The idea is to associate to the subgraphs
of G′ of height k6n a set of proofs that will be combined along the construction to
form the proof �. (Notice that there might exist several connected subgraphs of G′

of height k.) At stage k = n of the construction we will end up with a proof with the
same topological structure as G′.
The end-sequents of the proofs that we build along the construction are of the form

�→ F(t), for some term t and some collection � of formulas of the form F(s). The
occurrence F(t) on the right hand side of the end-sequent will be associated to some
vertex of the optical graph G′.
Along the construction we mark the formulas in the proof in such a way that they

will be related in a unique way to a labelling of the optical graph. More precisely, to
each output vertex in a subgraph of G′ of height k we assign a formula as a label in
such a way that there will be exactly one proof in the set built at stage k which has
the same formula appearing on the right hand side of its end-sequent.
Let us enter now into the details of the construction. We consider �rst all subgraphs

of G′ of height 1, that is all the input vertices.
To each input vertex in the optical graph we associate a label F(2)(i) and an axiom

of the form F(2) → F(2)(i), where i is an integer and the superscript (i) denotes
the right occurrence of the formula F(2). To each input vertex we assign a di�erent
value i in such a way that if there are l input vertices in G′, i will vary from 1
to l.
Suppose now that all subgraphs of G′ of height k¡n have been considered. We

want to assign a set of proofs to all subgraphs G∗ of G′ of height k + 1 and a label
to the vertices of height k + 1. This will be done in such a way that for each output
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vertex of the subgraphs there is exactly one of the proofs in the set whose formula
lying in the right hand side of its end-sequent is identical to the label of the vertex.
To do this we will consider one by one all vertices in the G∗’s of height k +1. When
all of them have been considered we will be �nished.
There are three possible situations that might occur.
Let v be a vertex of height k in G∗ and label F(t)( j). Suppose that v is a defocussing

point in G∗. Its two immediate successors in G∗ have height k +1 and we label them
F(t)(r) and F(t)(r+1), where r is the �rst integer value that has not yet being used
in the construction. We also add to the set of proofs two new axioms of the form
F(t)( j)(r+2) → F(t)(r) and F(t)( j)(r+2) → F(t)(r+1) and we change the label F(t)( j) both in
v and in the unique formula labelled F(t)( j) which appears in the right-hand side of
the end-sequent of some proof obtained by construction, into the new label F(t)( j)(r+2).
(Notice that by doing this the vertices of height k+1 in G∗ have no subscript in their
labels. Just a superscript.)
Suppose that v is a vertex of height k + 1 and it is a non-branching point in G∗.

Then we label it with the label of its immediate predecessor. Nothing will be done to
the set of proofs.
Suppose that v is a vertex of height k + 1 and suppose that v is a focussing point

in G∗ with its immediate predecessors labelled by F(t)( j) and F(s)(l). We label v
with F(t ∗ s)(r), where r is the �rst integer value that has not yet being used in the
construction. We then combine with an F : times rule the two proofs having the right-
hand side formula in their end-sequents labelled by F(t)( j) and F(s)(l). These proofs are
unique by construction and they are distinct since j and l are distinct. The end-sequent
of the proof is of the form �→ F(t ∗ s)(r) for some collection �.
By applying the F : times rule, we might end-up to have on the left-hand side of the

end-sequent a pair (maybe more than one) of formulas with the same subscript, say
F(t)(i)(k). In this case, we contract the two occurrences F(t)

(i)
(k) and we cut the resulting

formula with the only proof in the set which has F(t)(i)(k) lying in the right-hand side
of its end-sequent. (This proof exist because the subscript (k) can be introduced only
after having built it. In particular, it was never used to combine it through a F : times
rule with some other proof, because it is denoted by a subscript.)
We repeat this construction for all the pairs of formulas with a common subscript

which occur on the left-hand side of �.
At the end of the construction (i.e. when all the vertices of height n have been

analyzed) we might end-up with a set of subproofs instead of just one. Each one of
these subproofs must contain some formula (in the end-sequent) which is denoted by a
subscript. In particular, for any such formula F(t)(i)(k) the set should contain exactly two
subproofs where the formula occurs on the left-hand side of the end-sequents and one
subproof where the formula occurs on the right-hand side of the end-sequent. These
properties are easily checked by induction on the construction.
We want to combine the subproofs in the set with ∧ : right rules to obtain one

single proof and we proceed in such a way that the properties above will remain true
at each step of the construction. We look at those subproofs in the set whose
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end-sequent contains on its right-hand side a formula denoted by a subscript, and we
start by considering the formula with the largest k, say F(t)(i)(k). By construction there

exists two distinct subproofs in the set with F(t)(i)(k) lying on the left-hand side of their
end-sequents. (In fact, if the two occurrences where lying in the end-sequent of one
single proof they would have already been contracted and cut by some previous step of
the construction.) We combine these subproofs via an ∧ : right rule. On the left-hand
side of the end-sequent of the new proof we contract the pairs of formulas F(t)(i)(k) and

we cut the resulting formula with the only proof in the set which has F(t)(i)(k) lying
on the right-hand side of its end-sequent. We contract and cut also all other pairs of
identical formulas which are denoted by a subscript and lie on the left-hand side of
the end-sequent.
We repeat this step until there are not anymore subproofs whose formula lying on

the right-hand side of the end-sequent is denoted by a subscript. This means that we
remained with one proof only.
To show that the proof we have built has the same topological structure as G′ we

should notice that contractions and F : times applications in � correspond to those
formulas which label branching points of G′. If a branching point in G′ is focussing,
by construction the F : times rule is applied and the correspondence is obvious. If the
branching point is defocussing, the construction is a bit more complicated. In fact it
introduces two axioms whose formulas on the left are labelled by the same subscript.
Later in the construction this pair of formulas will end-up lying in the same sequent.
This is ensured by the fact that we will end-up with only one proof at the end and that
this proof shall contain as subproofs all the subproofs built along the di�erent stages
of the construction. The construction will contract the two formulas having the same
label and create a defocussing point as desired.
If G is disconnected, we apply the construction described above on all its connected

components and we combine all the proofs associated to them with ∧ : right rules. The
logical 
ow graph of the resulting proof will be clearly disconnected.
This concludes the proof of the �rst part of the statement. To check the second part

is easy. We notice that by construction a focussing point corresponds to the application
of an F : times rule to some positive occurrence and a defocussing point corresponds
to the application of a contraction to negative occurrences. Since negative and positive
occurrences should be linked by the assumption on the graph G, this means that there
should be a cut-edge along the path in the logical 
ow graph of the proof going from
the focussing point to the defocussing one.
(Notice that the construction asks for a cut-edge also between points in a proof

corresponding to con�gurations as the following
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The proof that is produced by this con�guration can be simpli�ed to a cut-free one
which has the same topological structure as G. The checking of this remark is tedious
and we skip it. The main point we want to make here is that no simpli�cation of cuts
can be performed to eliminate the cut-edge corresponding to a focussing point followed
by a defocussing one, without disrupting the topological structure of the logical 
ow
graph.)

The proof of the last statement associates to an acyclic graph which contains fo-
cussing points a proof with cuts on atomic formulas. The presence of focussing points
in the graph allows the implicit representation of parts of the graph. In fact, by the
point of view of the immediate predecessors x; y of a focussing point v in a graph G,
whatever follows v is the ‘same’, in the sense that

V+(x; G) ' V+(y;G)

More generally, given any two vertices v; w in G we say that G is an implicit
representation of V+(v; G) and V+(w;G) when there are paths starting from v and
w in G which overlap. Clearly, the overlapping is possible only when v and w have
access to a ‘common’ subgraph of G.
This implicitness can be realized in a proof only through cuts. This aspect of im-

plicitness versus explicitness in graphs of proofs is a reminder of the transformation
of circuits into boolean expressions (see [18]).

Theorem 50. Let b1; : : : ; bk be boolean operations and C be a circuit of size n with
inputs x1; : : : ; xr de�ned over b1; : : : ; bk . There is a proof � of size O(n) with cuts
on atomic formulas which is formulated in the propositional part of the predicate
calculus LK extended with the rules

�1 → �1; F(a1) : : : �n(i) → �n(i); F(an(i))
�1;:::; n(i) → �1;:::; n(i); F(bi(a1; : : : ; an(i)))

where i=1 : : : k and n(i) is the arity of bi. Moreover; the underlying graph of C and
the logical 
ow graph of � have the same topological structure.

Proof. The proof follows the same lines as the proof of Theorem 49, where the binary
F : times rule is replaced now by n(i)-ary rules. If for all i, the arities n(i) equal 2,
the logical 
ow graph of a proof in the new calculus would be an optical graph. If
n(i)¿2 for some i, then one should be careful to extend the notions of optical graphs
and topological structure to focussing points of in-degree n(i). This is an obvious
extension and there are no serious technical problems to overcome.

Given an optical graph with cycles there might be no proof with the same topological
structure.

Theorem 51. It is not true that for each optical graph with cycles there is a proof
with the same topological structure.
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Proof. Take any optical graph containing a cycle with no way in. Let us suppose that
this is the only cycle in the graph and that there is a proof with the same topological
structure. By Theorem 25 we know that the cycle cannot be eliminated by duplication.
On the other hand, as argued in Section 12 we also know that the procedure of cut
elimination transforms a graph of a proof into a new one with the same topological
structure except when cuts over contractions are eliminated. In this last case the oper-
ation of cut elimination corresponds to duplication over logical 
ow graphs of proofs,
which cannot disrupt the cycle. This gives a contradiction with the fact that cut-free
proofs are always acyclic. (We have been a bit sloppy here in our argument concerning
cut elimination but the reader can �nd the details of the transformation in combinatorial
terms in Section 12.)

Remark 52. Proofs with cycles must contain cuts of logical complexity greater
than 1. In fact any cyclic path in a proof needs to pass through a cut on a formula
which contains a binary logical connective.

Proposition 53. Let � be a cut-free proof. There is no focussing point in the logical

ow graph of � which is followed by a defocussing one. In particular; there are no
chains of focal pairs of length greater than 1.

Proof. A focussing point in the logical 
ow graph of a proof corresponds to a con-
traction over positive occurrences and a defocussing point corresponds to a contraction
over negative occurrences. This means that in the logical 
ow graph of a proof, a
focussing point is followed by a defocussing one only if there is an edge which links
positive occurrences to negative ones. This type of edges are the cut-edges and since
� is cut-free the �rst part of the claim follows. To see the second part of the claim
it is easy. We need to notice that a focal pair can follow another focal pair only if
the defocussing point of the second follows the focussing point of the �rst. But for
cut-free proofs, this is forbidden by the �rst part of the statement.

When we eliminate cuts from a proof we transform it into a proof whose logical

ow graph is an optical graph constituted by several (maybe one) acyclic connected
components. Each of these components has several inputs and several outputs but no
chains of focal points of length greater than 1. They are H -graphs.
To conclude this section let us add some remarks concerning logical 
ow graphs

that contain cycles. In the next section we will show that the operation of duplication
D is the combinatorial formulation of the operation of duplication of subproofs which
takes place by treating contractions in cut elimination. In particular, we will see that
the topological structure of the logical 
ow graph of a proof changes during cut elim-
ination exactly when cuts over contractions are eliminated. Bearing this in mind, we
can proceed with our remarks.
In Section 8 we have seen how the labelling of an optical graph plays a crucial

role in the elimination of cycles. Theorem 25 emphasizes that not all labellings of an
optical graph would lead to the elimination of its cycles by duplication. Since Gentzen
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Cut Elimination theorem ensures that there is a sequence of steps of elimination of
cuts which leads to a cut-free proof and since logical 
ow graphs of cut-free proofs are
acyclic [3], we conclude that the logical formalism LK induces a labelling of the logical

ow graph of a proof which leads to the elimination of cycles through duplication. (The
formal check of this assertion is left to the reader.) This is a remarkable point which
emphasizes the special nature of the graphs built through formal logical rules.
Another amusing point is that formal logical rules allow to build only those cycles

which have both a way in and a way out.

Theorem 54. Let � be a proof and L a loop in its logical 
ow graph. Then L has
both a way in and a way out.

Proof. Let us consider only those procedures of cut elimination which eliminate weak
cut-formulas from a proof only at the end. With this restriction we do not lose any
generality and moreover we avoid to consider the case where the disruption of a cycle
is induced by the cancelation of an entire subproof.
A proof containing cuts on weak formulas only are acyclic. This is easy to prove.

It was shown in [4] and the argument exploits the fact that logical paths passing
through weak cut-formulas end-up into weak occurrences in axioms and they have no
possibility to turn around on axioms as it would be required by a cyclic path. Therefore,
this means that L should have been disrupted by duplication at some point during the
process of cut elimination (before arriving at the stage where cuts on weak formulas
are eliminated). But by Theorem 25 this is possible only if L has both a way in and
a way out.

Remark 55. The logical 
ow graph of a proof always satis�es the conclusions of
the Blowing lemma (Lemma 21), i.e. there is no edge between a defocussing and a
focussing point. To see this notice that defocussing points in a logical 
ow graph are
associated to negative occurrences of formulas in a proof. Similarly, focussing points
are associated to positive occurrences. Moreover, the only edges in a logical 
ow graph
which connect negative to positive occurrences are axiom-edges. It is routine to check
that these occurrences of formulas in an axiom cannot possibly be branching points.

12. Cut elimination and duplication

The operation of duplication given in De�nition 4 is the combinatorial formulation
of the operation applied to logical 
ow graphs of proofs when cut eliminating contrac-
tions. All steps of cut elimination except the ones involving contractions, transform a
graph into another with the same topological structure. They deform, stretch, shrink
the logical 
ow graph of a proof without disrupting the branching points and=or adding
new ones. There is only one exception to this. It is the step dealing with cut-formulas
which are weak which can disrupt the logical 
ow graph by cancelling out part of it.
We disregard this exception because this step can always be postponed in the process
of cut-elimination and performed at the very end of it.



A. Carbone / Annals of Pure and Applied Logic 100 (1999) 1–67 51

Before treating explicitly the elimination of contractions as a phenomenon of dupli-
cation, let us give a closer look to the topological transformations of a graph during
cut elimination.
We �rst consider the elimination of cuts on axioms. Going from (1) to (3), paths

are shrunk or extended but that is all. The passage from (2) to (3) is more delicate.
In fact with this step one removes a possibly large part of the logical 
ow graph. The
cancelation of the subproof �0 can lead to the breaking of cycles, or to the breaking of
connections between di�erent formula occurrences in the proof. Chains of focal pairs
can be broken and focal pairs can be removed.
For the case of a cut over formulas introduced by logical rules, going from (4) to

(5) requires the shrinking or the extension of paths and the topology of the logical

ow graph is not altered. This is the case for all logical connectives. The same holds
for quanti�ed formulas while passing from (6) to (7) and for the exchange of cuts
with other rules of inference while pushing cuts up in the proof (from (10) to (11)).
Let us now consider the case of contractions. We claim that the passage from (8)

to (9) coincides with the operation of duplication introduced in De�nition 4. Let G be
the optical graph of a proof and suppose that D(G′; G) is the result of the operation
D applied to a proof like (8) with the purpose to eliminate a cut on the contracted
formula A. The graph G′ corresponds to the subgraph of �1, i.e. the subproof we want
to duplicate, together with the cut-edges involving the cut-formulas lying in �2 in (8)
as illustrated by the picture below

The input and output vertices of G′ which are focussing and defocussing branch points
correspond to negative and positive occurrences of formulas in the contracted cut-
formula. All other input and output vertices of G′ correspond either to weak formulas
or to formulas passing through the side formulas �1; �1.
Let us take a speci�c proof which illustrates well what we just explained.
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In the picture the graph G′ has an input vertex which is a focussing point (this cor-
responds to the negated occurrence of p in ¬p ∨ p) and an output vertex which is a
defocussing point (this corresponds to the positive occurrence of p in ¬p∨p). There
are no other input or output vertices in G′ and this corresponds to the absence of side
formulas �1; �1 in �1.
In general a contracted formula might contain occurrences which are not connected

through logical paths. For instance, any two distinct propositional letters will have
no path connecting them, and this is also true for �rst order proofs. This means that
through the procedure of cut elimination several connected logical 
ow graphs evolve
in parallel until all of them have been transformed into H -graphs, i.e. graphs with no
focussing point followed by a defocussing one. We are not interested in the interac-
tions of the distinct connected components of a logical 
ow graph, but rather in the
evolution of each of them. In particular we want to measure the size of an H -graph
with respect to the geometric properties of the original proof. At this purpose, let us
recall Lemma 6.30 of [10].

Lemma 56 (Carbone–Semmes). Let � : S be a cut-free proof. Let A be the number
of axiom-edges in �; p the number of positive occurrences of atomic formulas in S
and n the number of negative occurrences of atomic formulas in S. Then there exists
atomic occurrences P;Q in S with P positive and Q negative such that there are at
least

A
pn

distinct bridges in the logical 
ow graph of � which go from Q to P.

Proof. (We follow here the argument given in [10].) Since � is cut-free we know that
the total number of distinct bridges in the logical 
ow graph of � equals A. Each of
these bridges will go from a negative occurrence in the end-sequent to a positive one.
The existence of P and Q as above then follows immediately from a simple counting
argument. That is, if P and Q did not exist, then the total number of bridges would
have to be strictly less than A, a contradiction.

Corollary 57. Let � : S be a cut-free proof whose size is exponential in the size of
S. Then the logical 
ow graph of � contains a subgraph of exponential size which
is an H -graph.

Proof. From Lemma 56 we know that there is an exponential number of bridges
starting from an occurrence Q in S and going to an occurrence P in S. Take the
connected subgraph of the logical 
ow graph of � which contains these bridges. It is
easy to see that it is an H -graph since H is cut-free. Moreover the number of axioms
in � has to be exponential since there are exponentially many bridges starting in P
and ending in Q (here we use again the fact that � is cut-free). Therefore the size of
the H -graph is exponential.
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This means that it is necessary for the logical 
ow graph of a proof to develop
into a subgraph of exponential size, whenever its cut-free forms are of exponential
size. Hence we can hope to use the combinatorial notions introduced in the previous
sections to prove that proofs with certain geometrical properties need to evolve into
large cut-free proofs.
From the examples in Section 5 we have seen that the process of cut-elimination

might have no end, depending on the choice of the subproof we want to duplicate.
This implies that there are in general in�nitely many cut-free proofs which can be
generated from the same proof with cuts (the same way as in�nitely many H -graphs
can be obtained from the same optical graph).
We have also seen how cut-free proofs might reach an arbitrarily large size, compared

to the size of the original proof with cuts. We know that cut-free proofs in �rst-order
logic for instance, need to be super-exponentially larger than certain proofs containing
cuts (see [16, 17, 22–25]). Our model explains that this is possible. Yet we do not have
a concrete treatment of the geometric properties of �rst order proofs. It is reasonable to
think that for �rst order logic, binary duplications will be forced into k-ary duplications
and that purely geometric considerations will explain super-exponential expansion as
well. The conviction here is founded on the result of [5] where it is shown that a proof
with cycles can always be reduced to an acyclic proof only elementary larger than the
original proof, by changing slightly the proof system. The new proof system (called
ALK , being the acyclic version of LK) contains k-ary versions of the quanti�er rules
which during cut elimination force to duplicate k times the same subproof.
Before concluding this section and start with a thorough analysis of the evolution

of focal pairs through the procedure of cut elimination, let us add a few remarks
on proofs containing contractions only on atomic formulas. Their logical 
ow graph
is quite simple. In fact it is always acyclic (there are no paths which go back to the
same formula and that can help to create a cycle). During cut elimination the subgraphs
G′ associated to subproofs that have to be duplicated have either an input which is
focussing or an output which is defocussing, and for each G′ there is only one such
a vertex. This is because the contracted cut-formulas are atomic. This implies that for
these proofs, we do not need to work with labels on optical graphs since there is no
matching that should be realized between input and output vertices in G′. Also, for
these proofs there is always the possibility to obtain a cut-free proof by eliminating cuts
only on those contracted cut-formulas which appear positively in the proof. (Similarly,
one can eliminate cuts on contracted cut-formulas which appear negatively and leave
inaltered the contractions on positive occurrences.) It is easy to see that this strategy
corresponds essentially to the construction of a graph G+n (G

−
n ) and roughly speaking

it corresponds to the construction of positive (negative) visibilities.
To see a concrete example of this point, let us go back to the proof discussed in

Section 3. The only contractions there appeared on the left hand side of the subproofs
�i. Assume to eliminate �rst the contraction lying in �i and afterwards the contraction
on �i+1, for all i=2; : : : ; n. This strategy corresponds to a weak strategy of duplica-
tion applied to defocussing points and ultimately gives a negative resolution graph of
exponential size as a result.



54 A. Carbone / Annals of Pure and Applied Logic 100 (1999) 1–67

13. Duplication and chains of focal pairs

During the procedure of cut elimination, chains of focal pairs are shortened by
duplications and new pairs of focal points might be added to the logical graph of a
proof. This discussion started in [3, 4, 9, 10] and we return to it here.
We analyze how focal chains evolve along the transformation from (8) to (9) while

cuts on contractions are eliminated, and we study the formation of patterns in logical

ow graphs and their rate of growth. In Sections 13.1 and 13.2 we analyze how
focal pairs are removed or redistributed in the logical graph by duplications and in
Section 13.4 we discuss how new pairs might be formed.

13.1. Removal of focal pairs

Imagine that there is a node in �2 of (8) from which a pair of oriented paths
emerges and goes through �2 until the two paths reach A1 and A2, respectively. From
there the paths will proceed down through the contraction and across the cut into �1.
Let us assume that the two paths either converge together at the contraction of A1

and A2

or later in the subproof �1

In both cases we assume that the paths end in weak occurrences in the axioms in �1.
In either case the convergence of the two paths would be broken in the passage from
(8) to (9). In particular we would lose the focal pair that we had in the logical 
ow
graph of the original proof.
Suppose now that our pair of paths passes in �1 through a chain of focal pairs of

length n− 1 before ending in a weak occurrence in an axiom. In this case we would
have a chain of focal pairs of length n in the original proof as a whole, because of
the focal pair which begins in �2. This chain would not persist after the duplication
of the subproofs, but instead we would have two copies of the chain of length n− 1
from �1 after the duplication of subproofs. These two copies would diverge from each
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other as illustrated in the following picture

We can see this type of phenomenon concretely by rearranging slightly the �rst
example of Section 3. Suppose we want to prove → F(22

n
) from the axiom → F(2).

One can do that by putting together the building blocks

F(22
j−1
)→ F(22

j−1
) F(22

j−1
)→ F(22

j−1
)

�1 F(22j−1 ); F(22j−1 )→ F(22j) F : times
→ F(22

j−1
) F(22j−1 )→ F(22j)

→ F(22j)

The occurrence of F(2) in the axiom → F(2) behaves somewhat like a weak occur-
rence, in the sense that paths in the logical 
ow graph end there and have nowhere
else to go.
If one takes the proof with cuts and simpli�es all of the cuts over the contractions

(i.e. from the bottom of the proof to its top, following (8) and (9)), then one gets in
the end a nice binary tree of exponential size in n. That is, one has uniform binary
splitting of the branches until almost the very end, where one picks up linear graphs
associated to → F(2). The evolution from the chain of interesting pairs to a tree (of
exponential size) is illustrated below

In the terminology of our combinatorial model we obtained the graph G−
n .
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13.2. Redistribution of focal pairs

Imagine that we have a pair of paths which begin at some common starting point
in �2 of (8) and which reach A1 and A2 in the contraction. We suppose �rst that the
paths converge to the same point once the contraction is performed. At the end of this
section we will consider the case where paths do not converge immediately but wait
to converge once they are in �1. The phenomenon we will observe is the same.
Under our �rst assumption, the two paths continue along a common trajectory into

�1 down to a formula in �1 or �1 in the endsequent of �1. After duplication the two
paths will be reunited in the contractions that occur below the new cuts

In this case the duplication of subproofs would not break apart the original focal pair
in (8), it would simply postpone the convergence of the paths.
This kind of process would disrupt a chain of focal pairs, however. Suppose now

that our paths converge at the contraction and continue on into �1, where they run
into a second focal pair contained in �1 before ending in �1 or �1. This possibility
is depicted in the �rst part of the �gure below, and it would give us a chain of focal
pairs of length 2 in the original proof, before the duplication of subproofs.
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In the duplication of subproofs we eliminate the contraction at which the �rst con-
vergence takes place. At best we can only postpone the convergence from the orig-
inal contraction to the ones below the two copies of �1 in (9), as in the picture
above, but this would not be good enough for maintaining the chain of focal pairs of
length 2 in (9). Instead of having two focal pairs, with one following the other, we
have a redistribution of the focal pairs in a kind of nesting. This is illustrated in the
second part of the picture.
It is clear that our path from the contraction of A1 and A2 might continue into a chain

of focal pairs of length n¿1 in �1. This would give rise to a chain of length n + 1
in (8). After the duplication of subproofs we would again lose the chain of length
n + 1 in the larger proof, and we would have two copies of the chain of length n
from �1.
To see this phenomenon occurring in a concrete example take for instance the proof

illustrated in Section 3 of the sequent F(2)→ F(22
n
) which is built by putting together

proofs �j of F(22
j−1
) → F(22

j
) (for 16j6n) using cuts. If we push a cut in this

proof above the corresponding contraction by duplicating subproofs as before, then we
see exactly the kind of phenomena just described. In the end the logical 
ow graph
will be transformed into an H -graph and, as we already observed in Section 12, the
�nal graph will correspond to the weak negative resolution.
There is more than one way to push the cuts up above the contractions in this case.

One can start at the “bottom” of the proof (which means starting on the far right-hand
side of the picture in Section 3), or at the beginning of the proof, or in the middle.
The evolution of the logical graph of the proof is somewhat di�erent if one begins
at di�erent points of the proof. For instance, if one starts at the beginning
(which means the far left-hand side of the graph), then the systematic duplication of
subproofs leads to an evolution of logical 
ow graphs roughly like the one shown
here
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If one begins at the other end of the proof the evolution is illustrated as follows

The �nal result is the same, independently of whether one chooses to start from the
beginning or the end of the original proof, or from anywhere in between. In the end
one obtains an H -graph of exponential size. Notice however that if one starts at the
beginning of the proof then the whole job is done in n − 1 steps, i.e., with n − 1
applications of the operation of duplicating a subproof, as in (8) and (9). The number
of steps of the subproof which is duplicated at the j+1-th step of the procedure is twice
as large as the number of steps of the subproof duplicated at the j-th stage. This means
that the procedure is linear but that it duplicates exponentially large subgraphs. On the
other hand, if we start from the end of the proof, we duplicate at each stage a subproof
whose number of steps is bounded by the number of steps of the original proof. This
leads to an exponential procedure which duplicates subgraphs of bounded size.
As we promised at the beginning of this section, we consider now the case where a

pair of paths which begin at some common starting point in �2 of (8) do not converge
at the contraction of A1 and A2, but wait to converge later on in �1.
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Again we assume that after the paths converge they continue on into a formula in �1
or �1. In this case the focal pair that we have in the original proof (8) persists in (9),
but with the convergence postponed as before.
After passing through the point of convergence in �1 we might pass through a chain

of focal pairs in �1, so that in the proof as a whole we have a chain of length n+1.
As before the �rst focal pair in this chain would be disrupted by the elimination of
the contraction at A1, A2, so that the chain of length n + 1 would not persist in (9).
In the end we would have two copies of the chain of length n from �1, just as in the
�rst step of the evolution shown in the picture above.

13.3. Removal and redistribution of focal pairs

The phenomena of removal and redistribution of focal pairs can be seen also in case
paths from �2 go to �1 through a cut and then come back out of the same cut into
�2 again.

This situation can be analyzed in much the same manner as before. In fact the
settings we discussed in Sections 13.1 and 13.2 can both appear here.
Once the paths go back into �2 they may or may not converge again, or encounter

additional chains of focal pairs. They might eventually end in some weak formula in
�2, or go back through the cut into �1 again, or go down into the endsequent of �2
and continue on into the rest of the proof below. These cases produce di�erent e�ects
on chains of focal pairs.
If the paths end in �2 we observe a removal of a focal pair (as illustrated in the

picture above). The same happens when the paths go down into the endsequent of �2
and continue on into the rest of the proof below. If the paths go back to �1 then they
might go down into the end-sequent of �1 and in this case a new focal pair is formed
as argued in Section 13.2. Otherwise, once in �1 the paths might come back again to
�2 through the same cut or end into some weak formulas in �1, but the analysis here
would start over again.

13.4. Creation of focal pairs

Again we think of putting ourselves back in the situation of (8) and (9), in which we
are duplicating a subproof �1 in order to split a contraction in another
subproof �2. Instead of looking at paths that move between �1 and �2 through cut-
formulas, we simply consider an oriented path in �1 which begins and ends in the
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endsequent. In this case the duplication of subproofs leads to a pair of oriented paths
in the new proof (9) which have the same endpoints (coming from the contractions
below the two copies of �1 in the new proof).

In this way a focal pair can be created in the logical 
ow graph, which is some-
thing that we did not see in the earlier cases. Through many repetitions of this process
one can create many focal pairs, and a very simple graph in the beginning can be
converted eventually into an H -graph of exponential size. Indeed, the e�ect of this
kind of evolution is illustrated in the fourth �gure of Section 5 where we were ar-
guing the exponential expansion induced by the presence of disconnected subgraphs
in G′.
This process can lead not only to the creation of focal pairs, but also to the extension

of existing chains of focal pairs. To see this, imagine that we have our proofs �1 and
�2 which are being combined with a cut to make a larger proof �∗, and that we are
duplicating �1 in order to simplify the cut over a contraction contained in �2, as in
(8) and (9). Imagine also that �∗ lives inside of a larger proof �.
If we have a path p inside �1 which begins and ends in the ensequent of �1, then

we get a focal pair after the duplication of subproofs, as we saw before. However,
the path p might continue below the cut in � which connects �1 and �2, and in
this continuation p might meet additional focal pairs. In this way the duplication of
subproofs can lead to the increase in the length of a chain of focal pairs.
More complicated situations are represented by logical 
ow graphs of proofs which

evolve as in the second picture of Section 7.
For this construction however it is important to have some interesting structure in

the proof � below the use of the cut rule by which �1 and �2 are connected. In
particular, there should be cuts below the one under consideration.
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Theorem 58. Let � be a proof. The bottom-up procedure of cut-elimination (i.e. the
procedure which resolves bottom cuts �rst) does not extend any existing chain of
focal pairs in any of the steps of reduction of � to a cut-free proof.

Proof. If one simpli�es cuts starting from the bottom of the proof and moves upwards,
then there would be no more cuts in � below the one that have been considered
last. In particular, if a new focal pair has been created by the procedure, its focal
points should have direct paths to the end-sequent. In fact, using the notation in
the �rst picture of this section, the new focal points would lie in �1; �1 and their
paths going down towards the end-sequent cannot turn because of the absence of
cuts. In this case there would be no possibility of extension of chains of focal pairs.

13.5. Focal pairs and the size of proofs

With duplication we can have substantial increase in the size of a proof and therefore
of its underlying logical 
ow graph. If we measure the complexity of the logical

ow graph of a proof in terms of the length of its longest chains of focal pairs, the
following fact tells us that this value is never increased by the bottom-up procedure of
cut elimination.

Proposition 59. Let � be a proof. Each step of reduction of the bottom-up procedure
of cut-elimination never augments the length of chains of focal pairs. The procedure
terminates only if there are no chains of length greater than 1.

Proof. The �rst part of the statement is a corollary of Theorem 58. Since the procedure
of cut elimination stops only when a cut-free proof is obtained, we apply Proposition 53
and derive the second part of the statement.

The interest on this measure of complexity stands on its geometric nature. In fact,
the shortening of long chains of focal pairs and the expansion of the logical 
ow
graph by means of the combinatorial rule D correspond to the reduction of the logical
complexity of the cuts and the increase of the size of the proof through the bottom-up
procedure of cut elimination.
The correspondence of our geometric model to the bottom-up procedure of cut elim-

ination is a nice match. For all other procedures we might have some increase in the
length of the chains of focal pairs, even though the expansion is still governed by the
combinatorial operation D. As we will illustrate in the next section, there are situations
where the elimination of cuts produces exponential expansion even though the logical

ow graph of the starting proof does not contain any chain of focal pairs. Chains of
focal pairs can nevertheless be found at a macroscopic level in the logical graph of a
proof.
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14. Core proofs and logical core graphs

In this section we introduce the notions of core proof and logical core graph.
Roughly speaking, a core proof is a truncated portion of a proof and the logical core
graph is a “macroscopic” version of the logical 
ow graph of the proof. It traces the

ow of occurrences of formulas in a core proof. A germinal version of these notions
has been introduced in [10] where it is observed that proofs whose elimination of cuts
is exponential might not contain long chains of focal pairs. One would have liked to
say that exponential expansion could appear only under the presence of these chains.
This is not true in general but perhaps some variant of this intuition might turn out to
be true (see Conjectures 60 and 63). In [10] it is shown with some examples that the
presence of chains of focal pairs might be recaptured at times in some macroscopic
way. We begin with an example and we shall introduce the notions afterwards.
The following example does not contain in its polynomial size proof any chain of

focal pairs even though all its cut-free proofs have exponential size. We will see that
there is a core proof of this proof whose logical core graph presents chains of focal
pairs.
The construction is given by Statman in [22] and shows that for all large m there is

a sequent �→� of size m having a proof (containing cuts) of polynomial size O(m1:5)
and whose cut-free proofs have at least 2

√
m lines. To show the claim Statman exhibits

a family of sequents �n→�n of size O(n2), having proofs with cuts of size O(n3) and
proofs without cuts of size at least O(2n).
Let us introduce some notation. Let c1; d1; c2; d2; : : : be propositional variables. De�ne

Fi =
i∧

k=1

(ci ∨ di)

A1 = c1

Ai+1 = Fi⊃ ci+1

B1 = d1

Bi+1 = Fi⊃di+1
where in Fi parenthesis are associated from left to right. Let �n→�n be the sequent

A1 ∨ B1; : : : ; An ∨ Bn→ cn; dn

which is clearly of size O(n2).
A proof (with cuts) of size O(n3) for the sequent �n→�n is easily built by applying

cut and contraction rules in the obvious way to sequents of the form

Fi; Fi; Ai+1 ∨ Bi+1→ ci+1; di+1

Fi; Ai+1 ∨ Bi+1→Fi+1



A. Carbone / Annals of Pure and Applied Logic 100 (1999) 1–67 63

(cuts on formulas Fi will be applied for all i=2 : : : n−1.) The �rst sequent is provable
as follows:

Fi→Fi ci+1→ ci+1
Fi ; (Fi⊃ ci+1)→ ci+1

Fi→Fi di+1→di+1
Fi; (F�⊃di+1)→di+1

Fi; Fi; (Fi⊃ ci+1) ∨ (Fi⊃di+1)→ ci+1; di+1

Call this proof �i+1. The second sequent is provable as follows:

�i+1
Fi; Fi; Ai+1 ∨ Bi+1 → ci+1; di+1

Fi; Fi; Ai+1 ∨ Bi+1→ ci+1 ∨ di+1 Fi→Fi
Fi; Fi; Fi; Ai+1 ∨ Bi+1 → Fi+1
Fi; Fi; Ai+1 ∨ Bi+1 → Fi+1
Fi; Ai+1 ∨ Bi+1 → Fi+1

In the �rst proof we notice that the pair of occurrences c1; d1 in the left hand side
formula Fi has variants in the antecedent of the implication Fi⊃ ci+1 (i.e. Ai+1), and
in the antecedent of the implication Fi⊃di+1 (i.e. Bi+1). In the second proof the pair
of occurrences c1; d1 in the left hand side formula Fi has variants in Fi+1.
If we look at the paths linking the propositional variables c1; d1 occurring in An∨Bn

to the propositional variables c1; d1 occurring in A1∨B1 of �n → �n through the proof,
we see that there is a pair of paths passing through all cut formulas in the proof (there
are n− 1 many of them) and that these paths do not belong to a chain of focal pairs.
Similarly we can check that all paths passing through the ci; di, for all i behave

similarly. They will pass through n − i cut formulas and they will not belong to any
long chain of focal pairs. This concludes the example.
We are now ready to introduce some notions. A core proof is a tree of sequents

which looks almost like a proof with the exception of the labelling of its leaves which
do not need be axioms. That is, each sequent in a core proof is either an initial sequent
(for which no “justi�cation” is given) or is derived from one or two sequents through
the same rules as for proofs.
In practice a core proof presents a piece of a proof where we think of the initial

sequents as provable even if we do not furnish their supporting proof explicitly. In
[10] this notion was called proof structure and was restricted to a truncated portion of
a proof containing only cuts and contractions. Here we work in a general setting.
Let us now de�ne the logical core graph of a core proof. As for a logical 
ow

graph we link all atomic occurrences in a core proof as indicated by the rules of the
calculus. The orientations to the edges is given as for the logical 
ow graph. We then
consider the initial sequents. For each initial sequent and each distinct letter in it we
will introduce an additional vertex. We then link all occurrences of a given letter in
the sequent to the same additional vertex. (Note that in the propositional case there
is no ambiguity in determining when two occurrences are occurrences of the same
letter. For the predicate case we consider two atomic occurrences to be the same when
they are variant of each other, i.e. they are the same up to change of terms.) The
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orientation is the natural one. Namely there is an edge from an additional vertex to
the corresponding positive occurrences in the initial sequent and there is an edge from
negative occurrences in the initial sequent to the corresponding additional vertices.
This concludes the de�nition of logical core graph. Below we illustrate a piece of

a graph around an additional vertex. As one can see there might be multiple edges
going in or coming out from an additional vertex, and paths linked to it can connect
in the graph to other paths coming from additional vertices associated to another initial
sequents, for instance.

In the example discussed above it is easy to see that if we consider the initial
sequents

Fi; Fi; Fi; Ai+1 ∨ Bi+1→Fi+1

Fn−1; Fn−1; An ∨ Bn→ cn; dn

and we combine them together using contractions and cuts we obtain a core proof of
the sequent A1 ∨ B1; : : : ; An ∨ Bn → cn; dn. The logical core graph for the proof will
have a chain of n focal pairs passing through the atomic formula c1 (there will be an
identical one for the formula d1). The chain is shown in the picture below

It appears as a subgraph of the core graph. The circles represent the additional vertices
and the defocussing branch points correspond to the contractions on the Fi’s (which
appear only on the left hand side of the sequent arrows). During the process of cut-
elimination it is the simpli�cation of cuts over contractions which leads to the splitting
of these defocussing branch points and the exponential expansion in the size of the
graph.
It is clear from the de�nition of core proof that given a proof, one can have several

core proofs associated to it. When the initial sequents are axioms, a core proof cor-
responds to a proof but notice that the logical core graph does not coincide with the
logical 
ow graph. This is simply due to our syntactical choices in the formalization of
the sequent calculus. Nothing more. In fact if we were assuming to work in a calculus
with weakening rules then axioms could be assumed to be sequents of the form A→ A
with A atomic, and the two graphs would coincide (since only one path would cross
additional vertices).



A. Carbone / Annals of Pure and Applied Logic 100 (1999) 1–67 65

To conclude this section we state two conjectures on the structural properties of
proofs of tautologies which are “hard” to prove

Conjecture 60. Let S be a statement of size n with only exponential size 2O(n) cut-free
proofs and proofs with cuts of polynomial number of symbols. Given any polynomial
size-proof of S, there is a chain of focal pairs of length n in some of the core proofs
associated to it.

A proof is called reduced when no binary rule is applied to a weak auxiliary formula
in �, no unary logical rule is applied to two weak auxiliary formulas and no contraction
rule is applied to a weak auxiliary formula. This notion was explicitly introduced in
[10] and has its origin in [3]. In Lemma 3.2 (pp. 261) of [9] (see also Proposition 6:28
pp. 142 in [10]) it is shown that

Proposition 61. Let � : S be a proof of k lines. Then there is an e�ective way to
transform � into a reduced proof �′ : S which has at most k lines. If � contains no
cuts then the same is true for �′.

The proposition above says that a reduced proof eliminates insigni�cant structure
from a proof. One aspect of this is given in the next result which was proved in [4].

Proposition 62. Let � : S be a reduced proof where distinguished formulas in axioms
are atomic. Let c be the number of contractions and a be the number of axioms in �.
Then a¿C=2.

Conjecture 63. Let � be a reduced proof. Suppose that � contains a chain of focal
pairs in one of its core proofs. Then all cut-free proofs obtained from � by cut-
elimination have exponential size.
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