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To a �rst approximation, epistemic utility theory is an application of standard
decision theoretic tools to the study of epistemic rationality.�e strategy con-
sists in identifying a particular class of decision problems—epistemic decision
problems—and using the recommendations that our decision theory makes for
them in order to motivate principles of epistemic rationality.

�e resulting principles will of course be a function of, among other things,
what we take epistemic decision problems to be and of what speci�c brand of
decision theory we rely on.1 But regardless of the details, epistemic utility theory
inherits from the decision theoretic framework a distinction between axiological
notions—of epistemic value or epistemic utility—and deontological notions—like
epistemic rationality or epistemic permissibility.
From a purely formal point of view, there is no need to take a stand on

which, if any, of the two families of notions is prior to the other. But proponents
of epistemic utility theory typically adopt the further commitment that the
axiological is prior to the deontological—that the epistemic good is prior to
the epistemic right—where ‘priority’ is justi�catory priority. Indeed, many
proponents and critics alike seem to agree that the project of applying decision-
theoretic tools to the study of epistemic rationality loses its point if it turns out
that an axiology-�rst approach to epistemology cannot be made to work.2
I think epistemic utility theory, as a formal framework for clarifying and

assessing our epistemic commitments, has much to recommend it. And I think
this is so even if it turns out that the epistemic right is prior to the good, or if
neither of the two is prior to the other. But my goal here is not to argue for that.
Rather, I want to argue from within the framework of epistemic utility theory
against an axiology-�rst approach to epistemology. Whether this casts doubt on
the merits of the epistemic utility framework is a question for some other time.

1 For a clear and careful discussion of some of the options, see Greaves 2013.
2 See e.g. Caie 2013, Greaves 2013, Konek & Levinstein 2017, Pettigrew 2016. Of course, not all agree
that this is an essential component of epistemic utility theory: see e.g. Horowitz 2018, Meacham
2018, Stalnaker 2002 and, on at least one reading, Joyce 2013.
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My argument will proceed in two steps. I will �rst argue that the success
of this axiology-�rst approach to epistemology depends (in part) on the avail-
ability of a purely axiological justi�cation of a non-trivial assumption about
epistemic value, viz. that epistemic utility functions are what I will call down-
wards proper. Next, I will make a case that no such justi�cation is forthcoming.
More speci�cally, I will argue that, given some of the more widely shared presup-
positions among proponents of the axiology-�rst approach, the assumption of
downwards propriety cannot be motivated on purely axiological grounds.�us,
unless we abandon some of those presuppositions, an axiology-�rst approach to
epistemology is unlikely to succeed.3

1 The framework

To keep things simple, let us stipulate that we are working with a �xed �nite set
W of possible worlds. A proposition, for our purposes, will just be a subset ofW .
Given a partition S ofW—a set of pairwise disjoint propositions whose union
is the entire setW—we say that a credence function over S is any function that
assigns a real number in [0, 1] to each member of S . For a credence function c,
I will sometimes use Sc to denote the partition c is de�ned over. I will refer to
Sc as the state space of c.
(Note that our de�nition of a credence function is importantly di�erent from

themore familiar de�nition as an assignment of numerical values to all members
of a given algebra of propositions. But here I follow Joyce 2009, and much of
the literature, in identifying credence functions instead with assignments of
numerical values over a partition.4)

3 �ere has been much critical discussion on whether axiology-�rst epistemology can provide a
justi�cation of norms other than Probabilism (Easwaran & Fitelson 2012, Meacham 2018). Although
most of it has focused on the particular version of the view o�en called ‘accuracy-�rst epistemology’—
a combination of axiology-�rst epistemology together with the claim that accuracy is the sole
fundamental source of epistemic value—some of the most in�uential critical discussion (Caie 2013,
Greaves 2013) has targeted the viability of the axiology-�rst approach altogether (see also Carr 2017).
But unlike the latter, more general criticisms, my arguments here will apply even if we grant (as
Konek & Levinstein 2017 and Joyce 2018 have argued) that the right formulation of epistemic utility
theory ignores, contraGreaves and Caie, any dependence relation between epistemic ‘acts’ and states
of the world.

4 Unless we assume that all credence functions are probabilistically coherent, an assignment of nu-
merical values to a partition does not determine a unique assignment of numerical values to the
smallest algebra containing all the members of the partition. But here I’m following most of the
literature in assuming that epistemic utility functions are only sensitive to which numerical values a
credence function assigns to the atomic propositions in the algebra (this assumption is made, as far
as I can tell, for reasons of mathematical tractability—cf. Leitgeb & Pettigrew 2010, p. 221f–but for
reasons spelled out further in fn. 9, I suspect nothing of substance hinges on this way of proceeding).
See e.g. Caie 2013, Greaves &Wallace 2006, Joyce 2009, Moss 2011, Predd et al. 2009.
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An epistemic utility function is a function that assigns a real number to each
pair consisting of a credence function and a possible world.5 I will assume that
epistemic utility functions are nice in the following sense: the utility of c at a
world depends only on the truth-value of propositions in c ’s state space. In
other words, if u is an epistemic utility function, I will assume that for each
credence function c, the function u(c, ⋅) is constant throughout each member
of Sc . When u is nice and c is de�ned over a partition S ofW , it makes sense
to talk not just about the u-utility of c at a world, but also about the u-utility
of c at any s ∈ S .�is is because, if u is nice, then for any partition S ofW we
can de�ne a function uS that assigns a real number to each pair consisting of a
credence function over S and a member of S , by picking an arbitrary element
wS of each S ∈ S and letting

uS(c, S) = u(c,wS).

Niceness ensures that this de�nition does not depend on our choice of wS .
Slightly abusing notation, I will write u(c, S) rather than uS(c, S) when the
choice of partition is clear from context and c is a credence function over S .
If u is an epistemic utility function, c a credence function over S and S ∈ S ,

we call u(c, S) = uS(c, S) the epistemic utility of c at S. I will stipulate that
epistemic utility functions are continuous and that they satisfy the following
minimal constraint, o�en called ‘Truth-directedness’: whenever c and c′ are
de�ned over the same partition, if c ’s assignments are at least as close and
sometimes strictly closer to their truth-values if S obtains than those of c′, then
the epistemic utility of c at S is strictly greater than that of c′ at S.
An example of an epistemic utility function is, of course, the Brier score,

de�ned as:
b(c,w) ∶= − ∑

S∈Sc

(c(S) − 1{w ∈ S})2 ,

where we let 1{w ∈ S} equal 1 if w ∈ S and 0 otherwise. Note that b is nice, and
further that for each partition S , each c de�ned over S , and each S ∈ S ,

b(c, S) = −∑
T∈S

(c(S) − 1{S = T})
2 ,

where 1{S = T} equals 1 if S = T and 0 otherwise. More generally, for each
θ , λ ∈ R, with λ > 0, the function bλθ , de�ned by

bλθ(c,w) ∶= − ∑
S∈Sc

(λ ⋅ (c(S) − 1{w ∈ S})2 + θ) ,

5 �us, I’m ruling out at the outset functions, like the so-called log score, which take values in the
extended real line R ∪ {∞,−∞}. Nothing in what I will say, however, hinges on this.
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is a nice epistemic utility function satisfying all our assumptions thus far.6
A credence function c is probabilistically coherent (or simply, coherent) i�

∑S c(S) = 1. If c is a probabilistically coherent credence function over S and
u is an epistemic utility function, then for any credence function c′ over S we
de�ne the expected u-value of c′ relative to c, which we denote with Ec[u(c′)],
as follows:

Ec[u(c′)] ∶= ∑
S∈Sc

c(S)u(c′ , S).

An epistemic decision problem over S is a triple D = (c,O , u), where c is a
credence function over S , O is a set of credence functions over S—the set of
available options—, and u is an epistemic utility. (I will omit the quali�cations
‘for S ’, ‘over S ’, etc. when it’s clear from context which partition we’re talking
about.)
For any two credence functions c1 and c2 and any epistemic utility function

u, we say that c1 (weakly) u-dominates c2 i� for any w ∈W , u(c1 ,w) ≥ u(c2 ,w).
We say that c1 strongly u-dominates c2 i� c1 weakly u-dominates c2 and for
some w ∈ W , u(c1 ,w) > u(c2 ,w). For a given epistemic decision problem
D = (c,O , u) and c1 ∈ O, we say that c1 is strongly (resp. weakly) dominated in
D i� there is some c2 ∈ O such that c2 strongly (resp. weakly) u-dominates c1.
Finally, if C is coherent, then for any decision problem D = (c,O , u) and any
c∗ ∈ O, we say that c∗ maximizes expected value inD i� for any c′ ∈ O,

Ec[u(c∗)] ≥ Ec[u(c∗)].

2 Applying the framework

�e framework of epistemic utility theory allows us to derive claims about epis-
temic rationality from claims about epistemic value, at least given some bridge
principles telling us how axiological and deontological notions relate to one
another. For instance, much like in practical decision theory, we could say:7

dominance : A credence function c is rationally permissible relative to a
decision problemD only if it is not dominated inD by a credence function
that is itself not dominated inD.8

6 Note that bλθ is not the same as the function obtained by multiplying b by λ and adding θ to it. In
other words, and in general, bλθ(c,w) ≠ λ ⋅ b(c,w) + θ.

7 It is worth noting that Dominance is bound to be rejected by those who think we should allow for
the possibility of state-act dependence in the context of epistemic utility theory. Here, though, I will
set that possibility aside, and trust I do not thereby beg any questions, since this ultimately only
makes things easier for the target of my arguments. See fn. 3 for further discussion.

8 Contrast Dominance with the strictly stronger bridge principle that says that a credence function c
is permissible relative toD only if it is not dominated inD.�is latter principle has the unfortunate
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We can then derive from principles like this and assumptions about epistemic
utility functions claims about which credence functions are permissible relative
to a given decision problem.
Typically, however, the framework is not put to use to establish claims about

which credence functions are epistemically rational relative to which decision
problem. Rather, it is put to use to establish claims about which credence func-
tions can be epistemically rational for an agent at a time. For instance, one
of the main selling points of epistemic utility theory is that it o�ers a way of
vindicating Probabilism—the claim that all rationally permissible credence func-
tions (for an agent at a time) are probabilistically coherent—from assumptions
about epistemic value.9 And the notion of rationality relevant to Probabilism
is not obviously relativized to a particular decision problem. So we need some
story about how to construct, for a given agent and time, the relevant decision
problem—what I will call the canonical decision problem for that agent at that
time. Only then can we use bridge principles like Dominance to establish claims
about which credence functions are rationally permissible for a given agent at a
time.
In principle, one could have di�erent views about which is the canonical

decision problem for a given agent at a time. As far as I can tell, though, most
agree (without explicitly stating) that in assessing the rationality of an agent at a
time, it is the agent’s credence function at that time, and the set of all credence
functions with the same domain, that �gure as the �rst two elements in the
canonical decision problem.�us, there is broad agreement in the literature on
something like the following principle:

fixed domain : A credence function is rationally permissible (for a given
agent at a time) only if it is permissible relative to some decision problem
of the formD = (c,O[c], u), where c is the agent’s credence function at
that time, O[c] is the set of all credence functions de�ned over Sc and u
is an admissible epistemic utility function.

consequence that when every available option is dominated inD, no option is rationally permissible.
Cf. Pettigrew 2016, § 2.1 for an argument for why this latter principle is too strong, and why we
should at least replace it with Dominance (a principle he calls ‘Undominated Dominance’).

9 See e.g. Joyce 1998. Note that what we are calling ‘Probabilism’ is strictly weaker than the main
tenet of Bayesian epistemology. At most, our formulation of Probabilism only implies that a rational
agent’s assignments of credence over her state spacemust add up to 1. And this is compatible with
the agent’s credence function not being a probability function in the familiar sense—compatible, e.g.
with there being disjoint X and Y such that her credence in X ∪ Y is not the sum of her credences
in X and in Y . Fortunately, if we assume, as seems plausible, that rationality is preserved under
domain restrictions, what we are calling Probabilism entails the stronger principle that constraints
credal assignments over all Boolean combinations of elements of your state space. (�anks to an
anonymous referee for pressing me on this point.)
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Disagreement is largely focused on what counts as an admissible epistemic utility
function and on how to de�ne permissibility relative to a decision problem.10
We can get a better sense of how the framework can be put to use by going

through an example, one we will revisit in due course. Start by assuming the
following thesis:

propriety : If u is an admissible epistemic utility function, then it is proper in
the sense that for each probability function p and each credence function
c ≠ p de�ned over the same partition, the expected u-value of p relative
to p is greater than or equal to than that of c relative to p.

Using Dominance as a bridge principle, we can derive Probabilism by relying on
the following mathematical result:11

joyce ’s theorem : Fix D = (c,O[c], u), with u proper, and let c∗ ∈ O[c].
If c∗ is not probabilistically coherent, then it is dominated in D by a
probabilistically coherent credence function. If c∗ is probabilistically
coherent, it is not weakly dominated inD.

�e argument is straightforward: assuming Propriety, Fixed Domain entails
that a given credence function c∗ will be rational for an agent at a time only if it
is permissible relative to someD = (c,O[c], u), where c is the agent’s credence
function at that time and u is a proper epistemic utility function. But Joyce’s
�eorem entails that c∗ will be dominated in any suchD by a probabilistically co-
herent credence function unless c∗ itself is probabilistically coherent.�us, if c∗
is not probabilistically coherent, it will be dominated by a credence function that
is not itself dominated. So, from Dominance we can conclude that c∗ is rational
(for an agent at a time) only if it is probabilistically coherent, viz. Probabilism.
Of course, this argument will contribute little to the project of vindicating

Probabilism unless Propriety can itself be justi�ed as a constraint on admissible
epistemic utility functions. A�er all, Propriety is no more self-evident than, and
so is as much in need of justi�cation as, Probabilism.

10 Some think that the agent’s epistemic values, at a time, play a role in determining the relevant
decision problem—this seems to be the view implicit in Greaves 2013 (see e.g. §3) and Moss 2011
(see e.g. §1). Others seem to presuppose instead that (objective) facts about epistemic value play a
role in determining the canonical decision problem—this seems to be the view implicit in e.g. Joyce
2009 as well as Leitgeb & Pettigrew 2010.

11 �e main theorem in Joyce 2009 actually relies on something weaker than Propriety, viz. the claim
that no probabilistic credence function is u-dominated by any credence function with the same
domain. For reasons pointed out in Pettigrew 2016, §2.2, though, we would be wise to rely on the
stronger constraint. Related results include those in de Finetti 1970, Joyce 1998, Leitgeb & Pettigrew
2010, Predd et al. 2009.
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What could a justi�cation of Propriety look like? If the goal is to use Propriety
to establish Probabilism, it wouldn’t be of much help to justify Propriety by in
turn appealing to Probabilism. But in principle that leaves us with plenty of
options for �nding a justi�cation of Propriety. Some of these, however, are
incompatible with a view most commonly associated with the epistemic utility
framework.

3 Axiology-First Epistemology and Variable Domains

Proponents of epistemic utility theory typically seek more than a justi�cation
of Probabilism.�ey seek a justi�cation of Probabilism (and other epistemic
norms) in purely axiological terms—a justi�cation that appeals solely to facts
about epistemic value, together perhaps with one or more bridge principles.
�ose engaged in the project of justifying norms of epistemic rationality in purely
axiological terms—the project I will call axiology �rst epistemology—cannot thus
rely on arguments for Propriety that start from assumptions about epistemic
rationality.12
For example, proponents of axiology �rst epistemology cannot argue for

Propriety by appealing to the claim that probabilistic coherence, even if not
rationally required, is nonetheless rationally permissible.13 Instead, proponents
of axiology �rst epistemology who want to make use of the argument from
Propriety to Probabilism need a purely axiological justi�cation of Propriety.
It is an open question whether such a justi�cation is forthcoming.14 Here,

though, I will grant that it is. In other words, I will grant for the sake of argument
that Propriety can be justi�ed on purely axiological grounds. For, as I will
argue in this section, an axiology �rst justi�cation of Probabilism requires an
axiological justi�cation for something much stronger than Propriety.

12 It is tempting to use ‘Epistemic Consequentialism’ or ‘Epistemic Teleology’ as a label for the view that
the epistemic good is metaphysically prior to the epistemic right (cf. Berker 2013a,b), by analogy with
the familiar characterization of consequentialism in ethics (cf. e.g. Moore 1912, Ross 1930; for general
discussion, see Berker 2018). As I’m understanding the project, though, axiology-�rst epistemology
aims to provide a justi�cation or vindication of epistemic norms, and is silent on questions of
metaphysical priority. (�ough this is arguably the majority view in the literature, Pettigrew 2016
seems to understand the view he labels ‘Veritism’—a term he uses almost interchangeably with
‘accuracy-�rst epistemology’—as also maintaining that “there is a single fundamental source of
value that is relevant to the epistemic evaluation of credences—it is accuracy” (p. 10).)

13 See Joyce 2009, p. 279. For critical discussion, see Hájek 2009, Pettigrew 2016, Weisberg 2015.
14 Richard Pettigrew (2016, ch. 4) has o�eredwhat is perhaps themost sophisticated attempt at o�ering a
purely axiological justi�cation of Propriety, but there is some reason for thinking that the assumptions
Pettigrew relies on are more controversial than he takes them to be—cf. Levinstein 2017.
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3.1 Variable domains

As I emphasized in §2, in order for the epistemic utility framework to be of any
use in establishing claims like Probabilism, we need to specify what I called a
canonical decision problem for a given agent at a time. (For brevity, I will say that
a credence function is an available option for an agent at a time just in case it is
an available option in the canonical decision problem for that agent at that time.)
And as I mentioned there, the implicit assumption in much of the literature is
that the available options for an agent at a time are all and only those credence
functions with the same domain as the agent’s credence function at that time.
In other words, the assumption is that something like Fixed Domain is the right
view about when an agent’s credence function is rationally permissible.
I think this assumption is mistaken. If we count all credence functions

de�ned over the same domain as the agent’s credence function (at a time)
as available options for an agent (at that time), then we should also count all
credence functions whose domain ismore coarse-grained than that of the agent’s
credence function at that time.15 Let me explain.
Fix a particular agent at a time. Following Pettigrew 2016, call the domain

of her credence function at that time her opinion set (at that time).16 Say that a
proposition is available to an agent (at a time) i� that proposition is de�nable,
using standard Boolean operations, in terms of the propositions in the agent’s
opinion set.
According to FixedDomain, in order to assess whether her credence function

is rationally permissible, we need to consider a decision problem whose available
options include all credence functions de�ned over the agent’s opinion set. Why
are all of those options relevant?
Presumably, it is because in some sense they are available to the agent at the

relevant time. Of course, the relevant sense of availability has little to do with
what credence functions the agent is actively entertaining, for no agent remotely
like us is able to actively entertain the uncountably many distinct credence
functions de�ned over her opinion set. Similarly, it has little to do with whether
the agent is able to choose to adopt that credence function as her own—plausibly,
we cannot simply choose to change our epistemic state.
All credence functions de�ned over her opinion set are relevant, I submit,

because in some sense the agent is able to have one such credence function. By
the agent’s own lights, each such credence function has a claim to representing
an epistemic state that the agent could be in.

15 Exactly what I mean by ‘more coarse-grained’ here will become clear shortly.
16 Henceforth, I will stop explicitly relativizing credal attributions to a particular time, and assume the
reader can just �ll those in as needed.
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But note that by the same token, so are all credence functions de�ned over
some but not all of the available propositions—call them available credence
functions. In whatever sense our agent is able to have any other credence function
de�ned over her opinion set, she is able to have any available credence function.
By the agent’s own lights, all functions whose domain consists solely of available
propositions have an equal claim to representing an epistemic state she could
be in—they have an equal claim to being available options in the canonical
decision problem. In other words: insofar as all credence functions de�ned over
an agent’s opinion set are relevant to the epistemic evaluation of her credence
function, so are all available credence functions.
Note that the same cannot be said of all credence functions whose domain

includes unavailable propositions. Suppose, for instance, we think of the agent’s
opinion set as containing all and only propositions she is able to entertain—
perhaps those propositions she can in principle consider, because she has the
relevant concepts. Credence functions de�ned over propositions the agent is
unable to entertain are not, in the relevant sense, available to her. A�er all, she
cannot consider those credence functions as one she could have, since by assump-
tion she is unable to entertain the relevant propositions. Or suppose instead we
think of the agent’s opinion set as containing only those propositions the agent
is currently entertaining. Perhaps she is able to entertain the proposition that
there are nowhere di�erentiable, continuous, real-valued functions (never mind
what those are), but like most of us in everyday situations, that proposition is not
part of her epistemic landscape.17 Plausibly, credence functions whose domain
includes that proposition (or any proposition she is not currently entertaining)
are also not available to her at that particular time.
Pending some strong reason to accept Fixed Domain, then, we should reject

it.18What should we replace it with? In other words, how else should we think
of the canonical decision problem for an agent at a time?

3.2 A New Challenge for Axiology-First Epistemology

Fix a partition S ofW . Say that a partition S ′ ofW is a coarsening of S i� for
each S′ ∈ S ′ there is S ∈ S such that S ⊆ S′.�us, S ′ is a coarsening of S i� any

17 �is may be because the relevant concepts are available in principle even though in some sense they
are not ‘active’ (on this distinction, see e.g. Fodor 1975, p. 85 and, more recently, Kemp et al. 2010,
§11.3), or instead because she simply isn’t attending to the relevant propositions (cf. the literature on
(un)awareness and related discussion in the literature on epistemic modals, e.g. Franke & de Jager
2011, Swanson 2006, Yalcin 2007).

18 In recent work, Richard Pettigrew has made what could be taken to be an indirect argument for
Fixed Domain (Pettigrew 2018, § 3.4). But he at best establishes something much weaker than Fixed
Domain. I discuss this issue further in fn. 31. (�anks to an anonymous referee for pressing me to
address this concern.)
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member of S ′ is the union of elements of S . (Equivalently, S ′ is a coarsening
of S i� all elements of S ′ are de�nable, using standard Boolean operations, in
terms of elements of S . So, a partition is a coarsening of an agent’s opinion set
i� all of its members are available to the agent.) Our discussion so far suggests
the following alternative to Fixed Domain:

downwards closed : A credence function is rationally permissible (for a
given agent at a time) only if it is permissible relative to a decision problem
D = (c,O↓[c], u), where c is the agent’s credence function at that time,
O↓[c] is the set of all credence functions whose domain is a coarsening of
Sc , and u is an admissible epistemic utility function.

A surprising consequence of replacing Fixed Domain with Downwards
Closed, however, is that the argument for Probabilism sketched in §2 breaks
down. For consider a probabilistically incoherent credence function c de�ned
over any non-trivial partition S—that is, a partition containing more than one
element. All that Propriety guarantees is that c will be dominated by a probabilis-
tically coherent credence function de�ned overS which in turn is not dominated
by any credence function de�ned over S . But it tells us nothing as to whether
the dominating credence function is dominated by a credence function whose
domain is a coarsening of S .
Indeed, turn again to the familiar Brier score b.19 As Carr (2015) points out,

if we measure epistemic utility using b, any probabilistic credence function with
a non-trivial credence space that assigns non-extreme values to some proposi-
tion will be dominated by the unique probability function whose state space is
the trivial partition {W}.20 And while this might, strictly speaking, allow the
argument for Probabilism to go through—since every credence function will be
dominated by a non-dominated, coherent credence function—the cost would
be too high. For Dominance would also rule out as irrational every coherent
credence function that assigns a non-extreme value to some proposition—the
only rational credence functions would be those that assign full credence to
some element of their opinion set and zero to every other proposition in their
domain—which surely would mean the principle is too strong to be of any use.
In order to get an argument for Probabilism that relies onDownwards Closed,

then, we need a constraint on epistemic utility functions stronger than Propriety.
To see what that constraint has to look like, note �rst that our de�nition of
expected u-value (§1) can be generalized so that it makes sense to talk of the

19 See §1 for the de�nition.
20 Fix S ∈ Sc such that c(S) is strictly between 0 and 1. Note that for any x ∈ {0, 1} and r ∈ (0, 1),

(r − x)2 > 0.�us, b(c,w) < 0. But if c⊺ is the unique probability function de�ned over {W}, we
have that for all w ∈ W , b(c⊺ ,w) = 0. Hence c⊺ strictly dominates c.
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expected u-value of c′ relative to c whenever c is probabilistically coherent and
the domain of c′ is a coarsening of c. For we can set

Ec[u(c′)] ∶= ∑
S∈Sc

c(S)u(c′ , S),

since u(c′ , S) will be well-de�ned whenever S is a subset of an element of the
state space of c′.21
We can now replace Propriety with the following, stronger assumption:

downwards propriety : If u is an admissible epistemic utility function,
then it is downwards proper in the sense that for each probability function
p and each credence function c de�ned over a coarsening of Sp , the
expected u-value of p relative to p is greater or equal than that of c relative
to p.

Using Downwards Propriety, Dominance, and Joyce’s�eorem, we can now
derive Probabilism.
Of course, for this new argument to help justify Probabilism, we need a

way to justify Downwards Propriety. So, in order for this argument to provide
an axiology-�rst justi�cation of Probabilism, what we need then is a purely
axiological justi�cation of Downwards Propriety. It is not enough to justify
Propriety, even if that could be done on purely axiological grounds.

4 Against an axiology-�rst justi�cation of Downwards Propriety

So far, we have a new challenge for axiology-�rst epistemology—to provide an
axiological justi�cation of Downwards Propriety. In this section, I want to argue
that this challenge cannot be met.22 My argument relies on two assumptions
that are widely shared among proponents of axiology-�rst epistemology, which
I will explain before presenting my argument.

21 Since by assumption u is nice, u(c′ ,w) will be constant throughout any element of Sc′ , but also
throughout any subset of an element of Sc′ . Since any member of Sc is a subset of an element of
Sc′ , we can conclude that u(c′ , S) is well-de�ned.

22 Above (fn. 14), I brie�y alluded to an argument for Propriety due to Richard Pettigrew (2016)
that arguably relies on purely axiological assumptions. I cannot here get into the subtle details
of Pettigrew’s argument. Su�ce it to say that, according to Pettigrew himself, the conditions on
epistemic utility functions (or rather, on accuracy measures) from which he derives Propriety
are all satis�ed by b. (Indeed, the conditions Pettigrew imposes cannot distinguish between two
epistemic utility functions that are linear transformations of one another.) And this in turn entails
that Pettigrew’s requirements are insu�cient to motivate Downwards Propriety as a constraint on
admissible epistemic utility functions, since b is not downwards proper.
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�e �rst assumption is that the epistemic utility of a credence function at a
world supervenes on the epistemic utility of credence assignments to individual
propositions at that world.23 Let me spell this out in more detail.
For a given proposition X, say that a local epistemic utility function for X is

a function uX that assigns real values to each pair consisting of a real number
between 0 and 1 and a truth-value (strictly, uX assigns real-numbers to each pair
of the form (x , i) with x ∈ [0, 1] and i ∈ {0, 1})). Intuitively, uX(x , i)measures
the epistemic utility of assigning credence x to X in a world where X has i has
its truth-value.24
With this bit of jargon in place, we can now spell out our supervenience

claim as follows:

atomism : �ere is an aggregation function F such that u is admissible only if
there are admissible local epistemic utility functions uS (S ⊆W) such that
for any credence function c and any w,

u(c,w) = F(⟨uS(c(S),1{w ∈ S}) ∶ S ∈ Sc⟩).

Given Atomism, any constraint on epistemic utility functions must go via a
constraint on local epistemic utility functions and some assumption about how
to aggregate local epistemic utility functions.
For instance, suppose that all admissible epistemic utility functions are addi-

tive in the sense that they satisfy the following condition: there are admissible
local epistemic utility functions uX (X ⊆W) such that for each c and w,

u(c,w) = ∑
S∈Sc

uS(c(S),1{w ∈ S}).

(On this view, the epistemic utility of a credence function at a world is just the
sum of the local epistemic utilities of the individual credence assignments to
propositions in its state space at that world.)�en, in order to determine whether
b is admissible, we can think of it as the sum of local epistemic utility functions
of the form

bX(x , i) = b(x , i) = −(x − i)2 ,

23 Note that this claim (what I call Atomism, below) is not entailed by the less controversial claim that
the epistemic utility of a credence function at a world supervenes on its credence assignments to
individual propositions.

24 We could have de�ned a local epistemic utility function for X as a function taking as arguments
pairs consisting of a real number in [0, 1] and a possible world. But then it would have made sense
to impose a niceness constraint to the e�ect that the epistemic utility of assigning x to X in w cannot
di�er from that of assigning x to X in w′ unless the truth-value of X is di�erent from its truth-value
in w′.
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and then ask whether each bX—which is to say, b—is admissible. If b is admissi-
ble, then that must be in part because b is.
Adopting Atomism thus requires that we reformulate admissibility condi-

tions not on ‘global’ epistemic utility functions, but rather on local epistemic
utility functions.�is will be more or less straightforward depending on what
method of aggregation we use to de�ne global epistemic utility functions in
terms of local epistemic utility functions.
Again assuming that all admissible utility functions are additive, for example,

we would replace Propriety with:

propriety (local) : If uX is an admissible local epistemic utility function,
then uX is proper in the sense that for any r ≠ r′ ∈ R,

r ⋅ uX(r, 1) + (1 − r) ⋅ uX(r, 0) ≥ r × uX(r′ , 1) + (1 − r) ⋅ uX(r′ , 0).

(You can think of uX as an epistemic utility function de�ned only over credence
functions whose state space consists of X and its negation; the de�nition above
is nothing more than the familiar de�nition of propriety applied to this narrow
class of utility functions.) It is easy to check that an additive global epistemic
utility function will be proper i� it is the sum of local epistemic utility functions
that are proper.

�e second assumption is that some positive a�ne transformation of the local
Brier score is an admissible epistemic utility function. In other words:25

brier admissibility : For some θ , λ ∈ R, with λ > 0, bλθ is an admissible
local epistemic utility function.26

With these two assumptions in place, we can now formulate an argument to
the e�ect that there can be no axiological justi�cation of Downwards Propriety.
�e argument begins with the observation that bλθ is downwards proper if and
only if θ ≥ λ/2, a proof of which is in the appendix (see Corollary 7). Equivalently
(see Corollary 8), bλθ is downwards proper i� b

λ
θ assigns positive epistemic utility

to any assignment of credence to a true proposition greater than 1− 1/√2 ≈ 0.293.
(Note that Atomism is playing a crucial role here: without it, we cannot turn
Downwards Propriety into a constraint on the epistemic utility of individual

25 Admittedly, there are some interesting arguments against Brier Admissibility in the literature—see
esp. Levinstein 2012. But my arguments do not essentially depend on Brier Admissibility—see §5.

26 Recall from §1 that for any θ , λ ∈ R, λ > 0

bλθ(c,w) = ∑
S∈Sc

bλθ(c(S),1{w ∈ S}),

where bλθ(x , i) = θ + λ ⋅ b(x , i), and b(x , i) = −(x − i)2
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credence assignments at aworld.�is is because, withoutAtomism, the epistemic
utility of assigning some speci�c credence to a proposition may vary depending
on what other propositions you assign credence to.)

�us, in order to vindicate Downwards Propriety without giving up on Brier
Admissibility, we need to justify an admissibility constraint that rules out bλθ
only if θ < λ/2. And doing so in purely axiological terms requires, in light of
Atomism, providing a purely axiological justi�cation for the following claim:

constraint : Any admissible local epistemic utility function assigns positive
utility to an assignment of credence to true propositions greater than
1 − 1/√2.

It is worth emphasizing how di�erent Constraint is from other plausible
assumptions about epistemic value that have been made in the literature, like
Truth-directedness (see §1) or even Propriety itself. Indeed, unlike any of the
possible constraints on epistemic utility discussed in Joyce (2009), for example,
Constraint depends on where the zero point in the epistemic utility scale is
located. More generally, most constraints on epistemic utility that have been
defended in the literature that are satis�ed by a given utility function are also
satis�ed by any linear transformation of it. In contrast, Constraint distinguishes
between epistemic utility functions and their translations.27
To be sure, there may well be true facts about epistemic utility that rule

out some epistemic utility functions as inadmissible without also ruling out
all of their linear transformations as inadmissible. �ere may well be facts
about exactly how much epistemic utility a particular credence assignment to a
given proposition has. But if the goal is to provide a justi�cation of claims like
Probabilism, it is not enough just to stipulate some such fact. In particular, in
order to provide a justi�cation of Downwards Propriety, we cannot just stipulate
the truth of Constraint. (I am assuming without argument that there’s nothing
intuitively plausible about Constraint.)
I do not, of course, have an argument that no such justi�cation is forthcoming.

But it strikes me as highly implausible that there is some reason for thinking
that any admissible way of valuing credences, epistemically, must give special
treatment to 1 − 1/√2—at least if such a reason must appeal only to claims about
what is epistemically valuable. What is so special about 1 − 1/√2, aside from the
fact that we need to work around it in order to ensure Downwards Propriety?
To mymind, the one reasonable strategy here would be to aim for something

strictly stronger than what is required in order for bλθ to be downwards proper:

27 In other words, Constraint entails that epistemic utility forms a ratio scale, and not just an ordinal,
or even an interval scale.
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something that places the cut-o� for admissibility in a more ‘natural’ place. And
the one plausible way to do so would be to seek a purely axiological justi�cation
of:

non-negativity : Admissible local epistemic utility functions assign only
non-negative values to credence assignments in true propositions.

On this view, no assignment of credence to a true proposition can get negative
utility.�e question then iswhether this view can be justi�ed in purely axiological
grounds.
I can think of one strategy to justify Non-Negativity. Here’s the rough idea.

First, think of epistemic value of a credence assignment to a proposition at
a world as derived from how ‘close’ one is to the epistemically ideal credence
assignment to that proposition at that world. Next, argue that the epistemically
ideal credence function at a world is the one that is maximally accurate with
respect to that proposition at that world. Finally, argue that if all else is equal, any
credence assignment to a proposition that is true inw is closer to the epistemically
ideal credence assignment to that proposition at w than no credence assignment
to that proposition.

�ere’s something odd about this strategy, though. A�er all, it’s not as if
we have an intuitive notion of distance that allows us to compare how close an
assignment of credence that is unde�ned on a proposition is to an assignment
of credence of .7 to that proposition. (Grant that it makes no sense to apply the
notion of height to abstract entities like numbers.�e strategy we’re considering
would thus be like saying that any person is closer in height to the tallest person
in the world than number 27 is.)
Further, this strategy also cannot bemotivated by appeal to somepre-theoretic

notion of being ‘closer to getting it right’. You guess the coin will land heads. I
decline to guess. As it happens, the coin lands tails. It would be odd, to say the
least, to claim that you were closer to getting it right just because I didn’t make
any guesses as to how the coin would land.
Now, perhaps there is some sense in which, when it comes to credence assign-

ments, assigning no credence to the proposition that the coin will land heads
(say) is further from the epistemically ideal credence assignment than one that
assigns any value to that proposition. But even if there is such a sense, this would
not su�ce. In order to justify Non-Negativity it will not do to �nd some reason
that applies only to the proposition that the second toss will land heads. We need
a reason to think that for any true proposition, nomatter how ‘gruesome’, failing
to assign credence to that proposition is worse, epistemically, than assigning any
value to that proposition (nomatter how far from that proposition’s truth-value).
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It is hard to see, though, what such a reason could be. Recall our discussion at
the end of §3.1 about how to think of an agent’s opinion set. On one interpretation,
an agent’s opinion state de�nes the range of propositions the agent is able to
entertain. On another, it de�nes the range of propositions the agent is currently
entertaining. Whichever interpretation we adopt, Non-Negativity entails some
highly implausible claims about epistemic value. For it entails that we are always
epistemically better o� entertaining a true proposition no matter how arbitrarily
far our credence is from the proposition’s truth-value than we would be if we were
unable to entertain that proposition.�e implausibility of this claim is best seen
by way of examples.
Consider the proposition that phlogiston is not released during combustion—

or, if you think such propositions lack a truth-value, the proposition that it
is not true that phlogiston is released during combustion. Non-Negativity en-
tails that having an (almost) maximally inaccurate credence in the proposition
that phlogiston is not released during combustion—being almost certain that
phlogiston is released during combustion—is better, epistemically, than simply
failing to entertain that proposition. But it is hard to see why there would be
something epistemically better about having (almost) maximally inaccurate
views about phlogiston rather than merely not having any views on the matter. If
Non-Negativity is right, though, then any non-extreme assignment of credence
to the proposition that phlogiston is not released during combustion (no matter
how inaccurate) is better than no assignment at all.28
Or take instead the proposition that Scorpios are quiet.29 If we accept that

any non-extremal assignment of credence to this proposition has positive utility,
then we would have to accept that we gain something, epistemically, by acquiring
the ability to entertain that proposition. And this would be so even in a world in
which beliefs about people’s zodiac signs had played no role in human history.
Again, it is hard to see why this would be.30
Granted, this is not a decisive argument against Non-Negativity.�ere may

be, for all I know, some special kind of epistemic bene�t you gain by merely
coming to entertain the proposition that Scorpios are quiet (or its negation, as
the case may be) as long as that credence isn’t 0. I think it’s safe to assume,

28 To be sure, there may be something valuable, epistemically, about being able to entertain some propo-
sitions about phlogiston—it may help understand why certain ways of thinking about combustion
are mistaken, which in turn might help better understand the development of the oxygen theory
of combustion. But Non-Negativity entails that there is something valuable about being able to
entertain any proposition about phlogiston, no matter how inaccurate our views on the relevant
propositions are.

29 So I learn from https://www.astroved.com/articles/libra-moon-sign-compatibility.
30 Cf. Carr 2015, p. 231f.
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though, that there is no such bene�t.�is assumption may turn out to be false,
but I would not bet on it.31

5 Taking stock

I have argued that the success of axiology-�rst epistemology depends on the
availability of a purely axiological justi�cation of Downwards Propriety.32�is
constitutes a challenge to axiology-�rst epistemology that, to my mind, has not
been adequately appreciated. I also argued that this challenge cannot be met, at
least given two widely accepted assumptions—what I called Atomism and Brier
Admissibility.
Essentially, my argument for this last claim was that given Atomism and

Brier Admissibility, any axiological justi�cation of Downwards Propriety would

31 �e challenge I’ve presented above is related to but importantly di�erent from one raised by Jennifer
Carr and later generalized by Richard Pettigrew (Carr 2015, Pettigrew 2018). Pettigrew’s main result
builds on some powerful results in population ethics. His claim is roughly that, unless we reject
some plausible assumptions about epistemic utility, we must learn to live with the fact that any
coherent credence function is dominated by another credence function with a more �ne-grained
domain. Going over the technical details of Pettigrew’s arguments would take us too far a�eld. But
let me just note that they seem to depend on some controversial assumptions about epistemic value:
�rst, Pettigrew’s challenge, unlike mine, can be dismissed by rejecting Atomism; second, some
of Pettigrew’s results (esp.�eorem 4) depend on his idiosyncratic de�nition of local epistemic
utility functions (Pettigrew stipulates without much discussion that a perfectly accurate assignment
of credence must get positive utility and a perfectly inaccurate assignment of credence must get
negative utility, and thus that it isn’t merely a matter of convention which credence assignments get
zero epistemic utility).

Still, if we grant Pettigrew’s assumptions, his main result raises an important challenge.�e
main selling point of axiology �rst epistemology was supposed to be that it o�ered a justi�cation
of Probabilism. Such a justi�cation relies on the fact that coherent credence functions, unlike
incoherent ones, were not dominated by another one with the same domain. But if all credence
functions—coherent or not—are dominated by some other credence function, even if the dominating
one has a richer domain, the case for Probabilism is arguably undermined.

In response to this challenge, Pettigrew essentially endorses Fixed Domain (see esp. Pettigrew
2018, p. 365). But, as far as I can tell, the only reason he o�ers in its support is that it allows us to
accept that all coherent functions are dominated without giving up on the argument for Probabilism.
And this is not a particularly good reason, since something much weaker than Fixed Domain allows
us to do that. All we need is to reject that credence functions whose domain is a re�nement of an
agent’s opinion set are ever available options in a canonical decision problem.�is su�ces to address
Pettigrew’s challenge, but it does not su�ce to provide an axiological justi�cation of Downwards
Propriety. And without an axiological justi�cation of Downwards Propriety, the axiology-�rst case
for Probabilism is undermined. (�anks to an anonymous referee for pushing me to better clarify
how my challenge di�ers from Carr’s and Pettigrew’s.)

32 It is worth noting that Downwards Propriety is independently plausible, at least if we accept Exten-
sionality (below): rejecting it would then amount to the claim that one can be epistemically rational
while thinking one might do better, epistemically, by abandoning some of one’s credences. And
this, it seems, �ies in the face of the widely held assumption that epistemic rationality is immodest,
in the sense that an epistemically rational agent should take herself to be doing as well as she can,
epistemically and by her own lights. (�anks here to an anonymous referee.)
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amount to an axiological justi�cation of Non-Negativity. Since, I argued, no
axiological justi�cation of Non-Negativity is forthcoming, Atomism and Brier
Admissibility entail that there is no axiological justi�cation of Downwards Pro-
priety.

�is argument could be strengthened. For example, a similar argument to
the one in the paper can be used to show that if some version of the spherical score
is admissible, then justifying Downwards Propriety would also require justifying
Non-Negativity. (See Corollary 9 and Corollary 10, in the appendix.) But it is an
open question what is the strongest version of this argument. It follows from
Corollary 6 (also in the appendix) that if we accept Extensionality (below), then
justifying Downwards Propriety requires justifying a privileged zero point of
epistemic utility. More speci�cally, Corollary 6 entails that if u is an extensional,
downwards proper epistemic utility function, there will be some translation of it
that is not downwards proper. It may be that axiological considerations can be
used to rule out as inadmissible some translations of admissible epistemic utility
functions, but whether this is so is a question for some other time.33
It is worth revisiting, though, whether there is di�erent route towards Proba-

bilism. In arguing that the success of axiology-�rst epistemology depends on
whether we can justify Downwards Propriety, I implicitly relied on the following
assumption (cf. the principle Joyce (2009) calls ‘Minimal Coherence’):

weak probabilism : For each partition, there is some coherent assignment
over that partition that is rationally permissible for some agent at some
time.

�is assumption can be motivated by appealing to a principle usually taken
for granted by proponents of axiology-�rst epistemology, viz. that the epistemic
utility of a credence function at a world is sensitive only to the truth-values of the
relevant propositions at that world and the value the function assigns to those
propositions—a principle o�en known as:34

33 Recall that we have ruled out of considerations utility functions like the additive log score l, which is
the additive epistemic utility function generated by the following local epistemic utility function l:

l(x , i) = ln(∣ 1 − i − x ∣),
since the range of the log score extends beyond the real line (since ln(0) =∞). It is not di�cult,
however, to show that the log score is not downwards proper, since the l-value of the trivial credence
function will always be greater than or equal to that of any other credence function. And with
suitable care when dealing with arithmetic calculations involving +∞ and −∞—see e.g. Rockafellar
1970, §4—one can adapt the proofs of Corollary 7 and Corollary 8 in the appendix to show that
lλθ is downwards proper if and only if θ ≥ 2λ ln 2, which will obtain if and only if for all x ≥ 1/4,
lλθ(x , 1) > 0.)

34 Note that Weak Probabilism only follows from Extensionality if we assume that for each n there
is some partition of size n and a probability function de�ned over that partition that is rationally
permissible for some agent at some time.
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extensionality : Suppose c and c′ are de�ned over Sc and Sc′ , respectively,
and suppose there is a bijection g ∶ Sc Ð→ Sc′ such that c(S) = c′(g(S))
for all S ∈ Sc . Further suppose w and w′ are such that for all S ∈ Sc , w ∈ S
i� w′ ∈ g(S).�en u(c,w) = u(c′ ,w).35

In other words, Extensionality ensures that the epistemic utility of a credence
function at a world does not depend on the content of the propositions over
which the function is de�ned.36
Now, perhaps Weak Probabilism is too strong. Perhaps there are collections

of propositions such that no credence assignment over that collection of propo-
sitions, coherent or not, is ever epistemically rational. Say that a partition is
admissible i� there is some credence function de�ned over that partition that is
rationally permissible for some agent at some time. We could build a reasonable
argument for Probabilism if instead of relying on Downwards Propriety, we
relied instead on a principle that ensured that no coherent function de�ned over
an admissible partition is dominated by a credence function de�ned over a coars-
ening of that partition. Doing so would not require vindicating Non-Negativity,
but rather the principle that no assignment of credence to any proposition that
is a member of an admissible partition could ever get negative utility. Whether
such a principle can be motivated, though, is a question for some other day.
Perhaps, then, the best way of formulating the upshot of my arguments is as a

sort of dilemma for those who seek a purely axiological vindication of principles
of rationality: they must either abandon Extensionality or abandon Atomism. I
do not have a view on which is the better alternative, perhaps because I don’t
�nd either Atomism or Extensionality particularly attractive. Still, given the role

35 Cf. Joyce 2009, p. 273 and Pettigrew 2016, p. 42.
36 Of course, there are some risks that come with rejecting Extensionality. In an interesting recent
paper, Brian Talbot argues that the Repugnant consequences of the epistemic utility framework are
unacceptable, even if they do not su�ce to undermine the argument for Probabilism (Talbot 2019).
To drive his point home, he asks us (p. 542) to consider “an attractive credal state which contains
only extremely high credences in all the wisdom that humanity will ever acquire.” and compare it
with “a repugnant state that contains nothing but a vast number of minimally accurate credences,
each of which is about whether there is a particle in some arbitrary location in space and time (each
credence is about a di�erent location, so these are credences in distinct propositions).” Talbot then
claims that if we use any reasonable, additive epistemic utility function (whose component functions
all assign both positive and negative values), we’ll have to think that the ‘attractive’ credal state is
worse, epistemically, than at least one ‘repugnant’ state. And this, Talbot argues, just shows that our
putative measures of epistemic utility are just not good measures of epistemic value. A proponent
of Extensionality could simply reject the claim that facts about wisdom are relevant to epistemic
evaluation—it is not as clear what to say in response to Talbot’s concern if we reject Extensionality.
My sense though is that before we can take this concern too seriously, we need a better sense of what
‘wisdom’ is—presumably, any proposition which counts as a bit of wisdom is something that can
only be believed by someone who has a large enough body of beliefs to see how that proposition
connects with others. And it may well be that any large enough such body of beliefs will be in�nite.
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that these principles have played in the literature, explicitly or implicitly, it is
worth highlighting the consequences they have on the project of axiology-�rst
epistemology.37

Appendix

�e purpose of this appendix is to provide a proof of my claims that bλθ is down-
wards proper i� for all x ≥ 1 − 1/√2, bλθ(x , 1) ≥ 0 i� θ ≥ λ/2 (Corollary 7 and
Corollary 8). Along the way, I prove two more general characterization re-
sults: one for the class of additive, downwards proper epistemic utility functions
(Proposition 2) and one for the class of additive and extensional downwards
proper epistemic utility functions (Proposition 5). I then use this last result to
characterize the class of positive a�ne transformations of the spherical score
that are downwards proper (Corollary 9 and Corollary 10).
Before we begin, let me introduce some additional terminology. For any

probability function c and any coarsening S ′ of Sc , the restriction of c to S ′ is
the unique probability function c′ de�ned over S ′ such that, for each S′ ∈ S ′:

c′(S′) = ∑
S⊆S′
S∈Sc

c(S).

I will say that c′ is a restriction of c i� Sc′ is a coarsening of Sc and c′ is the
restriction of c to Sc′ .
Our �rst step now is to establish the following lemma, which will simplify

the proofs to follow.

Lemma 1. An epistemic utility function u is downwards proper i� it is proper and
for each probability function c and each restriction c′ of c,

Ec[u(c)] ≥ Ec′[u(c′)].

Proof. Start by noting that for each c and each c∗ de�ned over a coarsening S∗
of Sc ,

Ec[u(c∗)] = Ec↾S∗[u(c∗)],

37 A much earlier version of this material was presented at the workshop Population Ethics Meets
Formal Epistemology at the Institute for Future Studies in Stockholm.�anks to H. Orri Stefánsson,
Gustaf Arrhenius, and to the workshop participants, especially Hilary Greaves and Richard Pettigrew,
for their helpful questions.�anks also to Hilary Kornblith and Phil Bricker for some insightful
comments that helped me see my way out of what I thought was a fatal objection to this paper.
Finally, thanks to an Associate Editor and three anonymous referees for this journal for their careful
reading of the paper and their probing questions, and especially to Sophie Horowitz, Chris Meacham,
and Katia Vavova for detailed and extremely helpful comments on earlier versions of this paper.
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where c ↾ S∗ is the restriction of c to S∗.�e le� to right direction of Lemma 1
now follows immediately from the de�nition, since if c′ is a restriction of c to
S ′, c ↾ S ′ = c′.
For the right to le� direction, assume u is proper and that for each coherent

c and each restriction c′ of c,

Ec[u(c)] ≥ Ec′[u(c′)].

Now let c∗ be an arbitrary credence function de�ned over S∗ and let c′ = c ↾ S∗.
From our initial observation, we have that

Ec[u(c∗)] = Ec′[u(c∗)],

since S∗ = Sc′ and c′ = c ↾ Sc′ . Since u is proper, we also have that

Ec′[u(c′)] ≥ Ec′[u(c∗)].

We can thus conclude that

Ec[u(c)] ≥ Ec[u(c∗)],

as desired.

Recall that a local epistemic utility function for X is a function uX that assigns
a real number to each pair (r, i), where r ∈ [0, 1] and i ∈ {0, 1}. Recall too that
if u is an additive epistemic utility function (see §4), there is a family of local
epistemic utility functions {uS ∶ S ⊆W} such that, for each c and w:

u(c,w) = ∑
S∈Sc

uS(c(S),1{w ∈ S}).

Slightly abusing notation, for r, r′ ∈ [0, 1], I will write Er[uX(r′)] to denote
the expected uX-value of assigning r′ to X relative to a probability function that
assigns r to X. In other words:

Er[uX(r′)] ∶= r ⋅ uX(r′ , 1) + (1 − r) ⋅ uX(r′ , 0).

Much like I did in the formulation of Propriety (Local) (§4), I will say that uX is
proper i� for each r ≠ r′ ∈ [0, 1],

Er[uX(r)] ≥ Er[uX(r′)].

I will say that a family of local epistemic utility functions {uX ∶ X ⊆ W} is
downwards proper i� each uX is proper and, for any non-empty Y , X ⊆W , with
X ∩ Y = ∅, and each r, r′ ∈ [0, 1] with r + r′ ≤ 1,

Er[uX(r)] +Er′[uY(r′)] ≥ Er+r′[uX∪Y(r + r′)].

�e following gives us a simple characterization of additive epistemic utility
functions that are downwards proper.
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Proposition 2. An additive epistemic utility function u is downwards proper i�
the family {uX ∶ X ⊆W} of local epistemic utility functions is downwards proper.

Proof. Start by noting that if u is additive, then for each probability function c
and each credence function c′ de�ned over Sc ,

Ec[u(c′)] = ∑
S∈Sc

Ec(S)[uS(c′(S))].

(�is follows straightforwardly from the additivity of expectation.)
Now, suppose u is additive and downwards proper. Pick X ,Y ⊆W and �x

r, r′ ∈ [0, 1] with r + r′ ≤ 1. Let c be the unique probability function de�ned
over the partition {X ,Y , (X ∪ Y)} with c(X) = r and c(Y) = r′, and let c′
be the restriction of c to {X ∪ Y , (X ∪ Y)} (where S denotes the set-theoretic
complement of S).
Letting Z = X ∪ Y and

Φ(x , S) ∶= Ex[uS(x)],

we know by de�nition that

Ec[u(c)] = Φ(r, X) +Φ(r′ ,Y) +Φ(1 − (r + r′), Z)

and
Ec[u(c′)] = Φ(r + r′ , Z) +Φ(1 − (r + r′), Z).

Since u is downwards proper and c′ is de�ned over a coarsening of Sc , we can
infer

Φ(r, X) +Φ(r′ ,Y) +Φ(1 − (r + r′), Z) ≥ Φ(r + r′ , Z) +Φ(1 − (r + r′), Z),

which in turn entails

Er[uX(r)] +Er′[uY(r′)] ≥ Er+r′[uX∪Y(r + r′)],

as desired.
Suppose now that u is an additive epistemic utility function and {uS ∶ S ⊆W}

is downwards proper. Pick a coherent c and �x a restriction c′ of c. Since
{uS ∶ S ⊆ W} is downwards proper, we know that for any two disjoint, non-
empty X ,Y ⊆W and any r, r′ ∈ [0, 1] such that r + r′ ∈ [0, 1],

Φ(r, X) +Φ(r′ ,Y) ≥ Φ(r + r′ , X ∪ Y).

A simple induction onN then allows to conclude that for any partition {X1 , . . . XN}

of a non-empty X ⊆W and non-negative real numbers {r1 , . . . , rN} whose sum
is in [0, 1],

∑
N
Φ(r i , X i) ≥ Φ(∑

N
r i ,⋃

N
X i) = Φ(∑

N
r i , X).
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In particular, for each S′ ∈ Sc′ (again, letting S range only over members of Sc),

∑
S⊆S′
Φ(c(S), S) ≥ Φ(∑

S⊆S′
c(S), S′) = Φ(c′(S′), S′).

And since
Ec[u(c)] =∑

S
Φ(c(S), S) =∑

S′
∑
S⊆S′
Φ(c(S), S),

we can conclude that

Ec[u(c)] ≥∑
S′
Φ(c′(S′), S′) = Ec′[u(c′)].

From Lemma 1 we then conclude that u is downwards proper.

A function φ ∶ X Ð→ R with X ⊆ R is said to be convex i� for all λ ∈ [0, 1],
x , y ∈ X with x + y ∈ X,

φ(λx + (1 − λ)y) ≤ λφ(x) + (1 − λ)φ(y).

It is subadditive i� for all x , y ∈ X with x + y ∈ X,

φ(x + y) ≤ φ(x) + φ(y).

�e following fact will come in handy in establishing our second main result.

Fact 3. Let φ ∶ [0, 1]Ð→ R be convex.�e following are all equivalent:

(i) φ is subadditive.
(ii) For all x ∈ [0, 1] and all n > 0 with nx ∈ [0, 1], φ(nx) ≤ nφ(x).
(iii) For all x ∈ [0, 1] such that 2x ∈ [0, 1], φ(2x) ≤ 2φ(x).

Proof. It is straightforward to show, by induction on n, that (i) entails (ii); (ii)
clearly entails (iii). All that is le� to show is that (ii) entails (i). So �x a convex
φ ∶ [0, 1]Ð→ R satisfying (iii). Take x , y ∈ [0, 1] such that x + y ∈ [0, 1]. Clearly,
1/2(x + y) ∈ [0, 1], and thus from (iii) and the fact that φ is convex we can
conclude

φ(x+ y) = φ(2 ⋅ 1
2
(x+ y)) ≤ 2φ( 1

2
(x+ y)) ≤ 2 ⋅ 1

2
(φ(x)+φ(y)) = φ(x)+φ(y).

I will also rely on a well-known fact—an immediate consequence of Savage’s
characterization of proper scoring rules (Savage 1971).38

38 For a proof, see Proposition 2 in Predd et al. 2009.
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Fact 4. A local epistemic utility function u ∶ [0, 1] × {0, 1}Ð→ R is proper i� the
function φu de�ned by

φu(x) ∶= Ex[u(x)]

is convex.

Proposition 5. Let u be an additive and extensional epistemic utility with corre-
sponding local epistemic utility function u, and for x ∈ [0, 1] let φu(x) = Ex[u(x)].
�e following are equivalent:

(i) u is downwards proper.
(ii) φu is convex and subadditive.
(iii) φu is convex and φu(2x) ≤ 2φu(x) for all 0 ≤ x ≤ 1/2.
(iv) φu is convex and for all n ≥ 0, x ∈ [0, 1], nx ∈ [0, 1] entails φu(nx) ≤

nφu(x).

Proof. Fix an additive and extensional u. Extensionality entails that the family
{uX ∶ X ⊆ W} is constant with uX = u. Hence, from Proposition 2 we can
conclude that u is downwards proper i� φu is proper and subadditive. Fact 4
now ensures that u is downwards proper i� φu is convex and subadditive, and
thus that (i) and (ii) are equivalent. �at (ii)-(iv) are pairwise equivalent is a
straightforward consequence of Fact 3.

Corollary 6. Suppose u is an additive, proper, and extensional epistemic utility
function with corresponding local epistemic utility function u. Let uλθ be the additive
epistemic utility function generated by uλθ , where

uλθ(x , i) ∶= λ ⋅ u(x , i) + θ ,

and let
φλ
θ(x) ∶= Ex[u

λ
θ(x)].

�en uλθ is downwards proper if and only if for all 0 ≤ x ≤ 1/2

θ ≥ λ(φ10(2x) − 2φ
1
0(x)).

Proof. Since u is proper, so is u, so the linearity of expectation ensures that uλθ
is proper for all λ, θ ∈ R. From Fact 4 we can infer that each φλ

θ is convex, and
Proposition 5 allows us to conclude that uλθ is downwards proper if and only if
for all 0 ≤ x ≤ 1/2,

φλ
θ(2x) ≤ 2φ

λ
θ(x),

which by de�nition obtains if and only if for all 0 ≤ x ≤ 1/2

θ ≥ λ(φ10(2x) − 2φ
1
0(x)),

as desired.

24



Corollary 7. bλθ is downwards proper if and only if θ ≥ λ/2.

Proof. Recall that bλθ is an additive and extensional epistemic utility function
with corresponding local epistemic utility function bλθ . Of course, b is proper.
So, given Corollary 6 it su�ces to establish that θ ≥ λ/2 i� for all 0 ≤ x ≤ λ/2,
θ ≥ λ(φb(2x) − 2φb(x)), where

φb(x) ∶= Ex[b(x)] = −x + x2 .

Now,
φb(2x) − 2φb(x) = −2x + 4x2 + 2x − 2x2 = 2x2 .

And since 2x2 is a strictly increasing function of x for x ≥ 0, we conclude that
for all 0 ≤ x ≤ 1/2, θ ≥ λ ⋅ 2x2 i�

θ ≥ λ ⋅ 2(1/2)2 = λ/2,

as desired.

Corollary 8. bλθ is downwards proper if and only if for all x ∈ [0, 1]with x ≥ 1−1/√2,
bλθ(x , 1) ≥ 0.

Proof. Given Corollary 7, it su�ces to show that θ ≥ λ/2 i� for all x ∈ [0, 1] with
x ≥ 1 − 1/√2, bλθ(x , 1) ≥ 0.
Note now that from the de�nition of bλθ we have that for each λ, θ , θ

′ ∈ R
with λ > 0 and each x ∈ [0, 1],

bλθ(x , 1) > bλθ′(x , 1) i� θ > θ′ .

Note too that, since for each λ, θ ∈ R, with λ > 0, bλθ is a strictly increasing
function of x over [0, 1], we know that for each λ, θ ∈ R with λ > 0, each
x ∈ [0, 1], and each r ∈ R, bλθ(x , 1) ≥ r i� for all x′ ≥ x, bλθ(x

′ , 1) ≥ r.�e key
observation now is that for each λ > 0, bλλ/2(1 − 1/

√
2, 1) = b11/2(1 − 1/

√
2, 1) = 0,

since that allows us to conclude that

θ ≥ λ/2⇔ bλθ(1 − 1/
√
2, 1) ≥ bλλ/2(1 − 1/

√
2, 1)

⇔ for all x ∈ [0, 1] with x ≥ 1 − 1/√2, bλθ(x , 1) ≥ bλλ/2(1 −
√

λ/2, 1) = 0,

as desired.

�e spherical score s is an additive and extensional utility function with
corresponding local utility function s ∶ [0, 1] × {0, 1}Ð→ R given by

s(x , i) ∶= (x + i − 1)
√
x2 + (1 − x)2

.
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For θ , λ ∈ R, λ > 0 let sλθ be the additive extensional utility function generated
by sλθ ∶= λs + θ.
As the following observationsmake evident, the spherical score is downwards

proper, but many of its translations are not.

Corollary 9. sλθ is downwards proper i� θ ≥ λ (1 −
√
2).

Proof. Let φs(x) ∶= Ex[s(x)], and note that

φs(x) = x ⋅
x

√
x2 + (1 − x)2

+ (1 − x) ⋅
(1 − x)

√
x2 + (1 − x)2

=
√
x2 + (1 − x)2 .

Let

g(x) ∶= φs(2x) − 2φs(x) =
√
4x2 + (1 − 2x)2 −

√
4x2 + 4(1 − x)2 ,

and note that

g(x) =
√
4x2 + (1 − 2x)2 −

√
4x2 + (1 − 2x)2 + (3 − 4x),

so that g is strictly increasing over [0, 1/2].�us, θ ≥ λg(x) for all 0 ≤ x ≤ 1
2 i�

θ ≥ λg(1/2) = λ (1 −
√
2) .

Corollary 10. sθ is downwards proper i� for all x ∈ [0, 1], sθ(x , 1) ≥ 0 whenever

x ≥
(
√
8 + 8

√
2 − 2) (−1 + 2

√
2)

14
≈ 0.07396.

Proof. Routine calculation shows that

sλλ(1−√2) (
(
√
8+8√2−2)(−1+2√2)/14, 1) = s1−√2 ((

√
8+8√2−2)(−1+2√2)/14, 1) = 0.

We can now simply repeat,mutatis mutandis, the steps of the proof of Corollary 8.
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