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Abstract: We suggest that pain processing has a modular architecture. We begin by 
motivating the (widely assumed but seldom defended) conjecture that pain processing 
comprises inferential mechanisms. We then note that pain exhibits a characteristic 
form of judgement independence. On the assumption that pain processing is 
inferential, we argue that its judgement independence is indicative of modular 
(encapsulated) mechanisms. Indeed, we go further, suggesting that it renders the 
modularity of pain mechanisms a default hypothesis to be embraced pending 
convincing counterevidence. Finally, we consider what a modular pain architecture 
might look like, and question alleged counterevidence to our proposal.  
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It is the bitterest pain among men, to have insight into much and power over nothing. 

 Herodotus, Histories IX, Ch.16  

 

1. INTRODUCTION 
 
Can we provide a systematic account of the cognitive processing that underpins pain in humans 
and other organisms? What would such an account look like? While these are foundational 
questions for a science of pain, they have received relatively little attention and continue to be 
overshadowed by research into pain’s neuroanatomical implementation. Our aim in this 
exploratory paper is to begin filling this lacuna. 
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Our discussion centres around two key questions: First, does pain processing 
inferentially interpret its sensory inputs, drawing on endogenously stored content? 
Contemporary pain scientists assume so, but rarely defend this assumption in detail (e.g., Wiech 
et al., 2014; Finlay, 2019). We begin to remedy this shortcoming, offering provisional reasons 
to regard pain processing as inferential in much the way vision is standardly taken to be. 

Second, if pain processing is inferential, and allows endogenously stored content to 
inform its sensory analyses, then what endogenously stored content is available to be utilised 
in these inferential operations? In response, we propose that if pain processing is genuinely 
inferential, it is likely to be underpinned by one or more informationally-encapsulated pain 
modules—systems which lack access to, and are thus encapsulated from, content stored outside 
dedicated and prescribed “proprietary databases”.  

In making these suggestions, we extend traditional discussions of sub-personal 
inference, encapsulation, and modularity, which focus on paradigmatically perceptual systems 
(Clarke, 2021; Firestone & Scholl, 2016), speech perception (Fodor, 1983; Liberman & 
Mattingly, 1985), the systems of core/central cognition (Carey, 2009; Cosmides et al., 2010; 
Scholl & Leslie, 1999), and the systems of motor control (Mylopoulos, 2021). Additionally, we 
depart from the small body of work which has considered pain’s underlying architecture and 
deemed it cognitively penetrable and non-modular (Gligorov, 2017; Jacobson, 2017; Shevlin 
& Friesen, 2021). 

We proceed as follows: In Section 2, we note that various phenomena indicate an 
internal logic to the operations of human pain processing and suggest that this is indicative of 
inferential pain mechanisms at an algorithmic level of analysis. In Section 3, we build on this 
suggestion, noting that pain exhibits a characteristic form of judgement independence. On the 
assumption that pain processing is inferential, we argue that this is indicative of a modular 
architecture. Indeed, we go further: We propose that it renders the modularity of pain processing 
a default hypothesis—a hypothesis to be embraced pending convincing counterevidence. In 
Section 4, we consider what a modular pain architecture might look like, distinguishing two 
versions of our hypothesis. Finally, Section 5 considers some alleged counter-evidence to our 
proposal. We argue that, given the current state of the evidence, none of this alleged counter-
evidence undermines our proposal in even its simplest and most committal incarnation. 
 
 
2. PAIN AS A PROBLEM OF INFERENCE 
 
Pain is typically characterised as a type of “personal experience associated with actual or 
potential tissue damage” (IASP).1 Accordingly, emphasis tends to be placed on the experiential 
aspects of pain. However, few object to the suggestion that pain experiences are underpinned 
by mechanisms and processes which warrant consideration in their own right. So, like other 
complex experiential phenomena (e.g., conscious visual perception), pains can be investigated 
by analysing their underlying mechanisms and processes. 

Here, there are various questions to ask. For one, we might ask what (if anything) the 
relevant mechanisms and processes function to do. In other words, we might pursue a 

 
1 https://www.iasp-pain.org/terminology?navItemNumber=576#Pain 
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computational-level description of pain processing (Marr, 1982). For present purposes, we 
follow others in assuming that pain processing as a whole takes sensory information as input 
and functions to determine if, and in what way(s), these inputs (or their distal causes) are to be 
deemed painful for the organism (Seymour & Dolan, 2013).2 This computational-level 
description is intentionally vague and non-committal, and it could be fleshed out in various 
ways. What matters for us is that the realisation of this computational-level task implicates 
inferential processes at a lower, algorithmic level of analysis (Marr, 1982). 

This much is widely assumed by contemporary pain scientists (e.g., Wiech et al., 2014; 
Wiech, 2016; Büchel et al., 2014; Pagnoni & Porro, 2014; Finlay, 2019). They conceive of pain 
as a “problem of inference”, involving inferential mechanisms akin to those posited on 
mainstream “constructivist” accounts of visual processing (Seymour & Dolan, 2013, p. 248; 
Tabor et al. 2017). In so doing, these researchers implicitly reject “ecological” or “embedded” 
accounts of pain processing, according to which pains result from mechanisms and processes 
that are not appropriately described as involving inferences over intermediary mental 
representations (cf. Gibson, 1979; Orlandi, 2014). Unfortunately, the perceived need for 
inferential pain mechanisms is rarely articulated in detail. But since “inferentialism” is part and 
parcel of the conjecture we ultimately recommend, let us consider why this position seems 
reasonable to assume in what follows. 

On constructivist accounts, vision faces an underdetermination problem: When an 
object reflects light onto the retina, the retinal image is consistent with that object possessing 
infinitely many possible shapes, sizes, locations, and colours. To overcome such 
underdetermination, the visual system uses endogenously stored information to inform it in a 
series of non-demonstrative inferences about the shape, size, location, and colour of the distal 
objects perceived (Gregory, 1970; Rock, 1975; Palmer, 1999).  

To illustrate: The visual system has been said to possess endogenously represented 
information that light (typically) comes from above (Ramachandran, 1988; Rescorla, 2015a).3 
So when the visual system is presented with some sensory input that is consistent with multiple 
hypotheses—for example, “convex surface and light from above” and “concave surface and 
light from below”—this stored content can be accessed, and used to inform the system’s 
analysis in content-respecting ways. Thus, it might lead the system to conclude that the former 
possibility is more likely. In this sense, the visual system would be said to have literally inferred 
the likely cause(s) of its sensory inputs, transitioning between representational states in non-
associative, content-respecting ways (albeit imperfectly: it might draw the wrong conclusion, 
as in cases of illusion resulting from atypical lighting conditions). 

Is this true of pain processing? On traditional “perceptualist” accounts of pain, it is 
natural to think so. On perceptualist accounts, pain serves the biological function of informing 
organisms about objective states of bodily damage and is strictly analogous to paradigm forms 
of perception (Armstrong, 1968; Pitcher, 1970). Hence, pain may be regarded as inferential in 
much the way vision is. For just as a retinal image underdetermines the size and shape of the 

 
2 “Deeming an input painful” need not involve explicit categorisation of the input—it may simply involve treating 
an input as a pain. Furthermore, this computational-level description leaves open what pain processing seeks to 
deem painful for the organism (e.g., bodily damage, disturbances that would benefit from protective behaviours, 
etc.). 
3 See Sun and Perona (1998) and Adams et al. (2004) for further discussion.  
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objects one perceives, leaving these to be inferred by visual mechanisms, somatosensory inputs 
to polymodal nociceptors may underdetermine the nature of bodily damage (see Ringkamp et 
al,. 2013). By parity of reasoning, this suggests that for pain processes (of the sort posited by 
perceptualists) to reliably identify objective levels of bodily damage, they, too, perform 
inferences akin to those performed by other perceptual mechanisms. 

Of course, this is no foregone conclusion. While inferentialism enjoys widespread 
support in the study of vision, it has detractors (Hatfield, 2002; Orlandi, 2014). Nevertheless, 
the suggestion that pain is underpinned by inferential mechanisms can be independently 
motivated. Consider effects of visual feedback on pain experience. Merely seeing one’s pained 
body part can generate an analgesic effect (Longo et al., 2009; Mancini et al., 2011), as can 
undergoing visual illusions as of seeing one’s pained body part. This latter point has proven 
fruitful in the treatment of phantom limb pain by mirror therapy (Wittkopf & Johnson, 2017): 
amputees suffering phantom pain can enjoy significant relief when a reflection of their 
undamaged limb creates an illusory percept as of the amputated limb being intact 
(Ramachandran et al., 1995). Critically, this is a case of “visual referral” (Ramachandran & 
Altschuler, 2009; cf. Rock & Victor, 1964). Thus, those suffering phantom limb pain are 
conjectured to enjoy pain relief from mirror therapy because the illusory percept as of an 
undamaged limb (i.e., an objectified perceptual representation) contradicts the analyses that 
pain systems were reaching about the amputated limb, thereby lowering their credence that 
bodily damage was incurred. Indeed, Armel and Ramachandran (2003) found evidence that this 
swings both ways: Visual information that bodily damage has been incurred in a limb (i.e., a 
visual percept as of your hand being stabbed) irresistibly increases the level of bodily damage 
that is attributed to that limb. What is notable is that these processes have the form of a valid 
inferential transition: pain systems take on board new representational content (derived from a 
visual percept) and process it in content-respecting ways when reformulating their hypotheses. 
Since analogous cases of visual referral, or “cue combination”, provide some of the most 
convincing evidence for inferential processing in other perceptual domains, where 
inferentialism enjoys widespread support (Ernst & Banks, 2002; Rescorla, 2015b; 
Trommershäuser et al., 2011; cf. Orlandi, 2014), the perceptualist finds compelling reason to 
regard pain processing similarly. 

Of course, perceptualism about pain is, itself, controversial (Casser, 2020). Hence, it is 
important to stress that inferentialism does not depend on a commitment to standard 
perceptualist accounts. On our preferred view, pain processing does not simply aim at 
ascertaining some state of the body, but at deciding whether bodily states warrant pain onset 
given the current behavioural context (Seymour & Dolan, 2013). As such, we think pain 
processing cares not only what state the body is in, but also what should be done about this (see 
Martínez, 2011; Klein, 2015; Martínez and Klein, 2016). We will not argue for this suggestion 
here but wish to note that if anything like it is true, it only strengthens the case for pain’s being 
“a problem of inference” (despite highlighting a disanalogy with paradigm forms of 
perception). 

We say this because the question of whether pain onset is warranted appears even more 
underdetermined by sensory inputs than the question of how much bodily damage has been 
incurred. For a start, our preferred account does not deny that bodily damage is relevant to pain 
processing’s assessment of the situation. Indeed, we assume it is. As such, our account 
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accommodates perceptual elements in pain processing which function to gather information 
about objective states of bodily damage. One reason to suspect that these exist concerns the fact 
that such information-gathering seems to be subserved by dissociable and domain-specific 
feedback mechanisms (Sandkühler, 2013). The point is just that accounts of our preferred sort 
posit that pain processing performs additional practical inferences, based on (among other 
things) these inferred levels of bodily damage. Thus, pain systems may ascertain that the 
organism (e.g., a soldier on the battlefield or a hunted deer) has sustained major bodily damage 
but conclude that (given the current fight-or-flight situation) pain onset is best delayed to avoid 
distraction in the face of immediate danger (Beecher, 1959: Wall, 1979).  

What is significant is that these additional transitions, again, have the form of a genuine 
inference. The system takes (perceived/inferred) content about some objective feature of the 
world (bodily damage) and, further, content about the situation the organism is in, and performs 
a content-respecting transition to the conclusion that immediate pain onset is or is not 
warranted. Indeed, if a view of this sort is correct, pain processing would appear doubly 
inferential: It comprises perceptual sub-processes which make inferences about objective 
features of the world (e.g. levels of bodily damage), and further mechanisms which perform 
practical inferences based on (among other things) the conclusions these sub-processes reach. 

We do not consider any of this a foregone conclusion. Critics might dispute the 
suggestion that an appearance of valid inferential processing at the level of observed behaviour 
provides reason to expect that inferences occur at the level of information processing (as critics 
have done when critiquing vision’s status as inferential; see Orlandi, 2014). Thus, they might 
dispute the realist attitude we take towards the above accounts, and the inference-like steps they 
imply (cf., Rescorla, 2015b). Furthermore, critics might question the descriptive adequacy of 
the accounts under consideration, noting that they have yet to demonstrate the predictive and 
explanatory power enjoyed by inferentialist accounts of visual information processing. But 
while these are legitimate and important concerns, which deserve careful consideration, we 
content ourselves with a modest interim conclusion: Given the evidence adduced, there is 
plausible reason to expect that pain processing is inferential in much the way visual processing 
is standardly taken to be (even if the precise computational functions of pain and vision diverge, 
as our preferred account suggests).  

 
 

3. MODULARITY AS THE DEFAULT HYPOTHESIS 
 
3.1. Pain’s Modularity 
If pain processing is inferential, and draws on endogenously stored content when interpreting 
sensory inputs, a further question arises: What endogenously stored content is pain processing 
able to make use of in its inferential operations? 

This question would not arise if pain processing were non-inferential (Pylyshyn, 1984, 
p. xvii). On that view, there is no contentful information informing pain processing in its 
operations; pain processing simply reduces to a complex interplay of environmental, 
physiological, and functional factors. But, if pain is inferential, as we recommend, the above is 
surely one of the most fundamental questions we can ask about pain’s information processing.  
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In principle, the information that is available to pain processing in its inferential 
operations could be unbounded. It could include all things known or believed by the organism 
and its subsystems, including the organism’s beliefs about the severity of relevant sensory 
disturbances and their significance for the organism. It could even include the organism’s 
beliefs about politics, geography, and clownfish (see Fodor, 1983). Indeed, certain Bayesian 
accounts of pain processing seem to assume that something of this sort is, in fact, the case: that, 
under appropriate circumstances, any background cognitive states could come to inform pain 
processing in the inferential interpretation of sensory inputs (Ongaro & Kaptchuk, 2019).  

Our hypothesis, that pain is underwritten by one or more encapsulated modules, opposes 
this suggestion. On our account, pain onset is determined by one or more circumscribed systems 
which take sensory information as input and (collectively or individually) determine if, and in 
what way(s), this should be deemed painful for the organism, entirely based on dedicated and 
architecturally prescribed proprietary databases (Fodor, 1985). Such databases are 
(synchronically) fixed bodies of information, dedicated to these pain systems’ operations and, 
most likely, theirs alone. Thus, information located “outside” of a pain system’s dedicated 
database (for instance, what is explicitly known or believed by the organism) is strictly 
inaccessible to the system and incapable of informing it in the interpretation of sensory inputs 
no matter how useful this information might be for its operations. Pain systems are, thus, 
encapsulated from information outside their proprietary databases, in much the way Fodor 
(1983, 1985) regarded the mechanisms of vision and speech perception encapsulated from 
thought. 

Consider the thermal grill illusion (TGI). The TGI involves the application of interlaced 
cold and warm bars on a body part. Provided that these interlaced bars are suitably arranged, 
and their temperature differs by a sufficiently large margin (roughly ≥ 20°C), bars whose 
independent application is perceived as painless are collectively perceived as producing a 
painful burning sensation (Thunberg, 1896; Alrutz, 1898). While there is disagreement as to 
why this should be, candidate accounts suggest that it involves pain processing making a kind 
of (inferential) error about the nature, source, or significance of the sensory stimulation it 
receives as input (Fardo et al., 2020). Yet what is known or believed by the organism seems to 
have no clear effect on the underlying systems’ assessment of the situation. This is so even 
when the knowledge or beliefs would seem directly relevant to pain processing’s operations on 
any plausible account of what the pain system is trying to infer. So, even when we know that 
the bars used to produce the TGI are completely innocuous, undamaging, and not something 
we need protection from, pain onset occurs, and pain persists. In this respect, phenomena like 
the TGI appear to be judgement independent.4 

Analogous forms of judgement independence have long motivated the conjecture that 
paradigmatically perceptual mechanisms are encapsulated (Fodor, 1983). While controversial 

 
4 This is not to deny that our beliefs might influence the phenomenology of our overall experience whilst 
undergoing the illusion. Plausibly, knowing the stimulus to be undamaged will affect one’s emotional state (e.g., 
allaying one’s fear of the stimulus), and perhaps enable the subject to attend to other things, thereby influencing 
their overall experience at a given moment. What we are claiming here is just that knowing the TGI to be 
innocuous has no effect on the presence or absence of the painful burning sensation itself. 
 
As far as we know, the judgement independence of the TGI has not systematically studied. We here rely on 
personal communication with Patrick Haggard. 
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(Prinz, 2007), this helps clarify our proposal. On our view, pain is underwritten by one or more 
informationally encapsulated pain modules. Here, sensory inputs to these modules fail to 
unambiguously determine whether pain onset is warranted given the function these systems are 
(collectively or individually) seeking to perform (e.g., ascertaining levels of bodily damage, or 
ascertaining whether pain onset will aid the organism’s survival, etc.). As such, pain modules 
make inferences about how to interpret their inputs, drawing on whatever information they have 
access to. But assuming that they are informationally encapsulated, each module can only 
access information stored within its prescribed proprietary database. And, on the conjecture that 
such databases are encapsulated from central cognition, these fail to include the beliefs and 
expectations of the perceiver, including those which concern the nature of the relevant sensory 
disturbance (or lack thereof). Thus, on the conjecture that pain is modular, it is unsurprising 
that knowing the TGI’s bars to be innocuous has no (apparent) bearing on pain onset.   
 
3.2. The Case for Modularity 
Modularity can explicate the judgement independence of TGI onset. If pain processing 
comprises modular systems which inferentially interpret their inputs entirely on the basis of 
dedicated, prescribed, and proprietary databases, which fail to include the cognitive states of 
the organism, we would expect that judging (or desiring, expecting, intending, etc.) the 
stimulus, sensory disturbance, or situation, not to warrant pain onset will have no bearing on 
our pain modules’ inferential conclusions. But this point can only carry us so far. There are 
various architectures which might accommodate the aforementioned datum, and many 
researchers assume that pain processing is routinely guided by states of central cognition (e.g., 
Flor & Turk, 2013). Nonetheless, we argue that, upon inspection, the preceding considerations 
highlight a compelling reason to favour the conjecture that pain processing is modular (pending 
convincing evidence to the contrary).  

The first point to note is that the judgement independence of the TGI is unexceptional. 
For while it is true that our beliefs and expectations routinely affect the attitudes we take 
towards our pains, and the emotional experiences which accompany them, it is hard to identify 
familiar or everyday cases of pain in which our cognitive states straightforwardly affect our 
pains’ sensory qualities themselves.  

Consider some mundane examples: 
 

Papercut. You feel a pain in your fingertip as you turn the page. It’s a papercut—and 
it stings like Hell. You examine the wound and find that the page has barely penetrated 
your skin. You think to yourself: “This really shouldn’t hurt so much”—but hurt it 
does. 
  
Headache. You’ve had a pounding headache all afternoon. Unable to concentrate on 
your work, you visit your GP. The GP asks various questions and performs a couple 
of tests before concluding that you have an ordinary tension headache, caused by a 
tense neck and shoulder muscles. They reassure you that this is very common and has 
nothing to do with the state of your head. Regardless, your head continues to hurt on 
the way home. 
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These cases are unexceptional. They are ordinary cases of pain which many of us experience 
on a regular basis. What they illustrate is the familiar fact that our thoughts, hopes, and desires 
tend to have no noticeable influence on pain onset or persistence. For, as these cases illustrate, 
one can judge (rightly or wrongly) that the extent of one’s injury does not correspond to the 
intensity of one’s pain without this leading to an adjustment in pain intensity (Papercut). 
Similarly, one can know that the felt location of a pain does not correspond to the source of a 
relevant bodily disturbance without this causing a shift in pain location (Headache). Indeed, it 
is difficult to think of cases in which merely reflecting on, or forming, a cognitive state leads to 
a convincing, noticeable, and synchronic influence on a pain’s felt character.  
 Of course, cognitive states do make a difference to the attitudes we take towards our 
pains and our emotional reactions to these. Long distance runners, for example, may employ 
psychological techniques which help them get through periods of excruciating pain and 
exhaustion that would otherwise seem insurmountable.5 Conversely, torturers may employ 
psychological techniques to heighten their victims’ sense of threat, further worsening their 
experience (Linden, 2015). However, these cases seem less well characterised as instances in 
which cognitive states influence or change the felt sensory character of pains than as instances 
in which cognitive states influence how people manage or evaluate their pains, or as instances 
in which cognitive states influence the emotional reactions they have towards their pains.  For 
example, thinking positive or negative thoughts does not seem to literally render our pains more 
or less intense, though it plainly affects the attitudes we take towards them and/or our emotional 
states in relation to our these, rendering these pains more or less bearable.6 

We have not yet drawn any architectural conclusions from this alleged insensitivity to 
thought. However, it is somewhat surprising. If pain processing functions to accurately infer 
facts about bodily damage and/or facts about whether pain onset will prove beneficial to the 
organism (see Section 2), then we might expect relevant judgements to sometimes be 
considered by pain systems and to have some noticeable bearing on the outputs of pain 
processing. But the fact that we can assess the nature and extent of our injuries, and know all 
sorts about them, does not seem to make a difference to the pains we experience. This is true 
even when the information would seem directly relevant to pain processing’s assessment of the 
situation, and even when this information would seem to rationally demand revision or 
reassessment of its conclusions. Indeed, the point enjoys generality and applies no matter what 
one says about the function of pain. The fact is that it is hard to identify any cases in which 
merely forming, or reflecting on, a cognitive state leads to a compelling and synchronic shift in 

 
5 Thanks to an anonymous reviewer of this journal for emphasising cases of this sort. 
6 Given that emotions, evaluations, and attention are routinely influenced by our cognitive states, we believe that 
the onus lies with those who reject our introspective assessment of the situation to make the case that things of 
this sort are not all that changes with our shifting judgments during episodes of pain. But even if this challenge is 
met, our argument for pain’s modularity would still apply to certain sub-components of pain processing provided 
that judgements do not, and cannot, entirely eliminate our pains. For if it were true that judgements can merely 
influence (e.g.) the felt character of one’s pains, but not (e.g.) whether pain onset occurs and pain persists (this 
latter point seems completely indubitable to us), the following remarks would be taken to suggest that the 
determination of pain onset and pain persistence is subserved by modular mechanisms, even if subsequent 
unencapsulated mechanisms determine the character of the resulting pain. So, in sum: even if one rejected our 
phenomenological assessment of the situation in its entirety, we think that one should still find reason to think of 
pain as partially modular in the argument that follows. 
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a pain’s felt qualities. (Readers with a specific view on pain’s computational function are 
invited to consider whatever judgements would seem most relevant on their preferred account.)  

Admittedly, and as acknowledged earlier, judgement independence does not prove that 
inferential pain mechanisms are encapsulated. It is, however, a datum that a modular 
architecture makes straightforward sense of. For if pain processing is underpinned by 
encapsulated modules, as we conjecture, then we would expect that these pain systems be 
judgement independent in the aforementioned ways. Meanwhile, those who oppose this 
suggestion have some explaining to do. Assuming that pain processing is inferential, they must 
explain why pain systems, which are not encapsulated from cognitive information, routinely 
fail to let it alter their conclusions, even when this would be useful, appropriate, or beneficial 
for the fulfilment of their computational function(s) and inferential goal(s). This, we contend, 
is easier said than done. 

One response might be that even if pain systems lack architecturally prescribed 
proprietary databases of the sort we propose, speed of information flow within the mind/brain 
prevents cognitive states from reaching pain systems in time to inform them in their inferential 
interpretations. On this view, pain processing would not be subserved by one or more 
informationally encapsulated modules, but pain analyses would wind up judgement 
independent by virtue of our cognitive states/cognitive information taking too long to arrive at 
the relevant systems and, thus, too long to get incorporated into their inferential analyses. 

This might seem to provide a neat explanation for the above observations. After all, it 
does not appeal to the cognitive architecture of pain processing. It merely concerns facts and 
constraints (speed of information flow) that any account of pain processing must contend with. 
Yet, on inspection, the suggestion does not provide a plausible explanation for pain’s 
characteristic judgement independence. For while it is possible that the (relatively sluggish) 
speed of top-down information flow within the mind/brain might offer a non-modular 
explanation for the judgement independence found in certain cases of pain and certain 
paradigmatically perceptual phenomena—cases in which sensory systems function to report on 
what is happening right now (Fodor, 1989; Mandelbaum, 2018)—pain onset is often 
remarkably slow. For example, onset of acute pain is frequently delayed by minutes, if not days 
(Melzack et al., 1982; Wall, 1979), while pain following a stroke or spinal cord injury can take 
years to set in (Schott, 2001). Even pain onset in the TGI is typically delayed by several seconds 
(Fardo et al., 2020). Consequently, one’s cognitive assessment of an injury (or lack thereof) 
often precedes pain onset by a significant margin. So, while it may be important for pain 
systems to reach prompt and timely interpretations of their inputs in certain situations, it is 
implausible (as a more general claim) that cognitive states ordinarily have insufficient time to 
reach pain systems before they complete their analyses. Thus, speed of information flow is not 
a convincing explanation for pain’s characteristic judgement independence. 

An alternative response could be that pain’s judgement independence results not from 
the encapsulation of pain systems, but because judgements tend not to alter the resulting 
experiences for extraneous reasons: For instance, it might be claimed that pain systems only 
bother to search, access, and consider cognitive states of the organism when they are (otherwise) 
unsure how to interpret their inputs (Prinz, 2006). Alternatively (or perhaps additionally), it 
might be claimed that pain processing simply places greater weight on the outputs of low-level 
pain mechanisms, performing their analyses in a bottom-up fashion (based on sensory inputs), 
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such that these outputs tend to trump conflicting top-down judgements in the overall analysis 
(Clark, 2013). On either account, it might be claimed that pain systems typically end up 
displaying the aforementioned kinds of judgement independence, despite their lack of 
encapsulation. And since accounts of both sorts offer popular explanations for the judgement 
independence of visual processing among critics of the modularity hypothesis (Howhy, 2013), 
they may prove attractive to those sceptical of our proposal also. But note two things:  

First, in the case of vision, such possibilities are motivated by actual examples—e.g. 
bistable images (like the necker cube and duck-rabbit) which are ambiguous between two (or 
more) interpretations, and cases of binocular rivalry (e.g., Howhy et al., 2008). In such cases, 
ambiguity often results in one visual interpretation dominating for some period of time before 
a gestalt shift occurs and the alternative interpretation comes to dominate conscious experience. 
In such cases, non-modularists sometimes posit that cognitive states are accessed by visual 
systems, and able to guide them in their interpretation of the image, disposing one interpretation 
over the other, owing to the uncertainty of the bottom-up analysis (cf. Block, 2016). Thus, it is 
sometimes proposed that this is why children are more likely to see the duck-rabbit as a rabbit 
on Easter weekend than at other times of year (Brugger & Brugger, 1993; Prinz, 2006).  

Modularists find such examples woefully unconvincing (Mandelbaum, 2019). But, even 
if they did offer a compelling violation of vision’s encapsulation, there is a dearth of evidence 
for anything like a bistable image in the case of pain: there simply are no cases in which we 
experience gestalt shifts between (e.g.) painful and less/not-painful, or pain in location A and 
pain in location B. This is not to deny that the inputs to pain processing are, themselves, 
ambiguous (see Section 2); nor is it to deny that our judgments affect the attitudes that we take 
towards, or the emotions that accompany, our pains. The point is just that we currently have no 
reason to think that any of this leads to bistability in the pain itself (let alone bistability that is 
informed by the organism’s cognitive states). 

This raises a second and more fundamental issue. The suggestion that cognitive states 
might be accessible yet not actually accessed by pain systems, or accessed without this 
influencing the pain system’s overarching analysis, amounts to no more than a bare possibility 
unless we have positive reasons to endorse it. For without reasons of this sort, the informational 
encapsulation of pain systems should constitute our default hypothesis. We say this because it 
offers to explain the aforementioned (and seemingly pervasive) types of judgement 
independence that are so characteristic of pain; on this view, judgements fail to inform pain 
analyses because they are architecturally inaccessible to pain processing in its inferential 
analyses. Since the alternative—that these states might be accessible to pain processing, yet 
remain routinely un-accessed by it, or accessed without this having any effect—merely 
accommodates the datum, it provides a shallow and seemingly ad hoc account of the 
phenomenon. So, without positive reason to favour some such alternative, pain’s modularity 
should be considered the leading conjecture, given the considerations we have amassed so far. 
 
4. TWO KINDS OF MODULAR ARCHITECTURE 
 
Our exploration of pain’s information processing architecture has now taken us from the 
defence of a widely endorsed claim (that pain is inferential) to the recommendation of a 
controversial idea (that pain processing’s inferential operations are performed by 
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informationally encapsulated modules). But before we consider where critics might push back, 
it is worth considering what our recommended modular architecture might look like, explicating 
its commitments more explicitly.  

A simple version of our hypothesis would posit one “large” pain module. On this view, 
there would simply be one proprietary database that component sub-processes involved in pain 
analyses would be constrained to access and make use of in their computations. Importantly, 
this would not preclude certain outside influences on pain processing. For one, the system’s 
proprietary database would still function to drive the analysis of sensory inputs deriving from 
elsewhere (e.g., sensory transducers and the outputs of perceptual mechanisms, as in cases of 
visual referral [see  Section 2]). Thus, the view would still predict that pain processing be 
influenced by the outputs of the mechanisms delivering its inputs. But since this is true of 
modular systems quite generally,7 and since the inputs to a module and its proprietary database 
are functionally distinct (inputs are the ever-changing states that the module functions to 
analyse, while the proprietary database is a fixed body of information which [by hypothesis] 
informs these analyses [see Clarke, 2021]), such influences are unproblematic for the view. 
What would be problematic is if the single monolithic pain module were to access content 
stored outside its proprietary database, and use this in semantically-coherent ways when 
analysing its sensory inputs. In other words, it would be problematic for this version of the view 
if the (singular) pain module was cognitively penetrated in the course of transforming its 
prescribed inputs into considered outputs (Pylyshyn, 1999). 
 By contrast, an alternative account of pain’s modular architecture would posit multiple 
pain modules. On this view, each module would simply function to perform some dedicated 
part of the overall pain analysis. Suppose, for instance, that pain systems function to decide 
whether bodily states warrant pain onset given the current behavioural context (Seymour & 
Dolan, 2013). As we noted in Section 2, a view of this sort is naturally aligned with the existence 
of both perceptual elements in the pain process (functioning to infer levels of bodily damage) 
and additional elements, performing practical inferences on the basis of (among other things) 
the outputs of these perceptual elements. But since it is reasonable to expect that the proprietary 
bodies of information that would usefully drive relevant perceptual functions (i.e. inferring 
bodily damage) would be very different from those which drive a system’s practical assessment 
of whether pain onset is or is not warranted in a given situation, it might be reasonable to expect 
that these functions are subserved by distinct modules: a “bodily damage module” and an 
independent “practical inference module”,8 if you will. 
 A multi-module architecture of this sort would be far from unprecedented. Marr (1982) 
posited low, mid, and high-level modules in his influential sketch of visual analysis. And, when 
Fodor first sketched his modularity hypothesis, he began by rejecting the possibility that there 
is one big module corresponding to each of the Aristotelian senses, remarking that this was not 
his “intended doctrine” (1983, p. 47). Instead, he proposed that “within (and quite possible 

 
7 Fodor’s (1983, p. 64) exemplar of a modular system was phoneme perception, which (as illustrated illustrated 
by the McGurk effect) was seen to involve amodal modules functioning to analyse objectified outputs of both 
visual and auditory analyses (see Liberman et al., 1967, who Fodor cites with approval; see also Liberman and 
Mattingly, 1985, who cite Fodor with approval) 
8 In talking of a practical inference module we mean to denote a module that performs the practical inferences 
that are proprietary to pain analysis on the aforementioned account. This should be distinguished from the proposal 
that practical inference, more generally, might be subserved by modular processes (e.g. Carruthers, 2004). 
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across) the traditional modes there are specialised computational mechanisms”, where the 
specialisation of these mechanisms derives from “restrictions on the information they can 
access” (ibid.). Thus, we should take seriously the possibility that the same might be true of 
pain processing.  

Consideration of this alternative is important because the commitments of a multi-
module architecture are quite different from those of a simpler single-module architecture. Most 
critically, a multi-module architecture is compatible with the occurrence of cognitive 
penetration within pain processing itself, provided that this penetration simply occurs at the 
joints between independently posited systems, influencing the outputs of lower-level modules 
before these are taken as input by higher-level systems (Clarke, 2021). This is because (a) we 
have already seen that the inputs to a module are functionally distinct from its proprietary 
database, and (b) a violation of encapsulation simply turns on the idea that the system accesses 
information outside of its proprietary database when analysing its inputs; ergo cognitive effects 
on the system’s inputs are irrelevant. So, putting these points together: a multi-module 
architecture permits cognitive penetration at the joints between modules provided that this does 
not alter the input-output function of independently posited modules within the system.  
 
5. EMPIRICAL OBJECTIONS 
 
We can now take a step back, and better appreciate the commitments of our hypothesis that 
pain is a modular process. First, we can see that it is consistent with two broad modular 
architectures which differ in their commitments to the ways in which pain processing might be 
penetrated by outside information. It is thus a mistake to assume that cognitive penetration 
straightforwardly implies that pain processing could not be “organised into discrete processing 
modules” (pace Shevlin & Friesen, 2021, p. 773). (For discussion, see Clarke, 2021; 
Mylopoulos, 2021; Quilty-Dunn, 2020.) Second, we can see that any account of pain’s 
modularity allows that both the inputs and outputs of pain processing (as a whole) be modulated 
by external influences. This is because the encapsulation of a system only pertains to restrictions 
on the scope of its proprietary database and, hence, information that can be accessed by the 
system in the course of analysing its inputs and transforming these into appropriate outputs. So, 
anything that happens before or after this transformation process fails to bear on the proposal 
in question. 

With these points in view, let us now consider some proposed counterevidence to the 
modularity of pain processing, asking how it bears on our hypothesis. In each case, we argue 
that the evidence is, in fact, perfectly consistent with the full-blown modularity of pain 
processing. Indeed, we argue that it is perfectly consistent with the maximally committal, single 
module architecture outlined above, according to which pain is never penetrated in the course 
of its inferential operations.  

 
5.1. Attention and Multimodal Perception 
Papers emphasising the complexity of pain processing frequently stress the influence of 
multisensory inputs and top-down attention on pain experience (e.g. Senkowski et al., 2014). 
In either case, pain analyses are influenced by information located externally to pain processing 
itself. But while attention (Wu, 2014, cf. Quilty-Dunn, 2020) and multimodal perception 
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(Nanay, 2018; Prinz, 2006; cf. Burnston & Cohen, 2015) have been deemed problematic for 
modularity in other domains, such as vision, it is difficult to see why either phenomenon would 
undermine the encapsulation of inferential pain mechanisms. 

On the topic of multisensory inputs: since we have clarified that a system’s 
encapsulation simply concerns the existence of architectural constraints on the information that 
the system has access to when interpreting their inputs (i.e. on their proprietary database), it is 
no objection that these inputs might derive from multiple sensory sources (e.g. visual, auditory, 
and tactile systems, as well as those of pre-perceptual sensory transducers). Indeed, seminal 
discussions of encapsulation and modularity, like Fodor’s (1983), treated systems with access 
to multisensory inputs, like the systems of phoneme perception, as the paradigms of the modular 
kind (ibid., p. 64). Thus, the influence of multisensory inputs on pain processing is fully 
consistent with full-blown encapsulation, and it is odd that critics of perceptual modularity 
frequently assume that this is in tension with the view (e.g., Nanay, 2018; Prinz, 2007). 

Attentional control is similarly unproblematic. Evidence does indicate that allocating 
top-down attention towards the source of one’s pain increases its reported intensity (Wiech et 
al., 2014). Nevertheless, it is obscure to think that this should be interpreted as a case in which 
pain’s inferential processing accesses, and is informed, by cognitive states of the organism, or 
information external to the proprietary databases of pain processing. For one thing, the intention 
to attend to one’s pain does not provide inferential pain processing with reason to deem the 
relevant bodily disturbance more painful. So, even if attention systematically influences pain 
processing in this way, it is obscure to think that it involves a violation of pain systems’ 
encapsulation.9 Indeed, since it is uncontroversial to suppose that attention influences 
perception and perceptual processing, it is plausible to suppose that the intention to shift one’s 
attention towards the source of one’s pain simply leads to selection and prioritisation of the 
relevant spatial region in visual/tactile perception, and that it is this process which then 
modulates the inputs that pain mechanisms receive. So, even if these attentional effects violate 
the encapsulation of visual/tactile systems (a point which is, itself, controversial), there is no 
reason why this would (in turn) undermine the encapsulation of pain processing itself. 

 
5.2. Placebo Analgesia 
A more targeted source of scepticism about pain’s modularity concerns placebo analgesia. 
Critics have recently claimed that this is the clearest and most compelling illustration of pain’s 
cognitive penetrability (Gligorov, 2017; Shevlin & Friesen, 2021). And while their discussions 
may be less focussed on the precise architectural details of pain systems—as opposed to the 
epistemological and ethical upshots of cognitive influences on such systems—they have taken 
cognitive penetrability to be directly relevant to theories of mental architecture (ibid., p. 775), 
and to indicate that thus affected mental processes cannot be “organized into discrete processing 
modules” (ibid., p. 773). This makes them an ideal stalking horse for our purposes. 

 
9 Related points have been made in the perception literature. In an illuminating discussion, Gross (2017) notes that 
the imperative “look for red things” fails to provide an epistemic reason to see red things. In this way, he proposes 
that the intention to attend to red things cannot literally be informing, and thereby penetrating, visual processes in 
the way that theorists like Pylyshyn (1999) denied (cf. Green, 2021). Our point is stronger. Not only does the 
intention to attend to our pain fail to provide any epistemic reason for pain (from the perspective of the pain 
systems’ inferences), it fails to even provide a practical reason for thinking the relevant body part more 
damaged/something that needs more protection in the here and now. 
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 Placebo analgesia is apparent pain reduction “that results from a subject’s perception of 
therapeutic intervention, regardless of whether the intervention is an active or inert agent” 
(Schmidt & Willis, 2007). Thus, it involves cases in which the appearance of an effective 
treatment (e.g., a tablet, nasal spray, topical cream, acupuncture, or surgery) generates a 
significant analgesic response (Wager & Fields, 2013). To succeed, conditioning of pain relief 
with explicit sensory cues, (conscious) expectations of treatment efficacy, and the psychosocial 
context surrounding treatment are crucial (Price, 2008). Thus, cases of placebo analgesia are 
taken to suggest that open administration of medical care, and promises of treatment efficacy, 
can make significant differences to subjects’ treatment responses. On a standard interpretation, 
this is because open treatment creates positive expectations of analgesia, which are linked to 
pain relief (Wager & Fields, 2013). 

Proponents of pain’s cognitive penetrability (and non-modularity) take this to reveal 
that higher-level cognitive states, such as beliefs and judgements directly modulate lower-level 
sensory representations involved in pain processing (Shevlin & Friesen, 2021). More 
specifically, these cases of placebo analgesia are taken to indicate an “extreme” or “radical” 
form of cognitive penetration in which cognitive states exert a synchronic, reason-respecting 
effect on pain processing, where this does not involve non-psychological steps in the causal 
process, such as, for example, manipulation of sensory organs or, perhaps, covert shifts of 
attention (ibid., p. 775). Indeed, those advocating these claims state that the evidence for pain’s 
cognitive penetrability is so robust that it renders alleged evidence of visual penetration 
“scanty” by comparison (ibid., p. 772)! 

The difficulty with these assertions is that there are numerous, independently plausible 
and familiar, ways of explaining the cited cases of placebo analgesia which would not involve 
any cognitive penetration whatsoever. So, even bracketing the jump from cognitive penetration 
to non-modularity, which we have questioned, the assumed penetrability of pain processing is 
dubious at best. 

 Shevlin and Friesen do acknowledge several ways of explaining away pain’s alleged 
cognitive penetrability in the present context. For instance, they acknowledge that purely 
associative influences on pain processing can account for the cognitive influences exhibited in 
some cases of placebo analgesia (Shevlin & Friesen, 2021, p. 778), and note, correctly, that 
such purely associative effects would fall short of genuine cognitive penetration (Pylyshyn, 
1984, p. xvii). This is because cognitive penetration requires a quasi-logical, “semantically 
coherent” effect on pain processing, at least insofar as it bears on the encapsulation hypothesis 
(Pylyshyn, 1999). Moreover, while Shevlin and Friesen maintain that certain cases of placebo 
analgesia result from non-associative influences on sensory mechanisms, they recognise that 
some of these may simply reflect decision or response biases (“appraisals”)—decisions and 
responses which would constitute post-modular happenings, rather than alterations of the 
input-output function pain modules compute.  

Despite these observations, Shevlin and Friesen insist that certain cases of placebo 
analgesia cannot be explained in any of these ways. They provide two arguments for this claim. 
Their main argument turns on neural evidence indicating that “expectations related to pain can 
impact the spinal processing of pain” (2021, p. 780). Since spinal processing is “thought to 
occur downstream before any cognitive appraisal occurs” (ibid.) and is seen to constitute some 
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of the earliest neural activation involved in pain processing, the authors conclude that this 
could not simply reflect post-pain-system appraisal or reports of the pain system’s outputs. 

We find this plausible enough. But note: the appeal to neurological evidence is a 
double-edged sword from their perspective. To establish that pain processing is cognitively 
penetrable, we have already seen that it is not enough to show that cognitive states fail to 
simply influence post-pain-system analyses (i.e. reports or appraisals). It must also be shown 
that the effects in question are not simply influencing inputs to the entire inferential process. 
And this should worry our critics. For insofar as they appeal to neural findings, indicative of 
influences on really early sensory mechanisms (e.g. early spinal processing) it is likely that 
these influences are merely eliciting pre-inferential influences of this sort.  

This is a familiar and fundamental point (Deroy, 2013, Firestone & Scholl, 2016); it is 
why proponents of vision’s cognitive penetrability have been at pains to suggest that (e.g.) 
shifts of spatial attention do not operate in this way (Mole, 2015; Wu, 2014). And, while the 
inferential architecture of pain processing remains poorly understood, the extant evidence 
indicates that inferential pain analyses do, in fact, occur at levels of neural organisation much 
higher than the spinal cord. For instance, Ferrè and colleagues (2018) found evidence that the 
TGI is resistant to tactile modulation at the level of the spinal cord, indicating that the painful 
sensation results from inferential processing occurring later, at the level of the cortex.  

Shevlin and Friesen’s second argument is made in passing. It is based on experimental 
results from Wiech et al. (2014). Wiech and colleagues used a drift diffusion model to analyse 
how cognitive states (expectations) might influence pain processing in placebo analgesia. As 
Shevlin and Friesen rightly note, the authors of this study reported finding that pain processing 
is sometimes impacted by expectations, which influences “the inferential process underlying 
[pain] perception in which prior information is used to interpret sensory information” (ibid., p. 
R679). However, the suggestion that this threatens the encapsulation of pain processing seems 
to reflect a terminological confusion and a misunderstanding of the model employed.  

Drift diffusion models enable researchers to model various factors that contribute to 
subjects’ decision making under tightly constrained conditions (namely, in 2-alternative-
forced-choice tasks, where decisions are made promptly, in <1500ms [see Ratcliffe & 
McKoon, 2008]). By looking at error rates in tasks which require subjects to report whether a 
painful stimulus was of a high or low intensity, whilst presenting them with visual cues which 
signalled the presence/absence of a high-intensity pain (with varying reliability), Wiech and 
colleagues probed the question of whether this probabilistic information affected their post-
sensory analyses of the painful stimuli. They found that it did. In fact, they found that the effect 
of prior information on pain reports was “predominantly based on altered perceptual decision 
making” rather than altered sensory analyses (R679). Crucial, however, is that the term 
“perceptual” is something of a misnomer in the present context. For in talking of “altered 
perceptual decision making” and expectancy-related influences on “the inferential process 
underlying [pain] perception”, Wiech and colleagues simply take themselves to have provided 
evidence of expectancy-related effects on “perception” in a very loose sense; strictly speaking, 
they are talking about expectancy-related effects on the judgments subjects form about the 
percept. Indeed, the authors are explicit on this point, writing that their results challenge the 
view that pain “perception” is modulated entirely by sensory-discriminative brain regions “as 
opposed to report bias” (R680). Thus, if we accept their results, Wiech and colleagues have 
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provided evidence that expectancy related modulation of pain “predominantly” reflects post-
perceptual decision making (or, in Shevlin and Friesen’s terms, post-modular “appraisal”) 
which, as Shevlin and Friesen (rightly) acknowledge, is congenial to the modularist who denies 
pain’s cognitive impenetrability entirely. 
 Hence, neither of Shevlin and Friesen’s arguments poses a threat to our proposal: in 
fact, the studies adduced vindicate bold predictions of a crude and simple version of the 
modularity hypothesis. Namely, that the apparent violations of encapsulation (under 
consideration) simply reflect modulations of the pre-inferential inputs to pain processing, or 
subjects’ post-modular assessments of the situation. 
 
5.3 Practical Assessments 
Perhaps a deeper problem for pain’s modularity is of our own making. Recall that on our 
preferred account, pain processing takes into account information about the situation that the 
organism is in and performs practical inferences about whether pain onset would be beneficial 
to the organism (hence why a soldier on the battlefield may not experience immediate pain 
onset following a severe injury [Section 2.1]). For the purposes of this paper, this is a conjecture 
we remain neutral on. Nevertheless, critics might think it presents an additional worry for our 
hypothesis. For how could the pain system know that the soldier is in a perilous situation, and 
not simply relaxing at home when their leg is blown off? Does this not require that pain systems 
have access to their organism’s beliefs about the situation? 

We think not. For one thing, there are many ways that a modular pain system might 
estimate the severity of the situation using prescribed sensory cues, without drawing on any 
extra-sensory, cognitive information whatsoever. For instance, heuristic processes might take 
into account information about the organism’s heart rate and stress levels and use this 
information to track the severity of the situation. For if these sensory inputs correlate with 
danger (to some degree), their consideration could enable pain systems to track such matters 
reliably (albeit not infallibly). Indeed, systems of this sort might even use perceived information 
about levels of bodily damage to predict danger if particularly high levels of bodily damage 
correlate with dangerous situations. What’s critical is that pain systems would not be accessing 
the organisms’ beliefs or cognitive states in either case. And, indeed, there is positive reason to 
suppose they are not. For while a soldier on the battlefield may know that they are in a 
dangerous situation (one in which they would benefit from a delay of pain onset), pain onset 
can also be delayed or “gated” in cases where there is no danger of this sort. For instance, those 
suffering injuries in the home or workplace frequently find pain onset delayed in comparable 
ways, even when they know themselves to be in no danger and in a situation where they might 
benefit from immediate pain onset (e.g. to encourage nursing behaviour—Melzack et al., 1982). 
So, since the subject's knowledge can conflict with the relevant systems’ analysis of the 
situation, these analyses would, themselves, appear to be judgement independent. Thus, we find 
reason to posit that tracking the severity of the situation results from judgement independent 
processes, consistent with (and arguably indicative of) encapsulated mechanisms. 
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6. CONCLUSION 
 
The cognitive processing that underpins pain in humans (and other organisms) is a neglected 
topic. The present treatment has sought some progress on this issue by articulating and 
defending several bold conjectures. Section 2 motivated the (oft-assumed, but seldom-
defended) view that pain processing is inferential and draws on endogenously stored 
information to inform its sensory analyses. Section 3 proceeded to motivate a conditional 
claim: that, if pain processing is inferential, it likely possesses a modular architecture, 
comprising encapsulated mechanisms which perform inferential interpretations of their inputs 
(entirely) based on information in dedicated and prescribed proprietary databases. Indeed, we 
went further, proposing that this should be considered our default hypothesis—a hypothesis to 
be embraced, pending convincing counterevidence. Section 4 clarified what this might amount 
to, distinguishing single from multi-module pain architectures. And Section 5 considered a 
range of alleged and possible counter-evidence to our proposal, finding that it is entirely 
unproblematic for either of the modular pain architectures described in Section 4.  

Despite these modest victories, we do not take any of the above to be a foregone 
conclusion. Indeed, Section 2 discussed ways in which the case for inferentialism about pain 
might be questioned, while Section 3 simply argued that relative to one source of evidence 
(judgement independence) modularity offers the most elegant explanation. Even in Section 5, 
we merely showed that rejections of encapsulation are undermotivated. But, however 
provisional our conclusions, we are hopeful that our discussion provides a promising 
framework within which to think about the architecture of pain processing. Rather than 
proceeding on the assumption that pain processing operates in a radically top-down manner, 
as many theorists assume from the outset, extant evidence provides reason to proceed 
cautiously and on the (provisional) assumption that pain is probably a modular process. 
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