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Kevin Elliott and others separate two common arguments for the legitimacy of societal
values in scientific reasoning as the gap and the error arguments (respectively, the argu-
ments from underdetermination and from inductive risk). This article poses two questions:
How are these two arguments related, and what can we learn from their interrelation? I con-
tend that we can better understand the error argument as nested within the gap because the
error is a limited case of the gap with narrower features. Furthermore, this nestedness pro-
vides philosophers with conceptual tools for analyzing more robustly how values pervade
science.
q1
1. Introduction. Increasingly, philosophers have rejected value-free ide-
als of science and turned their attention to examining values in concrete
cases and developing alternative norms for legitimate/illegitimate influences
(see Hicks 2014).1 This article argues that such attempts would benefit ana-
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1. Following the discussion among philosophers of science, I use “value” to mean a
good or desirable quality, such as the accuracy of a theory or the fairness of a procedure
(see McMullin 1982, 5). In contrast to rules that determine choices algorithmically, val-
ues merely guide judgments (Kuhn 1977), e.g., the appraisal of means (evaluation) and
the prizing of ends (valuing; Dewey 1939, 5; McMullin 1982, 5).
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2 CHRISTOPHER CHOGLUECK
lytically from a more comprehensive understanding of value-ladenness by re-
turning to the original critiques of value-freedom.

The value-free ideal of science narrows the role for social, ethical, and
political values—taken to be distinct from scientific, epistemic, and cogni-
tive values—in scientific reasoning and practice (Douglas 2009; Elliott 2011).
Defenders of this value-freedom accept the legitimacy of social, ethical, and
political values only in the early and late stages of science, such as with fund-
ing and technological applications. The ideal proscribes the use of these pur-
portedly nonscientific values within the so-called internal core of scientific
reasoning, especially in evaluating evidential support for a hypothesis (i.e.,
theory choice).

If, however, scientific reasoning ought to embody the value-free ideal,
then it must be the case that scientific reasoning could be free from these
extrascientific values. Elliott has attempted to cast doubt on the achievability
of this ideal with two lines of reasoning, which he distinguishes as the gap
and error arguments (2011, 62). Both arguments, he claims, entail at times
the ineliminability of societal values, which he defines as “qualities or states
of affairs that societies or social groups hold to be good or desirable” (59).2

The gap argument, for one, posits a “logical gap or underdetermination be-
tween theory and evidence,” requiring something to connect evidence with
theory (62). The beliefs or assumptions that play this connective role may
involve societal values because “epistemic or constitutive values are insuf-
ficient to determine which background beliefs should be accepted” (62).3 He
distinguishes this gap line of reasoning from the error argument, which fo-
cuses on the risks one is willing to take in accepting or rejecting a hypothesis.
The level of acceptable inductive risk is based on one’s valuation of the con-
sequences that might result from an erroneous choice. Thus, when a poten-
tial error has societal consequences, the amount of evidence needed to accept
or reject a hypothesis is partially an ethical, political, or social question.4

Since Elliott introduced this framing in 2011, several philosophers have
used the gap/error distinction (or underdetermination/inductive risk) for their
philosophical projects (e.g., Betz 2013; Brown 2013; Brigandt 2015). More
recently, a handbook in the philosophy of science and a reference book on
ethics in science and engineering now present the gap and error arguments
separately to more general audiences in their “Values in Science” entries (Bid-
2. Elliott’s societal values mirrors Longino’s (1990) contextual values, which she con-
trasts with the constitutive values of scientific communities.

3. The term “the gap argument” comes from Intemann (2005). Elliott cites Don Howard,
Janet Kourany, and Helen Longino as proponents of the gap line of argumentation.

4. As error proponents, Elliott cites Heather Douglas, C. West Churchman, Richard
Rudner, Kristin Shrader-Frechette, Phillip Kitcher, and Carl Cranor.
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ERROR IS IN THE GAP 3
dle 2015; Douglas 2016). While these arguments appear quite different, how
distinct are they?

Despite its attractiveness, Elliot’s gap/error distinction has the potential to
obscure several philosophically significant similarities between the two. De-
fending the ideal of value-free science, Betz (2013, n. 7) criticizes Elliott’s
separation of the two arguments because both posit an inferential gap be-
tween evidence and theory; therefore, he merges the two into one argument.
Biddle (2013, n. 3) likewise claims that the inductive risk argument is a “spe-
cial case” of underdetermination, although he does not discuss his reasoning.
Brown has argued that, despite their differences, the gap and error arguments
share a premise about evidence and uncertainty. Because they “begin from a
situation where the evidence is fixed and take values to play a role in the
space that is left over,” both assume that the positive role for values is se-
cured by the limitations of evidence (Brown 2013, 834). Elliott himself
maintains that the two arguments rely on three common principles, namely,
scientists’ ethical responsibilities, the underdetermination of conclusions by
evidence, and the social harms of value-neutrality (2011, 80). These claims
of similarity suggest the further question: how precisely are the gap and error
arguments related?

Beyond merely noting their shared characteristics, I contend that the two
arguments are better understood as nested—the error in the gap—because
the error argument is a special, limited case of gap. Sections 2 and 3 analyze
them into their constitutive parts, which I will call features rather than prem-
ises to emphasize that these arguments are more like analytical frameworks
for investigating the relationship between evidence, values, and theories.5

Because each argument comes from several sources, this requires me to in-
terpret and present a single cogent version of my own understanding.6 While
I am committed to the veracity of both arguments as presented here, my goal
is not to defend them from objections but to discuss their interrelation.7 Ac-
cordingly, section 4 explains how the features of the error argument “fit” into
those of the gap.

It is not my intention to reduce the error to the gap but to synthesize them
for further insight into the relationship between values and science. Together
they provide a comprehensive and cohesive account of how values pervade
5. I thank an anonymous reviewer for suggesting this shift.

6. I am interpreting the arguments and presenting them in my own terms and in their
strongest possible form. Thus, I am striving primarily for strength and clarity of the ar-
guments rather than fidelity to the various textual presentations of them.

7. For further criticism and defense of the gap argument, see Giere (2003), Anderson
(2004), Okruhlik (2004), Intemann (2005), Howard (2006), Carrier (2011), and Gol-
denberg (2015). For criticism and defense of the error argument, see Churchman
(1956), Jeffrey (1956), Levi (1960), Wilholt (2009), Steele (2012), Betz (2013), Biddle
(2016), and de Melo-Martin and Intemann (2016).
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4 CHRISTOPHER CHOGLUECK
science along a scale of empirical uncertainties, from abstract to concrete,
with respective value judgments determining the multifaceted ways that the-
ory is related to observation. Section 5 articulates this framework to refute
Winsberg’s (2012) claim that pervasiveness of values “in the nooks and cran-
nies” of climatemodels disallows philosophical analysis. Instead, the synthetic
framework suggested by this nestedness can improve howwe investigate value-
ladenness in concrete cases. But before we can understand this nestedness, we
first need to examine them individually. Let us start with the gap.

2. The Gap Argument. The gap (or underdetermination) argument
against value-free science goes as follows. Within the framework of empir-
icism, underdetermination requires a bridge to span the gap between obser-
vations and theory. Science operates within a larger context, so its results of-
ten have societal stakes. Rather than striving for unachievable detachment,
incorporation of alternative values can improve the objectivity of science by
promoting intersubjectivity through interaction and standardization. Thus,
to improve empirical research, evidential assessments ought to allow rather
than exclude societal values.

This section draws on the work of Helen Longino along with Otto Neu-
rath and Janet Kourany to describe how empirical uncertainty creates the
space for societal values to improve scientific knowledge.8 The gap argu-
ment involves four features (G1–G4) abbreviated as empirical uncertainty,
a bridge feature, societal stakes of scientific knowledge, and objectivity
through intersubjectivity. I will argue that these features form a cohesive cri-
tique of the value-free ideal, and then I will provide an example from evolu-
tionary biology to illustrate the gap framework in action, particularly how
feminist values can improve science via critique.

2.1. Empirical Uncertainty (G1). The gap argument is situated within
a larger empiricist framework, including how scientists make decisions (Neu-
rath), reason about evidence (Longino), and choose between theories (Kou-
rany). Following Neurath, take the Cartesian problem for whoever “wants
to create a world-view or a scientific system” of making rational, practical de-
cisions based on limited empirical knowledge and “doubtful premises” (Neu-
rath 1913/1983, 3). In science, this problem is a procedural one that occurs
at the community level. What are the procedures, asks Longino (1990), by
which communities of scientists reason empirically about evidence? How are
they, inquires Kourany (2003a, 2003b), to make decisions about planning their
research?
8. I prioritize Longino’s account because it is the strongest and most developed version.
Howard (2006) pulls his gap argument primarily from Neurath, so I have chosen to use
the latter as my primary proponent (see also Uebel 2005, nn. 10, 11; Brown 2013; pace
Okruhlik 2004). Note that Kourany (2010) no longer appeals to underdetermination.
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ERROR IS IN THE GAP 5
Scientists here are faced with the problem of underdetermination: given
an empirical basis for knowledge, without assuming foundational certainty,
observations can only go so far. The empirical uncertainty, as Neurath notes,
is bidirectional. For one, observations are theory laden, so their veracity can-
not be considered individually or independent of theory. Moreover, every at-
tempt at theory revision is contingent on prior ideas and experience, so the
reviser is left without any suggestions for altering concepts. Thus, how is one
to decide empirically “on the basis of insufficient insight” (Neurath 1913/
1983, 4; see also Cartwright et al. 1996)? For evidential reasoning more spe-
cifically, Longino argues that there is a “logical gap” between the state of af-
fairs that is said to be evidence and the hypothesis for which that state of affairs
is said to be evidence (1990, 52). One might, for instance, take a child’s red-
spotted stomach as evidence that she has measles. However, the connection is
not self-evident from the observation of her spots, nor does the hypothesis it-
self say why red spots are evidence of measles. Why take an observation as
evidence of a hypothesis? What determines the “evidential relevance” of an
observation to a hypothesis, filling in the gap between the two (43)?

2.2. A Bridge Feature (G2). To overcome this gap, each of these ac-
counts supplies a bridge feature. For Neurath, the “auxiliary motive” is what
provides an “aid to the vacillating” by producing practical certainty from
empirical and logical uncertainty (1913/1983, 4). The “purest form” of the
auxiliary motive is casting lots, while alternative means include following
tradition, casting votes, and maximizing simplicity (5–8; see Cartwright
et al. 1996; Okruhlik 2004; Reisch 2005, 31). Longino’s “background as-
sumptions” accomplish a similar function for providing reasons to accept
a hypothesis based on certain observations (1990, 43).Why should red spots
be taken as evidence for measles? Perhaps red spots are a symptom of the
disease, or perhaps the doctor says so, or perhaps the crystal ball reader says
so. Kourany (2003a, 10) ascribes the bridging function to the goals, values,
and ideals of the scientific community, including those from the broader so-
ciety.

Thus, the bridge features that enable scientists to reason empirically come
from additional theoretical commitments, often derived from the scientific
community. But, what does this bridge look like, and what does it have to
do with societal values? That is, even if empirical uncertainty appears to
“makes space” for societal values, it remains unresolved whether societal
values can and ought to operate as bridges in science. Features G3 and G4
provide this further justification legitimizing societal values prima facie.

2.3. Societal Stakes of Scientific Knowledge (G3). Because of the so-
cial position of scientific communities, the gap proponents argue that scien-
tific reasoning often cannot be neutral to political or social aims. Because
14005.proof.3d 5 07/28/18 00:28Achorn International



6 CHRISTOPHER CHOGLUECK
science and society are interrelated, there is a mutualistic exchange of val-
ues between them, allowing scientific communities to incorporate societal
values, particularly in the form of bridge features. For this reason, Longino
(1990, 1996) argues that the background assumptions held by scientists are
often based on contextual/societal values or have “political valence” in cer-
tain social contexts, disallowing a sharp distinction between scientific and
societal values.

Furthermore, scientific communities are authoritative producers of knowl-
edge. Their epistemic authority can create societal stakes for the scientific
enterprise, supporting or frustrating political agendas. Neurath discusses the
potential for science to be an ally to the proletariat. The institutional establish-
ment of Catholicism, capitalism, and fascism in Austria were all buttressed by
the metaphysics of the day, which obscured the economic and social situation
of the working class. Thus, by jettisoning speculative metaphysics, Neurath
believed that materialist science provided the path to proletariat liberation
(1928/1973, 297; see also Cat, Chang, and Cartwright 1991; Howard 2003).
Kourany and Longino, on the flip side, discuss the harms perpetuated by
the scientific community against women, such as the legacy in psychology
and biology of explaining and justifying the inferiority of women to men
(Kourany 2003a, 3; for a more extensive discussion, see Longino 1990,
103–32;Kourany 2010, 3–19). For instance, inKourany’s rejoinder to Ronald
Giere’s suggestion to “withhold judgment” rather than going “beyond the
data” in cases of underdetermination (Giere 2003, 20), she claims that such
inaction “is frequently not feasible in real scientific practice, at least the real
scientific practice that concerns us here” (Kourany 2003b, 24). In these po-
liticized contexts, the political neutrality of science is not possible because of
its authority and other countervailing political forces; therefore, the scientific
community is either for or against social progress. For the gap argument, this
entails that how scientists choose to bridge the gap in these cases has un-
avoidable societal stakes because it either supports or challenges societal in-
terests.

2.4. Objectivity through Intersubjectivity (G4). When societal stakes
are unavoidable, societal values inevitably play the role of a bridge feature.
Therefore, the gap proponents appeal to community-level processes to
improve how scientific communities overcome underdetermination. More
specifically, they allow societal values to play a legitimate role as bridge
features if they promote objectivity (in the intersubjective sense) through
critical interaction or standardizing procedures. These intersubjective senses
of objectivity contrast detached objectivity, where individual scientists seek
to distance themselves from any interest other than truth and knowledge
(see Douglas 2009, 122; Lloyd and Schweizer 2014, 2068). Kuhn (1977),
McMullin (1982), and Laudan (1984), for instance, argue that underdetermi-
14005.proof.3d 6 07/28/18 00:28Achorn International



ERROR IS IN THE GAP 7
nation implies a logical gap between evidence and theory, but they reserve
the bridging role to scientific, epistemic, and cognitive values alone. For
Kuhn, McMullin, and Laudan societal bridge features are biases in the neg-
ative sense of a value’s distorting force on the quest for objective truth. In
contrast, the gap proponents consider the presence of societal values at the
individual level to be an inevitable form of subtle or unconscious bias that
is not necessarily tainting. In fact, it is the very presence of background as-
sumptions and auxiliary motives that allows individual subjects to collect
and evaluate observations as evidentially relevant (Longino 1990) and to
make decisions empirically despite insufficient insight (Neurath 1913/1983).

Thus, the common feature between Longino and Neurath is their rejec-
tion of detached objectivity, which enables their shift to the communal level
for objectivity through interaction or standardization.9 The illegitimate form
of bias for the gap proponents exists more prominently at the community
level when the societal values bridging the gap go unquestioned. For in-
stance, when most of a scientific community holds the same assumptions,
the group neglects certain perspectives with their respective background as-
sumptions, ignoring relevant evidence and compromising peer evaluation.
Longino’s interactive objectivity, which seeks to preserve the reliability of
science, is constituted socially via critical engagement (Longino 1990;
Douglas 2009, 128; Lloyd and Schweizer 2014, 2070). Moreover, because
bad bias is a community-level problem of epistemic homogeneity, this form
of intersubjective objectivity makes for the possibility of good bias at the
individual level by exposing and scrutinizing taken-for-granted bridge fea-
tures. Thus, as an “oppositional science,” feminist critics can improve sci-
entific rigor by critiquing “mainstream” interpretive frameworks and at-
tempting to provide alternative explanations (Longino 1990, 214).

Along with making interactions more rigorous, societal values can also
promote objectivity between subjects by consolidating which sorts of
bridge features are legitimate. Whereas Longino focuses on critical interac-
tions, Neurath is more concerned with procedural objectivity by setting so-
cial standards to promote understanding and collaboration (Douglas 2009,
125–26; Lloyd and Schweizer 2014, 2069). Neurath argues that scientific
communities need to coordinate knowledge at the community level for ac-
tion, so they should develop a universally comprehensible language of sci-
ence (Cat et al. 1991). Marxist physicalism enables such intersubjective,
transdisciplinary collaboration. Rather than relying on metaphysical ab-
stractions such as “the spirit of the people,” Marxists emphasize concrete
institutions and behaviors and thus improve social and economic sciences
(Neurath 1928/1973, 293; see also Howard 2003). Thus, because they pro-
mote intersubjectivity Marxist values would benefit the sciences by stan-
9. I thank an anonymous reviewer for pressing me to clarify this feature.
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8 CHRISTOPHER CHOGLUECK
dardizing how scientists bridge the gap (i.e., in concrete, material terms).
The potential for objectivity and epistemic improvement via these forms
of intersubjectivity provides the normative grounds for why the gap propo-
nents allow societal values in scientific reasoning, at least prima facie (see
also Harding 1991; Hicks 2014).

To recapitulate, the gap argument follows from empirical uncertainty
(G1), where a bridge feature (G2) is needed to span the gap between obser-
vation and theory. Because of the social authority of scientific communities,
knowledge production does not occur in a social vacuum without political
stakes (G3). Moreover, because of the potential epistemic improvements
from incorporating societal values into the social processes of science (G4),
these values can be legitimate bridge features. The gap argument undermines
the value-free ideal by emphasizing the need for nondetached forms of ob-
jectivity because of empirical uncertainty and the context of knowledge pro-
duction.

2.5. Feminist Criticism in Evolutionary Biology. A clear case from
Lloyd’s work demonstrates how the gap argument works in practice. Lloyd
(2005) has explored different evolutionary explanations for female orgasm
in humans. From a feminist perspective, she critiques much of the biological
research as androcentric. Because male orgasm results from intercourse and
thus increases men’s evolutionary fitness, some biologists have simply as-
sumed that female orgasm also results from intercourse, likewise increasing
women’s fitness. On the basis of that evidence about male sexuality and the
additional bridging assumption that male and female sexualities are the
same, many biologists have argued for the adaptive hypothesis that female
orgasm increases fitness and thus was the result of selective pressure on our
female ancestors.

As an external feminist critic, Lloyd criticized this explanation as sup-
ported more by androcentric bias widespread in the evolutionary-biology
community than by empirical evidence. As she points out, sexology research
has documented that females do not reliably orgasm with intercourse. How-
ever, the androcentric assumption of the similarity between males and fe-
males obscured these observations and disappeared the distinctness of fe-
male sexuality. Note how societal values (i.e., androcentrism and feminism)
influenced what scientists assumed and what they counted/ignored as evi-
dence. Impelled by a feminist perspective to investigate the evidential reason-
ing of this adaptive hypothesis, Lloyd (2005) argued that the androcentric
bridge feature (that male sexuality provides a model for female sexuality)
was undermined by relevant but ignored data.

In addition, notice how certain feminist societal values that had been ex-
cluded from the community improved this biological research via critical
interaction. The gap argument does not reduce scientific disputes into value
14005.proof.3d 8 07/28/18 00:28Achorn International



ERROR IS IN THE GAP 9
conflicts. Rather, it demonstrates how societal values can enhance a com-
munity’s evidential reasoning, such as when the debate over Lloyd’s cri-
tique prompted biologists to measure the fitness of female orgasm, and they
found no correlation (Zietsch and Santtila 2013). This finding provided
disconfirming evidence for the androcentric bridge feature (that male and
female sexualities are the same) that had gone unquestioned previously.

Thus, recognizing community-level bias and correcting its epistemic
problems often requires external critiques based on alternative societal val-
ues (see Jukola [2015] for the case of external criticism of biomedicine’s
bias toward commercial interests). Lloyd’s study exemplifies how including
alternative societal values in the process of evaluating unquestioned bridge
features has in fact improved the products of science by making the process
more objective in the interactive sense. With this analysis under our belt, let
us now turn to the error argument, which philosophers of science have typ-
ically contrasted with the gap.

3. The Error Argument. The error (or inductive risk) argument is another
prominent line of reasoning that challenges the value-free ideal. It goes as
follows: given evidential limitations, the level of evidence sufficient to
make a reliable inference is uncertain. Thus, scientists need standards of ev-
idence to set the burden of proof for them to accept a hypothesis. However,
different standards have different rates of scientific error, which can result in
different risks in terms of ethical and social consequences. Because one
must choose a standard that favors certain errors over others, including er-
rors with social impact, scientists ought to consider the potential social con-
sequences of their methodological choices.

This section marshals the work of Heather Douglas, as well as C. West
Churchman, Richard Rudner, Carl Hempel, Carl Cranor, and Kristin Shrader-
Frechette, to clarify how the potential for error entails the need for ethical con-
siderations in scientific reasoning.10 The error argument also has four features
(E1–E4) abbreviated as evidential uncertainty, standards of evidence, social
consequences of scientific error, and responsibility to consider social conse-
quences. After describing how these features challenge the value-free ideal,
I will illustrate the error argument with an example from risk assessment in
governmental regulation.

3.1. Evidential Uncertainty (E1). The error argument begins within
the context of a scientist faced with a set of evidence for a given hypothesis
or theory. Because one’s evidence is always limited, there is potential for an
erroneous inference. The error proponents have various descriptions for the
10. I have chosen to prioritize Douglas’s account because it is the most thoroughly de-
veloped and the most recent.
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10 CHRISTOPHER CHOGLUECK
uncertainty inherent in making scientific inferences, including the problem
of evidential limitations (Churchman 1948, 248), incomplete verification
(Rudner 1953, 2), inductive risk (Hempel 1965, 92), and an inductive gap
(Douglas 2009, 96). Consider again the diagnosis of measles. Granting that
red spots are evidence of measles, how much evidence is sufficient to accept
the hypothesis that a given child has measles? Are external red spots suffi-
cient, and if so how many? Or would we also need to see Koplik spots inside
his mouth? The issue here is the problem of induction: how much evidence is
enough to make a general claim from knowledge of particulars?

3.2. Standards of Evidence (E2). To handle this evidential uncertainty,
the error proponents contend that scientists need standards for determining
the quality and quantity of evidence that is sufficient or adequate for adju-
dicating the veracity of a hypothesis (see Churchman 1948, 21; Rudner
1953, 2; Hempel 1965, 92; Douglas 2009, 103). The classic version of this
sort of judgment involves hypothesis testing and the choice of a statistical
threshold, such as statistical significance. Churchman discusses the “ade-
quacy of a set of observations” for making an inference after an experiment
(1948, 21). Rudner (1953, 2) asks whether “the evidence is sufficiently
strong or . . . the probability is sufficiently high to warrant the acceptance
of the hypothesis.” More recently, Douglas (2009) has extended the argu-
ment to include other aspects of scientific judgment, such as the collection,
characterization, interpretation, and presentation of data. She argues that
just like the choice of a level for statistical significance, scientists need stan-
dards for characterizing data, such as distinguishing between borderline
cases of malignant and benign tumors in rat kidneys (Douglas 2000).

3.3. Social Consequences of Scientific Error (E3). The choice of a
methodological standard to overcome evidential uncertainty can have eth-
ically significant consequences in society. Standards carry certain risks of
scientific error, such as systematic over- and underestimation. With these
scientific risks comes a “second-class of mistakes” when scientific errors
have potential social consequences, such as the result of scientific knowl-
edge for manufacturing goods, making policy, and adjudicating court cases
(Cranor 1993, 13). The possibility for these second-class mistakes follows
more from the social context of research than from researchers’ intentions.

Nonetheless, valuation of these potential errors (both scientific and eth-
ical/social) is based on one’s interests. As Churchman (1948) argues, the
very notion of error depends on one’s goals and criteria for success. Those
who aim to protect public interests, for instance, are more willing to risk
overregulation, which places an increased burden on the industrial producer.
In testing error rates, one might demand, as Rudner (1953) suggests, a higher
burden of proof for vaccine toxicity compared to belt-buckle failure, such as
14005.proof.3d 10 07/28/18 00:28Achorn International



ERROR IS IN THE GAP 11
a greater number of tests or more experimental control. The justification of
a standard follows from the alleged gravity of the potential ethical conse-
quences, for example, embarrassed customers versus poisoned patients (Rud-
ner 1953; see also Hempel 1965, 93). Thus, in cases with potential social fall-
out, the choice of a standard of evidence promotes certain societally relevant
errors over others, regardless of the researchers’ intent.

3.4. Responsibility to Consider Social Consequences (E4). Because of
this coupling of scientific and social risks, which results from the context of
knowledge production, scientists ought to consider both sorts of risk that
follow from their methodology. The gap proponents thus acknowledge the
impossibility of detachment from values and instead suggest making im-
plicit moral valuations explicit. Thus, this accountability employs the public
sense of objectivity, that judgments be made open to inspection and re-
flection (Lloyd and Schweizer 2014, 2068). Douglas bases this scientific
responsibility on general moral responsibility and the absence of any special
exemption for scientists (Douglas 2009, 66–86; see also Rudner 1953, 4;
Churchman 1956; Hempel 1965, 93; Cranor 1993, 152–78; Shrader-Frechette
and McCoy 1993, 192). The target of this proposed responsibility is not so
much holding individuals accountable as legitimizing ethical reflection by sci-
entists with political power, such as science advisers. Societal interests are al-
ready implicit in their methods (E3), so scientists ought to consider these val-
ues explicitly by contemplating the risks of their choices.

Note that this does not mean scientists are responsible for whatever hap-
pens because of their research. This concern is levied by Jeffrey (1956),
who admonishes against Rudner’s ascription of social significance to any
particular scientific judgments because researchers have limited knowledge
of the future uses of their results. How, for instance, can researchers choose
a standard of evidence for vaccine toxicity when they do not know whether
the vaccine would be for human children or pet monkeys? Granting that sci-
entists are not omniscient, the responsibility incurred by the error argument
must be limited to what scientists can reasonably foresee (Douglas 2009,
66–86). Especially for policy-oriented science, the applications and poten-
tial consequences are clear.

To summarize, the error argument involves the following reasoning. It is
uncertain howmuch evidence one must require to accept/reject a hypothesis
(E1), so scientists need standards for assessing evidential sufficiency (E2).
However, choosing a standard hinges on how serious an error would be, and
this is an ethical question when there are potential social consequences
(E3). Because scientists are responsible for the consequences they can rea-
sonably foresee, they ought to account for broader social risks in addition to
scientific ones in their choice of standards (E4). The error argument under-
mines the value-free ideal by demonstrating how societal values play a nec-
14005.proof.3d 11 07/28/18 00:28Achorn International
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12 CHRISTOPHER CHOGLUECK
essary role in setting standards of evidence when social consequences are
possible.

3.5. Regulatory Consequences from Risk Assessment. The classic ex-
ample of the error argument comes from risk assessments in toxicology and
ecology (Cranor 1993; Shrader-Frechette and McCoy 1993). Because scien-
tists cannot assess harms directly, they must instead assess risks as estimates
of the probability of harm. Such estimates are by their nature a fallible form of
evidence, allowing for two possible scientific errors: false positives (mistak-
enly identifying a safe substance as harmful) and false negatives (mistakenly
identifying a harmful substance as safe). In statistical terminology, these cor-
respond to type I and type II errors, which can be reduced by increasing sta-
tistical significance and statistical power, respectively. These statistical risks
incur two additional potential social consequences for riskmanagers: overreg-
ulation and underregulation. The risk of false positives varies inversely with
that of false negatives, so scientists much choose one sort of statistical (and
corresponding regulatory) error over the other. Normative assumptions about
management and regulation, therefore, are an inevitable part of risk assess-
ment methodology.

In the United States, for instance, to bring drugs to market, pharmaceu-
tical companies must show them to be safe in phase 1 trials before assessing
their efficacy.11 This procedure is intended to minimize false negatives, and
it places increased financial and evidential burdens on producers to conduct
additional trials in the public’s interest.12 Note again that the error argument
pinpoints the ineliminable role of societal values in certain social contexts
when choosing standards of evidence, not supplanting evidence but en-
abling scientists to make inferences from limited evidence. Now, with both
arguments analyzed into their constituents, let us examine how they are log-
ically related.

4. The Error Is in the Gap. Together, the error and the gap arguments
provide us with a forceful case for legitimizing societal values in science.
While I find both arguments compelling, I will not defend them further here
because my focus is on their interrelation (see n. 7). Building on these sep-
arate analyses, this section demonstrates how we can understand the error
argument as a special, limited case of the gap. I argue that these two frame-
works as presented in sections 2 and 3 rely on similar assumptions that
share a nested relation. Nested assumptions are narrowed features involving
11. See http://www.fda.gov/ForPatients/Approvals/Drugs/ucm405622.htm.

12. Nonetheless, common practices, such as operationalizing harms as discrete outcomes
(which excludes subtle, chronic ones) and not publishing phase 1 trials (especially for fail-
ures), systematically underestimate the harms of pharmaceuticals (Stegenga 2016).
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ERROR IS IN THE GAP 13
type-token or concrete-abstract relations, such as examples or particular
cases of more general claims. A detailed analysis of how each of the error’s
features (E1–E4) fits within those of the gap (G1–G4) in terms of their nested
assumptions will clarify this relationship.

Take the first feature of the error argument: evidential uncertainty about
how much evidence is enough (E1) is a case of the more general problem of
empirical uncertainty regarding what counts as empirical evidence (G1).
That is, the problem of induction that preoccupies the error proponents is
one of the problems of underdetermination. Stanford (2016) distinguishes
between two sorts of underdetermination—contrastive and holist. They dif-
fer by whether one holds fixed data or theory, and they illustrate how eviden-
tial uncertainty (E1) relates to empirical uncertainty (G1). In Stanford’s con-
trastive underdetermination, one begins with a set of data and then reasons
that multiple theoretic inferences are possible. Kourany appeals to this con-
trastive sort of underdetermination, which focuses on inferences from data to
theory. There is a more limited sort of contrastive underdetermination that
I call enumerative underdetermination, which focuses on the threshold at
which one can make an inference from data to theory. This enumerative sort
of contrastive underdetermination is the error argument’s evidential uncer-
tainty (E1), which focuses on questions of “how much?”

Stanford’s holist underdetermination, however, posits that given a theory,
whether and when to revise that theory is underdetermined by incoming
observations. Longino concentrates on this direction of how theoretic as-
sumptions influence what observations even count as evidence (G1). Holist
underdetermination entails that the very category of empirical evidence is em-
pirically underdetermined. Thus, the gap argument accounts for both holist and
contrastive underdetermination—Neurath even discusses this bidirectionality.
However, the error proponents’ evidential uncertainty (E1) as the enumerative
sort of contrastive underdetermination is a case of themore general class of em-
pirical uncertainty (G1).

The second feature of the error argument, the standards of evidence (E2),
is a paradigmatic example of a bridge feature (G2), which connects obser-
vations to theory as supportive evidence. For one, the methodological func-
tion of a standard of evidence (e.g., setting a statistical significance level for
rejecting the null hypothesis) is a decision rule that bridges the gap between
a limited set of data points and a hypothesis (Shrader-Frechette and McCoy
1993, 84, 157). Furthermore, by comparing their logical functions in evi-
dential reasoning, one can see the nested relation. Determining evidential
relevance (G2) is prior to deciding evidential sufficiency (E2). In Church-
man’s terms, before deciding “How many observations should he make?”
the experimentalist must first decide “What are observations?” (1948, 21).
Or, in Longino’s terms, before she can ask “How much evidence e is suffi-
cient for accepting hypothesis h?” the scientist must first ask “Is e even rel-
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14 CHRISTOPHER CHOGLUECK
evant to h in the first place?” For instance, if one considers rodent data irrel-
evant to understanding human health, then no amount of rodent data will suf-
fice for evidencing claims about humans.

Third, both arguments appeal to the larger social context to challenge
claims of scientific neutrality because science shapes and is shaped by so-
ciety (E3-G3). Nonetheless, the claim that ethically relevant consequences
may follow from scientific errors (E3) is one case of how scientific knowl-
edge production has societal stakes (G3), where the stakes are concrete risks
rather than more abstract struggles over representation. The error propo-
nents, on the one hand, focus on how preferences for over- and underesti-
mation have implicit ethical valuations in certain contexts because of differ-
ent rates of social error. On the other, the gap proponents extend their scope
of consideration beyond error rates to more general and abstract aspects of
contextual relevance. Longino (1996), for instance, argues that values of
seemingly pure cognitive or scientific merit can have implicit societal val-
uations, which affect whether women are visible or not in scientific theories
and thus can legitimate and reinforce certain political beliefs and agendas
(see also Rooney 1992). In Lloyd’s (2005) example, the social stakes in-
clude the visibility of a distinctly female sexuality in evolutionary accounts.
Thus, the stakes of scientific knowledge production included in the gap’s
robust contextualism (G3) go beyond immediate, concrete consequences
in society (E3) to the larger social and political forces supported and rein-
stated by scientific theories and practices.

The final features of each argument (G4 and E4) share the same neutral
notion of individual bias as ineliminable and enabling by rejecting the de-
tached sense of objectivity. Unlike other epistemologies of science, which
conceptualize societal values as negative factors that distort the scientific pur-
suit of truth (e.g., McMullin 1982), the error and gap arguments rely on a neu-
tral account of individual bias, such as in statistics. Statistical bias is the result
of methodological choices, predisposing one’s study to a certain conclusion.
Such bias exists at abstract levels of methodology, such as how the opera-
tionalization of a concept can reduce the number of observations or how lump-
ing two populations together can obscure their differences, and is conceptual-
ized in the gap as background assumptions and auxiliary motives (G3). Bias
also exists at more concrete levels, such as the choice of sample size, p-value,
or rat-tumor key, which are the methodological choices of standards in the er-
ror argument (E3). The ineliminable presence of such biases from methodol-
ogy justifies their rejection of the possibility of detachment.

Furthermore, these two normative features also conceptualize societal
values as one of the key legitimate grounds for scrutinizing and evaluating
claims about evidence. In the gap, explicitly including societal values into
social processes can expose values’ effects and improve how the gap is
bridged (G4), and in the error, social responsibility is leveraged to make value
14005.proof.3d 14 07/28/18 00:28Achorn International

cglue
Sticky Note
Change "their" to "the"



ERROR IS IN THE GAP 15
judgments public and hold scientists accountable (E4). Both approaches use
societal values as grounds for (indirect) arbitration of evidence claims. Argu-
ably, this common theory of evidence contrasts the “values as evidence” ap-
proach, which seeks to distinguish legitimate from illegitimate societal values
by using evidence itself as the empirical arbiter of values (see Goldenberg
2015).13

Despite rejecting detached objectivity and legitimizing societal values in
arbitrating evidence, E4 relies on a narrower sense of objectivity than G4.
With objectivity through intersubjectivity rather than individual impartiality
(G4), the gap argument appeals to community-level processes to improve
interaction, correct hegemonic bias, and coordinate with standards. The er-
ror argument, likewise, by holding scientists responsible to consider the fore-
seeable social consequences of their methodology (E4) encourages making
value judgments explicit and reflecting on them critically. Promoting reflexiv-
ity hinges on the public sense of objectivity, which enables accountability and
interaction (Lloyd and Schweizer 2014, 2068). Nevertheless, this argument
does not provide the additional normative force of the gap argument that the
epistemic products of science will improve.Whereas objectivity through inter-
subjectivity (G4) justifies the scientific community’s active cultivation of soci-
etal values because of their potential to aid empirical inquiry, the responsibility
of scientists to consider social consequences (E4) is more suggestive and cau-
tious in pointing toward possible ethical, rather than epistemic, improvements.
Thus, while rejecting detachment and embracing societal values’ relevance to
evidence, the error argument’s notion of objectivity (i.e., mere publicity rather
than further interaction and standardization) is more limited than that of the
gap.

Thus, all features of the error argument are nested within those of the gap.
Accordingly, one could think of the error argument as a concrete example (or
set of examples) of the gap, with the problem of induction as a particular sort
of empirical uncertainty. In this case, choosing a standard of evidence to
bridge the enumerative sort of contrastive underdetermination requires scien-
tists to appraise societal risks, which are the social stakes of this methodolog-
ical decision. Because of the authority of science in society and ineliminability
of individual biases from statistical methodology, scientists ought to consider
the social impacts their methodological choices might have.

One objection to my thesis that the error is nested in the gap is that the
two arguments rely on different conceptions of scientific inference with dif-
ferent notions of validation. The error argument is premised on the deduc-
tive model of consequence testing, whereby one deduces the consequences
of a theory’s being true or false as hypotheses and then performs a decisive
13. I thank an anonymous reviewer for noting this commonality and contrast.
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16 CHRISTOPHER CHOGLUECK
test to settle the theory’s validity.14 In contrast, the gap argument employs an
inductive/abductive model of confirmation, whereby one looks at a variety
of evidence and assesses validity based on coherence and robustness.15 To
use Nancy Cartwright’s distinction between clinching and vouching, while
error proponents conceptualize good evidence as categorically clinching a
claim as true/false, gap proponents see it as merely vouching for relative like-
lihood or plausibility (see Cartwright 2011; Osimani and Mignini 2015). The
objector might grant that the gap and the error have converged over the prob-
lem of theory assessment and the resulting uncertainties facing scientific infer-
ences, be they deductive, inductive, or abductive. However, with different log-
ics of validation (either clinching or vouching), the two arguments are more
like alternative formulations.

In response, the deductive model of consequence testing is arguably a nar-
rower form of validity than the abductive/inductive one of confirmation, thus
allowing a version of the former to fit into the latter. Confirmational validity
admits the importance of experimental tests when assessing robustness.While
it does not regard them as clinching, confirmational validity does acknowl-
edge decisive tests as a potentially strong voucher, especially given additional
background knowledge. In contrast, consequence-testing validity ignores the
evidential import of robust vouchers, focusing instead on decisive clinchers
that simply surpass the standard of evidence (see Cartwright 2011).

Furthermore, and more to the point, this objection is based on a misun-
derstanding of my thesis. Nesting in this case does not entail reducing the
error to the gap or eliminating the error argument as uninteresting or use-
less. That is, I am not claiming that the error simply is the gap. On the con-
trary, by nesting the two, I aim to preserve the integrity of both arguments
by putting them in conversation. As I will argue in section 5, understanding
them as nested allows us to synthesize their insights and better analyze the
ways values pervade science along a scale of uncertainties from abstract to
concrete.

To conclude, the novelty of this analysis is my claim that the gap and
error arguments are not merely similar but closely interrelated. While the
gap argument is general enough to accommodate the error as a limited case,
the error is reliant on more narrow features. Nonetheless, they share many
assumptions and provide a common analytic framework. This coheres with
but expands on Elliott’s analysis, wherein he notes that both arguments rely
on three common principles: “(1) that scientists have ethical responsibilities
to consider the major societal ramifications of their work; (2) that the evi-
14. The error argument’s apparent reliance on deductive logic has been one locus of crit-
icism (e.g., Jeffrey 1956).

15. Both Neurath and Longino have written extensively on holism and coherentism in
science (see Cartwright et al. 1996; Longino 1990).
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ERROR IS IN THE GAP 17
dence available to them is frequently not sufficient to determine their con-
clusions; and (3) that it is often socially harmful or impractical for scientists
to withhold judgment or to provide uninterpreted, allegedly value-free in-
formation to decision makers” (2011, 80). These correspond respectively
to features E4, G1-E1, and G3-E3. By making their parts more explicit and
their relationship clearer, this analysis provides a fuller understanding of
how the error fits within the gap.

5. Analyzing How Values Pervade the Gaps and Errors. Why does it
matter if the error is in the gap? This nestedness has practical implications
for philosophers by providing conceptual tools for analyzing more robustly
how values permeate science. Most philosophers who specialize in values
and science have abandoned the value-free ideal (pace Betz 2013), shifting
to examining values in concrete cases and developing value-laden replace-
ments (Hicks 2014; e.g., Anderson 2004; Douglas 2009; Kourany 2010; El-
liott and McKaughan 2014; Intemann 2015; Brown and Havstad 2017). A
key difficulty for progress in such investigations is scrutinizing values that
are pervasive but obscured.16

One extreme stance of pessimism about uncovering value judgments in
science comes from Winsberg (2012), who argues that the values ubiqui-
tous “in the nooks and crannies” of climate models are unanalyzable. Cli-
mate modeling involves many uncertainties, including structural model un-
certainty about the physics and mathematics used for conceptualizing and
coding and parameter uncertainty about model inputs. While modelers have
tried to manage these uncertainties with sampling and ensemble methods,
Winsberg claims that such “model choices have reflected balances of induc-
tive risk, and models have been optimized, over their history, to particular
purposes, and to particular metrics of success” (124). Nonetheless, it is im-
possible to recover societal value judgments about structuring models and
selecting parameters “in bite-sized pieces” such as “predictive preferences
and inductive risks” because they “are buried in the historical past under the
complexity, epistemic distributiveness, and generative entrenchment of cli-
mate models” (131). Furthermore, the inaccessibility of these past value judg-
ments renders futile attempts to achieve transparency, accountability, and
alignment with the “right values.”

While Winsberg’s claims about concealed values are certainly true, it is
not clear that such obscurity from complexity, distribution, and entrench-
ment entails defeatism rather than the need for more careful examination.
Furthermore, it ignores the nested framework of conceptual tools we have
ready-made for such investigation. For lack of space, let us focus on how
16. I thank an anonymous reviewer for advising me to expound on the significance of
this nestedness.
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18 CHRISTOPHER CHOGLUECK
specific empirical uncertainties (G1-E1) correlate to bridge features (G2-
E2) and how the latter interact across levels. Recall that we have understood
the gap and error arguments as analytical frameworks, useful for investigat-
ing the manifold relationships between evidence, values, and theories. Nested
together, the gap and the error arguments illustrate how values, including so-
cietal values, saturate scientific knowledge because of the need for decisions
about different uncertainties (G1-E1). Since value judgments are necessary
components of its constitution, they are “encoded” into scientific knowledge
(Longino 1990, 216; Douglas 2009, 18)—not independently but rather as a
multiplicity of interlocking bridge features for shoring up certainty, coherency,
and confidence (G2-E2).

If viewed as separate, the gap and error arguments provide compatible
but alternative approaches for understanding values at independent catego-
ries of uncertainty. However, once synthesized as a nested framework, we
can see them instead as working at different levels of analysis and concep-
tualize their uncertainties as falling across logically interdependent levels
along a scale of abstract to concrete. These uncertainties range from the ho-
list underdetermination of the category of empirical evidence (G1) to the
enumerative underdetermination of evidential thresholds for statistical in-
ference (E1). Thus, determining the range of ways that theory relates to ob-
servation requires bridge features at each level, for example, providing ev-
idential relevance (G2) and sufficiency (E2). Take the most abstract form of
gap, how background assumptions help scientists constitute their object of
inquiry. The preliminary characterization of research objects involves re-
searchers’ desires because it “depends not on what nature tells us but on
what we wish to know about it” (Longino 1990, 99). Constituting the re-
search object narrows which questions are appropriate and what responses
register as answers. At a lower level of abstraction, value-laden background
assumptions determine what evidence is relevant to the object of inquiry,
guiding scientists toward collecting/measuring certain phenomena and ig-
noring others. Moving to the more concrete uncertainties associated with
errors, valuations of risk determine whether the relevant evidence collected
about the object of inquiry is sufficient to infer a given theory. The risk of
error thus prompts choices about standards of evidence for drawing conclu-
sions (Douglas 2009). Note, moreover, how this nestedness entails that there
is interactivity across levels, where bridges at one level rely on and reinforce
those at others, akin to what Elliott (2017, 166–68) calls a “tapestry of val-
ues.” For instance, the sort of evidence one demands as relevant contributes
to judgments about whether current evidence is enough, especially if that cat-
egory of evidence is scarce or absent.

Responding to Winsberg’s charge, we can propose for philosophical in-
vestigation several bridge features coupled with the uncertainties of climate
modeling. Moving from abstract to concrete, what follows are examples of
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ERROR IS IN THE GAP 19
nested levels (L1–L3) of uncertainty that required modelers to make deci-
sions relevant to the societal values of improving globalized versus local-
ized planning:
14005.
(L1) Constituting the object of inquiry (for structural model uncertainty):
How do we design the causal space of climate models? For global pre-
dictions, models need to account for interactions between atmosphere and
ocean. However, regional modelers instead prioritize finer-grained details,
for example, soil heterogeneity and species-specific evapotranspiration
(Morrison 2017).

(L2) Evidential relevance (for parameter uncertainty): What observational
data are appropriate for confirming/calibrating these models? For global
changes, we might look for upward trends in average surface temperature.
For local concerns, we might instead focus on extreme regional events,
such as floods and hurricanes (Intemann 2015).

(L3) Evidential sufficiency (for uncertainty about standards): How much
evidence of change is enough to attribute extremeweather events to climate
change? Scientists often use frequentist statistics, preferring to assume no
effect rather than risk positing one erroneously. However, to minimize fore-
cast error and avoid the risk of underpreparation for catastrophes, we might
want to use a Bayesian approach that assumes climate change is influ-
encing every weather event and assesses how much (Mann, Lloyd, and
Oreskes 2017).
Between these nested levels there are interactions connecting the various
levels of design: the choices we make about causal space (L1) could influ-
ence model resolution and our ability to partition anthropogenic climate
forcing for an extreme event (L3). Moreover, our desires to minimize the
risks of underattribution and underpreparation (L3) have prompted some
to conceptualize the causal space differently (L1), for example, prioritizing
thermodynamic changes over other dynamical ones (Lloyd and Oreskes
2018). ContraWinsberg, the values associated with these levels are not hope-
lessly obscured “in the nooks and crannies” of the models but rather open to
investigation as judgments associated with underdetermination gaps includ-
ing, but not restricted to, inductive risks. Moreover, they are not atomized
“in bite-sized pieces” at the microlevel of code but part of a broader frame-
work, with interaction and coherence across interdependent levels.

6. Conclusion. By analyzing the error and gap arguments into their con-
stituent features, this article has advanced the novel thesis that the error
is a special case of the gap. This nestedness does not entail that the error
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20 CHRISTOPHER CHOGLUECK
argument is trivial or that values are so pervasive that they are unanalyzable.
Instead, it provides us with a set of conceptual tools to examine more com-
prehensively the full scale of uncertainties in science and their respective
value judgments. Accordingly, we are better equipped to understand the
gaps and errors throughout science.
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QUERIES TO THE AUTHOR

Q1.Au: Your article has been edited for grammar, clarity, consistency, and con-
formity to journal style. Please read the article to make sure that your meaning
has been retained. Note that we may be unable to make revisions that conflict
with journal style or create grammatical problems. Thank you.
Q2. Au: Please provide page number for Winsberg’s quote (“in the nooks and
crannies”).
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cglue
Sticky Note
The quote is from page 130.

cglue
Sticky Note
Thank you.  I have made several small changes throughout, including a few additions to the first page's footnotes.




