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ABSTRACT

In the light of the results obtained during thet lvgo decades in analysis of signals by time
series, it has become evident that the tools of Im@ar dynamics have their elective role of
application in biological, and, in particular, ireuro-physiological and psycho-physiological
studies. The basic concept in non linear analysiexperimental time series is that one of
recurrence whose conceptual counterpart is repieddérom variedness and variability that are
the foundations of complexity in dynamic processébus, the recurrence plots and the
Recurrence Quantification Analysis (RQA) are diseas It is shown that RQA represents the
most general and correct methodology in invesogatf experimental time series. By it we
arrive to inspect the inner structure of the tineries connected to the signals under
investigation. Linked to RQA we prospect also thetmd CZF, recently introduced by us. It is
able to account for a true estimation of variapibf signals in time as well as in frequency
domain. And, consequently, it may be used in catjon with classical Fourier analysis,
accounting however that it is inappropriate in gsigl of non linear and non stationary
experimental time series. The use of CZF methddhictal analysis is also considered in addition
to standard index as Hurst exponent. A large f¢ldossible applications in neurological as well
as in psycho-physiological studies is given. Atbere are given examples of other and (possibly
linked) applications as example the analysis oft-bedeat fluctuations of human heartbeat
intervals that is sovereign in psycho-physiologistidies. We give applications on some
different planes to evidence the particular sevigitof such methods. We reach the objective to
show that the previously exposed methods are d#® ta predict in advance the advent of
ventricular tachycardia and/or of ventricular filaion. The RQA analysis gives good results.
The CZF method gives the most excellent resultsvsigpthat it is able to give very significant
indexes of prediction. We also apply such methadsnvestigation of state anxiety, and
proposing in detail a quantum like model of suckrmmenological status of the mind.

Key Words: non-linear analysis, time series, neurology, psyaysiology, RQA, CZF, anxiety,
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1. The Recurrences and the Variability of Signalgh Nature

Only few systems in Nature exhibit linearity. Theeatest whole of natural systems, especially
those who pertain to biological matter, to physjidal (neuro-physiological and psycho-
physiological) and to psychological processes, ggssa complexity that results in a great
variedness and variability, linked to non linegrito non stationarity, and to non predictapili
of their time dynamics. In the time domain, traahital methods were first used to describe the
amplitude distribution of signals and later, metblodies used spectral analysis methods.
However, they suffer of fundamental limits. Theg applied assuming linearity and stationarity
of signals that actually do not exist. The conseqaas that such methods are unable to analyse
in a proper way the irregularity present in mossighals. The results show that such irregularity
is at the basis of the dynamics that we intenckpdoge. It reveals that complex behaviours of the
system are very distant from previously acceptadcjpies as it is the case, as example for
biological signals, on the view of homeostatic éqrium and of other similar mechanism of
controls. The study of this very irregular behavioaquires the introduction of new basic
principles. Therefore, nonlinear science is becgnain emerging methodological and theoretical
framework that makes up what is called the sciefche complexity, often called also chaos
theory.

2. The Chaos Theory

The aim of non linear methodologies is a descnptd complexity and the exploration of the

multidimensional interactions within and among camgnts of given systems. An important

concept here is that of chaotic behaviour. It Ww#l defined chaotic if trajectories issuing from

points of whatever degree of proximity in the spatehase, distance themselves from one
another over time in an exponential way.

In detail, the basic critical principles may besgamed as it follows:
1) Non linear systems under certain conditions maytéixithaotic behaviour;
2) The behaviour of a chaotic system can change dadigtin response to small changes
in the system’s initial conditions;
3) A chaotic system is deterministic;
4) In chaotic systems the output system is no morpgtimnate to system input.

Chaos may be identified in systems also excludimegéquirement of determinism. The standard
approach to classical dynamics assumes the Lapl@iog¢ of view that the time evolution of a
system is uniquely determined by it's initial camais. Existence and uniqueness theorem of
differential equations require that the equatiofismmtion everywhere satisfy the Lipschitz
condition. It has long been tacitly assumed thatuMais deterministic, and that correspondingly,
the equations of motion describing physical systanesLipschitz. However, there is no a priori
reason to believe that Nature is unfailingly Lipsdlan. In very different conditions of interest,
some systems exhibit physical solutions correspuntlo equations of motion that violate the
Lipschitz condition. The point is of particularénést. If a dynamical system is non-Lipschitz at a
singular point, it is possible that several solagiovill intersect at this point. This singularitya
common point among many trajectories, and the dycgof the system, after the singular point
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is intersected, is not in any way determined by dyaamics before. Hence the term non-
deterministic dynamics takes place. For a non-detestic system, it is entirely possible (if not
likely) that as the various solutions move awaynfrthe singularity, they will evolve very
differently, and tend to diverge. Several solutiongcide at the non-Lipschitz singularity, and
therefore whenever a phase space trajectory comeas this point, any arbitrarily small
perturbation may push the trajectory on to a coteplalifferent solution. As noise is intrinsic to
any physical system, the time evolution of a netedministic dynamical system will consist of
a series of transient trajectories, with a newlogiag chosen randomly whenever the solution (in
the presence of noise) nears the non-Lipschitztpdite term such behaviour non-deterministic
chaos. This approach to chaos theory was initiatedak, Zbilut and Webber [1] and rather
recently we have given several examples, theoteind experimental verifications on this
important chaotic behaviour [2].

2.1 Embedding time series in phase space

The notion of phase space is well known in phydies.us consider a system, determined by the
set of its variables. Since they are known, th@aees specify the state of the system at any time.
We may represent one set of those values as aipargpace, with coordinates corresponding to
those variables. This construction of space iedgthase space. The set of states of the system is
represented by the set of points in the phase spaeequestion of interest is that we perform an
analysis of the topological properties of phasesgnait, as a counterpart, we obtain insights into
the dynamic nature of the system. In experimerdaltions, especially in experimental clinical
studies, we are unable to measure all the varialflése system. In this case we may be able to
reconstruct equally a phase space from experimdatalwhere only one of the present variables
(characterizing the whole system) is actually mezskuThe phase space is realized by a set of
independent coordinates. Generally speaking, tinaec&tr is the phase space set generated by a
dynamical system represented by a set of differemadfferential equations. In the actual case,
let us take a non linear dynamical system repredsenby three independent
variablesX (t),Y (t),Z(t), functions of time. The phase space set is gwethe values of the

variables at each time. The point {/ z ,in) phase space gives the values of the threeblasia

and thus the state of the system at each time.lisumephysics, for example, we plot one of the
variables and its derivatives,

X d’X

dt = dt?

(2.1)

on the three perpendicular axes ¥,z The result is that we have reconstructed the piaaee
using only one of the three time series using #tgoderivatives ofX t()This is a licit step
since Y {) and Z ¢) are coupled toX t( )through non linear equations. Consider that in

experiments we have a fixed time samplikig(time series recorded at equal time intervals), an
the time series is given in the following manner

X (0), X (At), X (2At), X (3At),............. ,X (nAt) (2.2)
We could also differentiate such values determidxgdt,d?X /dt?, ..... but such a procedure
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is unprofitable. In fact, also if our time serieatal should contain only very small errors in
measurements, they should become larger erroraglauch operations. We may follow another
procedure. We introduce a time lag- mAt and consider each point in phase space, giveheby t
following vector expression

[X(t),X(t+7),X(t+27),X(t+3r),..X(t+(N-1)7)] = X, (1) (2.3)

whereN is the selected dimension of the phase space. tRateassuming such a procedure in

phase space reconstruction we do not lose geryesalite, as it is easy to show, the coordinates
of the phase space reconstructed in this manneg time delays, are linear combinations of the

derivatives.

This procedure of reconstruction of phase spaceirgiawith the given time series is called
embeddingThis is the method presently used for reconstaadf phase space of experimentally
sampled time series. Takens in 1981 [4] showedthisembedding method, based on time lags,
is certainly valid under some suitable conditiombe first requirement is that the considered
time series must be twice differentiable. If thegjuirement is not satisfied, and it happens often,
when the considered time series is a fractal, thetdl dimension, calculated by the embedding
method, may also not be equal to the true fraatakdsion of the phase space set. Still, the
other statement relating Takens theorem, requnasin a realistic reconstruction of phase space,
say of dimensiod, we must embed in a space of dimensi@D ¢ inlorder to express
enough dimensions. This is to avoid the possibiiitgt the N —dimensional orbits intersect
themselves in a false manner.

2.2The Determination of Time Lag r

Some different procedures may be followed to detegrthe time lag of the given time series in
the embedding method. There are cases in whichghmpriate choice of the time lag is rather
simple. In fact, it may be seen from the basicue=t of the system under consideration. It is
rather simple to evaluate the proper time lag if ave investigating physiological processes
exhibiting with evidence their natural time scdle.other cases the estimation of the time lag
may be not be so simple since we do not have atdirdication of the appropriate time lag. Let
us consider, for example, the case of investigattdna physiological process involving
electroencephalographic studies.

Experience in methodological analysis of time seonéen helps to solve such problems. The
problem must be solved with particular care. Theppr choice of the time lag is of fundamental
importance because in chaotic signals the reldtedween the dimension of an embedding space
and real phase space is strongly linked to thetlealgosen for a time lag. A too large selected
time lag will determine unwished noise in embeddarg so the observation of the chaotic
attractor will be strongly compromised. The use aftoo small lag may result in strong
correlations among the components of the signd),(and the local geometry of embedding
results much like as a line (i.e. dimension eqgadl); and damaging image reconstruction of the
chaotic attractor.
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As a methodological praxis, it is useful to stutlg tautocorrelation function of the given time
series. Given the time serie§(n), n=1, 2, ...N, the autocorrelation functioAu r (gt lagr is

defined as:

Au(r) = ﬁNZ:TX(n)X(n +7) 2.4)

n

Values of time series correlate with themselves #uedcorrelation diminishes as the time lag
between two points increases. Correlation decreagbstime. The time lag is selected as the
autocorrelation function reaches its first zerote®@fanother useful criteria is to take the time lag
as the autocorrelation function decreasel = 037.

In addition to use of the autocorrelation functimme can employ the mutual information
content,MI £ ) Mean mutual information is given in the followinganner [5]

_ . . P(X (), X(i +7))
Ml = P(X (1), X I 2 - ;
@M= 2 PXOXE+1)I00, 5 b+ 1)

(2.5)
The time at which the first local minimum of mutuaformation content is reached, may
represent a good choice for time lag. B&th 7 and MI { ) must be used, selecting the time lag
provided by Ml £ )f Aur)and MI ¢ )predict different results. This is preferable since
MI (7) also accounts for non linear contributions in aetiseries.

2.3 Embedding Theorem and False Nearest Neighbors

As previously outlined, according to the embeddimgorem (see Takens theorem for details),
the choice of dimensioN of reconstructed phase space should require a griowledge of the
dimensiond_ of the original attractor withl > 2d.. . This is decisively unrealistic for time series
of experimental data. Selecting in absence of a given criterion, it may resultoo small a
choice as compared to tthgof the original attractor. It is possible to emphlohat is called the
criterion of false nearest neighbors (FNN) in restaucted phase space [6]. A point of data sets is
said to be a FNN when it comprises the local neéareighbors not actually but only because the
orbit is constructed in a too small an embeddedcespdetermining its self-crossing. This
difficulty may be overcome by adding sufficient cdimates to the embedding space. The
criterion to use is to increade in a step manner until the number of the FNN gadsstantially

to zero. Usually, a threshold of about 5% may beeptable. Le us calculate the distance
between two points in a selected embedding dimansid\, obtaining the valuB,, i(.)In the

(N +1) embedding dimension, we will hau,,, i (Such values satisfy the following relation

\/Dfm(i) —Di() _[Xine =X 26

Dy (1) Dy ()
where NN indicates that we consider a point selected caiaeglly near a given point. A fixed
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threshold value is used and step by step it idfigdrif the (2.6) exceeds or not the prefixed
threshold value.

3. Fractality and Non Linearity of Experimental Time Series
3.1 Fractality and Deterministic chaos of Time Seds

The use of non linear methods presumes that thealsignder study is represented by an
experimental time series relating a non linearesystSometimes it possesses some deterministic
features that may be also chaotic and must be tige¢sd by the methodology discussed in the
previous sections.

Fractality refers to the features of a given stetihdime series. It shows temporal self-similarity
A time series is said self-similar if its amplitudestribution remains unchanged by a constant
factor even when the sampling rate is changecdhdrtime domain one observes similar patterns
at different time scales. In the frequency domam Ibasic feature of a fractal time series is its
power law spectrum in the proper logarithmic scédectals and chaos have many common
points. When the phase space set is fractal, thiersythat generated the time series is chaotic.
Chaotic systems can be arranged that generate se @pace set of a given fractal form.
However, the systems and the processes studiethtigls and chaos are essentially different.
Fractals must be considered processes in whichall section resembles the whole. The point in
fractal analysis is to determine if the given expental time series contains self-similar
features. Deterministic chaos means that the oudpat non linear deterministic system is so
complex that in some manner mimes random behavibbe point in deterministic chaos
analysis is to investigate the given experimentaketseries that arises from a deterministic
process and to understand in some manner the maticamfeatures of such a process.
Regarding a chaotic time series, this means tleatahresponding system has sensitivity to initial
conditions. When we speak about strange attrathissmeans that the attractor is fractal [for
details see 4]. It is very important to account $oich properties since there are also chaotic
systems that are not strange in the sense thattlegxponentially sensitive to initial conditions
but do not have a fractal attractor. Still we hawea chaotic systems that are strange in the sense
that they are not sensitive to initial conditiong they have a fractal attractor. In conclusion, we
must be careful in considering fractals and nordmapproaches since they are very different
from each other. Often, instead, we are induceeltoneously mix different things with serious
mistakes.

The geometry of the attractors is frequently exaaiby calculating the so called correlation

dimension [7]. The self-similar property of theratttor is estimated by the scaling behaviour of
the correlation integral

Cu(r) == 38 =X,y () - X, (D]

iZ]

whered ()is 1 for positive arguments and O for negativeuargnts. For a fixed a sphere of
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radiusr, in the reconstructed phase sp&ézer dives the normalized number of points in it. For
stochastic signals the correlation integral, catad in theN — dimensional space, scales as

C,(r)y=r"
For bounded signals there is a finite scaling exposo that
Cy (r)=r? withd<N.

The correlation dimension, usually indicated By, is calculated as the slope of the linear
behaviour oflogr vs. logC, ¢ ). The value 1.0 is obtained in the case of a licyttle, 2.0
instead is calculated in the case of a torus. Autaled non- integer value instead indicates that
the phase space has a fractal geometry. Howeveamalysis of experimental time series the
calculation of the correlation dimension does négraresults sensitive enough to conclude that
for a non-integer, a fractal dimension that couddgenerated by a deterministic chaotic system.
Stochastic signals may mimic chaotic data and éuntiore, time series of stationary data are
always required. This last requirement is rareliamied by experimental time series, especially
those of biological or physiological interest.

3.2Estimation of Lyapunov Exponents

As previously mentioned, chaotic systems show ahyos where phase space trajectories with
nearly identical initial states will, however, segt@ from each other at an exponentially
increasing rate. This is usually called the sewsitiependence on initial conditions in chaotic
deterministic systems. The spectrum of the Lyapum@onents captures this basic feature of the
dynamics of these systems. We may consider theneaoest neighboring points in phase space

at time 0 and at time t. Let us consider alsoractibn i-th in space. Lefdx (0)| be the

distance at time 0 an|h§xi(t)|| the distance at time t. The Lyapunov exponént(direction i-
th), will be calculated such that [8]

lox )] _

I A it for t - oo
|ox (0)]

that is equivalent to

1 o)
2 o, 0)

It is possible to reconstruct the Lyapunov spectacoounting for all the directions in phase
space. Chaotic systems are characterized by hatingast one positive Lyapunov exponent
while their sum generally must be negative. Givearg is a whole spectrum of Lyapunov
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exponents, the number of them is equal to the numbdimensions of the phase space. If the
system is conservative (i.e. there is no dissipatia volume element of the phase space will stay
the same along a trajectory. Thus the sum of ablyov exponents must be zero. If the system
is dissipative, the sum of Lyapunov exponents gatiee.

The Lyapunov spectrum can be used also to givesamate of the rate of entropy production
and of the fractal dimension of the considered dynal system. In particular from the
knowledge of the Lyapunov spectrum it is possildeobtain the so-called Kaplan-Yorke
dimensionDy, that is defined as follows:

ko)
Dy =k+ :
i=1 |/]k+1

wherek is the maximum integer such that the sum oktlagest exponents is still non-negative.
Dy represents an upper bound for the information dsim of the system. Moreover, the sum
of all the positive Lyapunov exponents gives anneste of the Kolmogorov-Sinai entropy
accordingly to Pesin's theorem [9]

In conclusion, the Lyapunov exponent is a meastirine rate at which nearby trajectories in
phase space diverge. Chaotic orbits show at least pmsitive Lyapunov exponent. Instead
periodic orbits all give negative Lyapunov expomserit is of interest also the analysis of a
Lyapunov exponent equal to zero. It says that wenaar a bifurcation.

There is still another feature to outline. It isrgnon to avoid to calculating the whole Lyapunov
spectrum, estimating instead only the most positve, usually refered to as the largest one. A
positive value is normally taken as indication ttiet system is chaotic. The inverse of the largest
Lyapunov exponent is sometimes referred to in itieeature as Lyapunov time, and defines the
characteristic folding time. For chaotic orbitsgt finite, whereas for regular orbits it will be
infinite. Finally, to quantify predictability of #hsystem, the rate of divergence of the trajectorie
in phase space must be evaluated by Lyapunov erfoaed Kolmogorov-Sinai entropy.

Under the perspective of the analysis one must ustcéor the calculation of Lyapunov
exponents from limited experimental data of timaese Various methods have been proposed
[10]. Generally speaking, however, these methodg Imeasensitive to variations in parameters,
e.g., number of data points, embedding dimensieocornstructed time delay, and are usually
reliable with care.

3.3The Method of Surrogate Data in Time Series

At this stage of the present exposition, the readi have realized that the most unfavourable
snare in the investigation of experimental timaesgrpossibly chaotic, is that the methods we
have at our availability, are inclined to give demiresults in the case of deterministic chaotic
dynamics and stochastic noise so that distingugstieterministic chaos from noise becomes an
important problem. Starting with a given experinaime series, stochastic surrogate data may
be generated having the same power spectra aeritfigal one, but having random phase
relationship among the Fourier components. If anymerical procedure in studying
deterministic-chaotic dynamics will produce the samsults for surrogate data as well as for the



Journal of Consciousness Exploration & Researchgmbéer 2010 | Vol. 1 | Issue 9 | pp. 1070-1138 1078
Conte, E., Todarello, O., Conte, S., Mendolicchig Mendolicchio, L. & Federici, A.

Methods and Applications of Non-Linear Analysi®gurology and Psycho-physiology

original ones within a prefixed criterion, we wilbt reject the null hypothesis that the analyzed
dynamics is determiend by a linear stochastic madéher than to be represneted by
deterministic chaos. Often the method of the shdfftlata is used. Data of the original time
series are shuffled, and this operation preserhes probability distribution but produces
generally a very different power spectrum and dati@n function.

3.4 Fractional Brownian Analysis in Time Seires

It is well knwn that the study of stochastic pra=es with power-law spectra started with the
celebrated paper on fractional Brownian motion (JBoy Mandelbrot and Van Ness in 1968
[11]. Fixing the initial conditions, fBm is defindal the following equation

X (ht)=h" X (t) (3.1)

Given a self-similar fractal time series, (3.1)aptishes that the distribution remains unchanged

d
by the factorh™ even after the time scale is changed) §tates that the statistical distribution
function remains unchangedd is called Hurst exponent, varying &<H < , and it
characterizes the general power — law scaling.afoadditive process of Gaussian white noise,
we haveH = 05 H values greater than 05 indicate persistence ie 8aries. This is to say
that a past trend persists into the future(longeacorrelation). Instea#l values less than 05
indicate antipersistence and this is to say that gands tend to reverse in the future. The fBm
also exhibits power-law behaviour in the Fourieectpum. There is a linear relationship between
the log of spectral power vs. log of frequency. Timerse of the slope in the log-log plot is

called the spectral exponenf (1/f# behaviour), and it is related tél by the following
relationship

h=A-1

2

4. Recurrence Quantification Analysis and the CZRethod
4.1 Introduction

Let us take up some of the concepts exposed ipringous sections. It was outlined that the
most important concept in studies of nonlinear psses by time series is that one of recurrence.
A recurrence plot is the visualization of a squa®urrence matrix of distance elements within a
cutoff limit. We outlined also the importance ofKeas theorem relating higher dimensional
reconstruction of signals by the method of timeagelt is important to reaffirm here that the
topological features of a higher dimensional systemsisting of multiple coupled variables may
be reconstructed from a single measured variabke nWasure only one of these variables, and
correspondingly we obtain important informationtbe whole system underlying the dynamics.
The reconstruction happens in the phase spaceaisLeiscuss an example previously introduced
in [3] to illustrate the importance of the approach
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Let us take a single lead of the ECG recorded &igda have in this manner an ECG signal in
its one dimensional representation of voltage dsnation of time. A digitised time series is
obtained. Actually ECG derives from summed cardiatentials that act simultaneously under
the frontal, the saggital and the horizontal orthag planes, and thus along three dimensions. In
order to have an accurate representation of the EiG@al, we need to simultaneously record
voltages in time in these three orthogonal plamtswever, if we perform a reconstruction
plotting 1-dimensional data again itself and twdetayed, that is to say, delayed byand2r , on

a three axis plot, the signal is represented as r#wnstructed 3-dimensional space.
Topologically, these loops are the same thing asstmultaneous plotting of three orthogonal
recorded ECG leads. In the previous sections, wtined that in order to realize such a
methodology we need to estimate properly the tiglaydand the embedding dimension.

In analysis, recurrence is the most important cpnd@f course, variedness and variability relate
the complexity of a given dynamics. In recurrencalgsis one must define some parameters that
are the range, the norm, the rescaling and, fintily radius, and the line. The range defines a
window on the dynamics under investigation, setgcthe starting point and the ending point in
the time series to be analysed. For the norm, @sett distinguish the minimum norm, the
maximum and the Euclidean norms. The norm functjeametrically defines the size and the
shape of the neighborhood surrounding each refergomt. The Euclidean norm defines the
Euclidean distance between paired points in phpaees The rescaling relates the fact that the
distance matrix can be rescaled by dividing eaeimeht in the distance matrix by either the
mean distance or maximum distance of the wholeixdimally, the radius is expressed in units
relative to the elements in the distance matrixethér or not these elements have been rescaled.
The line parameter is decisive when we have toaekiguantitative features from recurrence
plots We have a length of a recurrence featureagmfixed line parameter so that such features
may be rejected in quantitative analysis if it tesare shorter than selected line parameter.

4.2 The Recurrence Quantification Analysis

Recurrence analysis was first introduced by Eckm#@amphorst and Ruelle in 1987 [12], A
recurrence quantification analysis, indicated byAR@as subsequently introduced by Zbilut and
Webber [13] and further enriched by the introduttmf other variables by Marwan [14]. An
exceptional element of value of RQA is that thigme has no restrictions in its applications: as
we will explain later, for example it may be apgli@so to non stationary time series.

The first recurrence variable is the % RecurreR6REC). %REC quantifies the percentage of
recurrent points falling within the specified raslilDut of any doubt we may define it the most
important variable in analysis of time series. Téecond recurrence variable is the %
Determinism (%DET). %DET measures the proportionestirrent points forming diagonal line
structures. Diagonal line segments must have anmuim length in relation to above line
parameter. Repeating or deterministic patternslaaeacterized by this variable. Periodic signals
will give long diagonal lines. Instead chaotic s will give very short diagonal lines.
Stochastic signals will not determine diagonaldinmless a very high value of the radius will be
selected.
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The third recurrence variable is the MaxLine (LMAX) is the length of the longest diagonal
line segment in the plot excluding obviously theimm@iagonal line of identity. This is a variable
of interest since it inversely scales with the mpssitive Lyapunov exponent previously
discussed. Therefore, the shorter the maxline testhle more chaotic the signal is. In addition,
RQA may be performed by epochs, so that LMAX emafgealuation of Lyapunov exponent
locally.

The other important recurrence variable is ent@\T). It relates Shannon information entropy
of all the diagonal line lengths distributed oveteger bins in a histogram. ENT may be
considered a measure of the signal complexity andiven in bits/bin. For simple periodic
systems with all diagonal lines of equal length #relentropy is expected to go to zero.

Another decisive variable in RQA is the trend (TNBJI the above methods discussed in the
previous sections hold for stationary time seri#sis is a condition rarely met in analysis of
experimental time series and especially in thelfaflbiological signals. RQA may be applied for
any kind of experimental time series including reiationary time series. This is one of the
reasons to appreciate the RQA method. The trendDfT#ill quantifies the degree of non
stationarity of the time series under investigatidin recurrent points are homogeneously
distributed across the recurrence plot, TND valuedl approach zero. If they are
heterogeneously distributed across the recurretate PND values will result different from
zero.

The sixth important variable in RQA, introduced k\arwan [14] is %Laminarity (%LAM).
%LAM measures the percentage of recurrent point®itical line structures rather than diagonal
line structures. Finally, the Trapping Time (TT) asares the average length of vertical line
structures. Square areas (really a combinationedfical and diagonal lines) indicate laminar
(singular) areas, possibly intermittency, suggestiansitional regimes, chaos-ordered, chaos-
chaos transitions.

In conclusion, RQA may be considered at the morttemimost powerful method for analysis of
any kind of time series without limitations of akind. The confirmation is in the large and
growing interest in literature for such a methodgi@ver the last decade. Several fields have
been explored by RQA from general chaos scienceraper fields of application as clinical
electro-physiology [see as example 15], molecularachics, psychology and mind pathologies
[see for example 16], finance, just to list onlyr@of the several fields impacted by this non
linear methodology of analysis.

4.3 Further Advances in Analysis of Variability in Time Series: the CZF method

As previously indicated, complexity of natural pesses relates the variedness and the variability
of the experimentally measured signals in the fofntime series. The CZF method relates this
feature, and it derives from the surname (Contdu#b~ederici) of the authors who introduced
it.

Let us recall an old notion. The presence of ambaic component in a given time series is
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revealed by its power spectrumy @iyen by the squared norm of the Fourier transfofrthe
given time serieX t( )as

2

P(v) = (4.1)

Te""X(t)dt

and evidences sharp peaks.

FFT (Fast Fourier Transform), in its discrete vemsiis currently applied in analysis of non linear
time series. All we know that, because of its sioy,, Fourier analysis has dominated and still
dominates the data analysis efforts. This happgnering the fact that FFT is valid under
extremely general conditions but essentially urttier respect of some crucial restrictions that
often result largely violated, especially in theldi of the electrophysiological signals. Three
stringent conditions must be observed:

1) the system under investigation must be linear.

2) The data of the time series under ingasibtn must be strictly periodic and stationary.

3) All the data of the time series underestigation must be sampled at equally spaced time

intervals.

The consequences of such improper use of the FESignificant. In particular, the presence of
non linearity and of non stationarity give littlerse to the results that are obtained. Consequently
we will discuss now a non linear method, the CAFwés previously introduced by us in
literature [17], and it presents, conceptual linkth RQA.

Let us start with Hurst analysis [18] that bringgt on some statistical properties of time series
X(t) that scale with an observed period of observati@md a time resolutiop: . As previously

shown, scaling results characterized by an expdthéimat relates the long-term statistical
dependence of the signal. In substance, one mayrae® such Hurst approach, expressing the
scaling behaviour of statistically significant pespes of the signal. Indicating Bthe mean
values, we have to analyze the g-order momeritseadistribution of the increments

_ E(X(t+7)-X(t)*

Kq(7) ]
E(X(®)")

(4.2)

The (4.2) represents the statistical time evolutibthe given stochastic variabk t ()
For g=2, we may re-write the (4.2) in the followimgnner

n(h)

_ 1 B ’
y(h)——Zn(h);[X(ui+h) X(u,)] (4.3)

that estimates the variogram of the given timeeserHere,n If )s the number of pairs at lag
distance h while X(u,)and X(u,, ) are time sampled series values at tinteand t+h,
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t=u,u,,..; h=123,.... . In substance, the variogram is a statisticalsuee expressed in the
form:
y(h) = %Var[x (u+h) - X(u)] (4.4)

The variogram here introduced represents the alblumeasure of complexity in a given non
linear time series and at the same time its elgioora&nables us to overcome the difficulties
previously mentioned for use of the FFT in nonistary and non linear time series. The
concept of variability is sovereign in this caset us take an example to illustrate its relevance.
Let us admit we have a time series given only kyesims:

Xy, Xy, X g0 Xy Xy X (4.5)

The first time we select time lag= , &nd using the (4.3) we calculate variability lnstsignal
at this time scale, obtaining:

(xl _x2)2 + (xz - X3)2 + (xs - X4)2 + (X4 - X5)2 + (X5 - X6)2 (4.6)

This is the variability of the signal at time scéle1 and, in accord with the (4.3), we indicate it
by yi(h) =y, Q).

Note some important features:
The differences(X; — X,,,)? in the (4.6) will account directly for the fluctiiens (and thus of

the total variability) that intervene iX,,, with respect tX;. It will be due to the particular

features of the dynamics under investigation. Letcansider for example the case of (4.5)
representing the beat-to-beat fluctuations of &ummeartbeat intervals. The (4.6) will represent
total variability in time lagh = 1due to the regulative activity exercised by syrmptt, vagal,
and VLF activities in the time lag considered. ISthe count of such variability will happen for
all the points of the given time series and thusilitaccount for the total variability at the fige
time scale of resolution for the whole consideredRRprocess.

Finally, if y, (1) will assume a value going to zero, we will con@ubat at such time scale (time
lag delay h = 1) the variability of the signal s time lag is very modest. Otherwise Jif(l) is
different from zero in a consistent way, we wilhctude that it gives great variability, attributed
to the presence of a relevant activity of contiolthe same way we will proceed considering for
example (4.5) to represent an EEG signal recordegdome electrode at a given sampling
frequency. In this case, (4.6) represents the taghbility in cerebral activity at the selected
electrode and at the time resolution o . Affter to having computed the total variability of
signals at this time resolutibn= , dve will continue our calculation evaluating thise the total
variability of the signal at the time resolutibr= , &1d thus calculating, (2) . In a similar way

we will proceed calculating total variability atetime scale resolution correspondinghte 3
and so on, completing the analysis of variabilityeach time scale. In conclusion we will
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calculate the final variability of the given sigreiep by step at different time scales. The result
will be a diagram in a plot in which in axis of tbedinate we will have the values of variability
(in its corresponding unity of measurement) whilethe axis of the abscissa we will have the
corresponding value df, that is to say of the corresponding time resmtut

Note that, in order to calculate the final valuetttd total variability we may decide (at time lag
h=1 but so also at the following steps) to divide J4§ the number of pairs employed in the
calculation. In this manner we will obtain the meatue of variability at such time scale.

To complete our exposition on the CZF method wetrstils outline that, in calculating; h( we

may also use the embedding procedure for recomstnu phase space and thus performing in
this case a more elaborate and significant exporatf the time series under investigation.

From a methodological view point we may still ondlithat by the CZF method we may perform
also fractal analysis of the given time seriesfaltt we may use the Fractal Variance Function,
y(h), and the Generalized Fractal Dimensidp,, , by the following equation

y(h) = ChPdm (4.7)

and finally estimating the Marginal Density Funatitor self-affine distributions, given by the
following equation [19]:

P(h) = ak *h®* (4.8)

This last consideration completes our expositioilC@ikr method. It remains to be explained the
manner in which the CZF method overcomes the ditiies previously noted in the case of FFT
and thus the manner in which it must be appliggetdorm an analysis of variability in the
frequency domain. To illustrate such a methodolegywill use two basic examples: the first is
the case of HRV, that is the analysis of heartvat@bility by using time series of R-R intervals
from the ECG. The second example will relate thedyans of variability of brain waves in EEG
in the frequency domain.

4.4 An Example of Application of CZF method in HRVanalysis of R-R time series from ECG

It is well known that R-R time series relate thats®-beat time fluctuations of human heartbeat
intervals and R-R values are largely controlledJayious physiological and psychological
factors and, in particular, by the balance betwsgmpathetic and parasympathetic nervous
system activity imposed upon the spontaneousdige frequency of the sinoatrial node.R-R
analysis is largely used in psycho-physiologicatiss. We quote only two papers to outline the
importance of such field. The first is an analysfigardiac signature of emotionality as quoted in
ref.24. The second is an analysis of heart peradakility and depressive symptoms:gender
differences as quoted in ref.25.

Fluctuations in time in R-R result in what we dhk variability of the R-R signal and, using the
FFT, in the frequency domain three bands are ifiedtiThe first, the VLF, is usually considered
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to range from O to 0.04 Hz and related to humargulation of the sinus pacemaker cell activity
and to other contributing factors; the second,WReranging from 0.04 to 0.15 Hz, and the HF,
ranging from 0.15 to 0.4 Hz are roughly correlatedutonomic sympathetic and vagal activities,
respectively.

To perform analysis of variability by CZF in thefuency domain we calculate the mean value,
E(R-R), in msec. Consequently we will estimate an eqenalrequency

1
fequivalent =
E(R-R)

Finally, we realize the final diagram having on thelinate the values of the variability as
calculated by (4.3) and on the abscissa, in cooredgnce with each lagh, we will assign
instead the valuéf with h=123,....

equivalent

We will now apply the CZF method to the case of Heat-to-beat fluctuations of human
hearthbeat intervals in the cases of normal subgoetl subjects with pathologies. We will give
the CZF results after having performed the analgtithe given R-R time series using also the
previously explained other methodologies. We setedbur groups of five subjects. Data were
taken from Physiong20].

Let us delineate some features of the experimeatal. The first two groups,i Yand Q (i=1, 2,

3, 4, 5), are young and old subjects, respectivébying subjects were (21 — 34) years old and
old subjects were (68 — 85) years old. Men and wowmwere included in the two groups All were
rigorously-screened and found to be healthy subjdeCG recording was performed for 120
minutes of continuous supine resting. The contisSUBCG, respiration, and (where available)
blood pressure signals were digitized at 250 HzchEheartbeat was annotated using an
automated arrhythmia detection algorithm, and elagat annotation was verified by visual
inspection. We selected pieces of 1024 R-R datatpaprresponding to a time interval of about
thirteen minutes. For the other two groups,arid V{, instead pieces of 1024 data points of R-R
time intervals were chosen immediately before tliweat of an episode of ventricular
tachycardia (Y and ventricular fibrillation (Y.

The first step was to apply the embedding procetturphase space reconstruction of the given
R-R signals. As previously explained, we calculdtedd the Autocorrelation Function (Au), then
the Mean Mutual Information (MI) to select a propiene delay . When the results predicted by
Au and MI were different, we opted for the timealehs predicted from MI. After this step, we
proceeded to the final phase space reconstructjorusing the criterion of False Nearest
Neighbors (FNN) fixing a threshold value. In ordergive some indication, in Figures la, 1b, 1c,
we give the AutoCorrelation function (Au), MI, aR@IN results for some subject of group Yi, In
Figures 2a, 2b, 2c, the corresponding results Barlgect of group Qand, finally, in Figures 3a,
3b, 3c, and Figures 4a, 4b, 4c, those for a suljegroup W and a subject in groupV
respectively. All the results are given in Tabldrilspite of different values obtained for Au, it
may be seen that rather constant values of timeyslalere obtained by using MI. They ranged
between 1 and 3 for young and old healthy subjgittsan embedding dimension that resulted in
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being constantly equal to 5 for young subjects, emastantly equal to 4 for old subjects. The
subjects in Ygave time delays ranging between 2 and 4 buttithis the embedding dimension
resulted in varying from 2 to 7.;\6ubjects gave time delays between 2 and 4 budrtteedding
dimension varied from 2 to 8.

Phase space reconstruction resulted in rather hemeogis results in the group of normal
subjects, the Ogroup, and the jYgroup, with differences in embedding dimension old
subjects (embedding dimension equal to 4) witheesfo young subjects (embedding dimension
equal to 5). Instead, marked differences aroséengroups Yand V4, in the inner of the two
groups and with respect to old normal subjects|JSually, the reconstructed dimension may be
indicative of the number of basic variables tha&t iawvolved in the system under consideration.
The obtained results indicate that young subjduotsvsdifferences with respect to old subjects
relative to the number of basic variables involbed such differences are rather moderate. In the
case of the two investigated pathologies we arpr@sence of a very different dynamics and
attractor features in the inner of the groups n&dato controls. All the arising differences lead t
an interpretation in terms of a profound modifioatiand alteration and of a more marked
complexity of the dynamics in the, ¥nd the Y cases compared to normal subjects. The results
indicate that in some cases a larger number oabkas while in other cases a smaller number of
variables is required. This is indicative of thefpund alteration that the two pathologies induce
in heart dynamics, compared to the cases of nasaigécts.

The second step was to calculate the largest Lyap@xponent. For brevity, we avoided
calculating the whole Lyapunov spectrum. The resate reported in Table 2. All the subjects
gave positive values for the exponent. This maintdeative of the presence of chaotic regimes.
It may be seen that young subjects gave valueditrgrinigher compared to old subjects. Signals
immediately before Ventricular Fibrillation gavesdordant results in the sense that in one case
we had the lowest value of the Lyapunov exponetth@fwvhole experimentation but we had also
cases with values very similar to the high valleeg tvere obtained in the case of young subjects.
On the contrary, signals immediately before Ventac Tachycardia gave rather low results in
two cases. The other remaining values are sinoléindse previously obtained for the old healthy
subjects. In conclusion we had also in this case well as in the case of phase space
reconstruction) a net variability in the resultstire case of pathologies and a rather constant
behaviour of ¢ in the case of normal subjects. In our interpretathese results confirmed that

the investigated pathologies induce a profound fieadion and alteration in the dynamics of the
two investigated processes compared to normal cd$es statistical results are given also in
Table 2.

It is seen that we have significant differencethimcase of young subjects vs. old subjects. These
are interesting results since, as also outlingat@vious papers by other authors [21], this means
that the new paradigmatic rule in dynamics of Righals is its variability. Young subjects
demonstrate a dynamics of R-R intervals that istbam a greater variability compared to old
subjects. Age effects on beat-to beat fluctuatiomshuman interbeat intervals involve a
progressive reduction of variability and, in accoke find a statistically significant difference in
Largest Lyapunov Exponent between young and oldestdh We find also statistically
significant differences in old subjects about #®rt minutes before the advent of an episode of
ventricular tachycardia. This is a remarkable tesulfact, it says that we have an indéx, that
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is able to inform us in advance on the future atleéra so severe an episode in human heart
dynamics. Unfortunately, such predictive valueos obtained also in the case of the Ventricular
Fibrillation which in fact does not show signifi¢adifferences compared to the case of old
subjects. Other details are given in Table 2.

As third step of our analysis, we must now exantimeestructure of the investigated signals, and
this kind of analysis may be performed by employthg RQA. Let us remember that we
calculate a Recurrence Plot and the following \des of interest: the %Rec, the %DET, the
%Lam, the T.T., the Entropy, the MaxLine, the Trelabdifying slightly our previous language,
we may reconsider here some of the variables. tticptar, the recurrence rate estimates the
probability of recurrence of a certain state. S&stic behaviours cause very short diagonals
while deterministic behaviours determine longegdiaals. Consequently, the ratio of recurrence
points forming diagonals to all recurrence poiettjmates the determinism. Diagonal structures
show the range in which a part of the trajectomaiber close to another one at a different time.
Therefore, the diagonal length is the time spay thiél be close and their mean represents the
mean prediction time. The inverse of the maximagth line may be interpreted as the maximal
positive Lyapunov exponent. The entropy is definsdhe Shannon entropy in the histogram of
diagonal line lengths. We may also compute the ragitween the recurrence points forming a
vertical structures and the whole set of recurrgaats. This variable is called Laminarity, and
it related to the amount of laminar states andrinitéency. In dynamical systems, intermittency
is the alternation of phases of apparently peri@shd chaotic dynamics. This is useful for the
study of transitions (chaos-ordered, or chaos-clransitions). (TT), which is the mean length of
vertical lines, measures the mean time that thiesyss trapped in one state or change only very
slowly.

This is the basic scheme of RQA. We see that lsydét of variables, we may actually explore
the inner structure of the given signal, and tkighie reason because RQA is so important in
analysis of non linear dynamics in signals.

We may now return to consider the specific caseteupur investigation. We performed the
RQA analysis using a Radius R=20 so to maintaireés&bout 2-4% . This is a methodological
attitude that is often usefull in such analysis. Welected a Line L=3, and we used Euclidean
distance and mean rescaling. In Figures 5, 6, wWe &ive an example of recurrence plot for a
subject of Y, O, Vi, Vi, respectively. The results of the RQA investigatiare given in Table 3.

In Table 4 we have instead the statistical analysibe RQA results.

Before inspection of recurrence plots, we rementher meaning of diagonal lines and in
particular the fact that square areas, really abooation of vertical and diagonal lines, indicate
laminar areas, intermittency, possibly suggestingnsitional regimes as previously discussed.
Still, let us observe that in Tables 3 and 4 weonhiced a new variable, the Ratio = %Det /
%Rec. We see that the signals employed in the figag®n have actually a different inner
structure. As expected, young subjects give sl significant different results compared to
old subjects for Laminarity, Trapping Time, Entropynd Max Line. In brief, the two kinds of
signals have a very different structure. Statififcagnificant differences are obtained also ia th
case of R-R of old subjects compared to R-R ofsulbjects before the advent of ventricular
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tachycardia, and this happens for Determinism, bamnty, Entropy, and MaxLine. This is a
remarkable result since by it we are in the coaditio anticipate the event. We may predict in
advance the advent of ventricular tachycardia.l, Sstlatistically significant differences are
obtained in the case of old subjects compareddsobjects with ventricular fibrillation. In this
case it is the Ratio variable this is indicative.

Finally, we observe that the structure of the twgnals, one before the advent of ventricular
tachycardia and the other before the advent of ricemdr fibrillation, show significant
differences, and this happens for Determinism,laardinarity. Also this last result is remarkable
since it suggests that we have two profoundly ckffié pathologies that may be better studied and
understood on the basis of such two variables.

This last observation completes our RQA investaggatin conclusion, we have given a number
of important results relating the different struettand the dynamics of the signals under
investigation. They all show relevant featureattbertainly will not fail to be studied and
interpreted with care in their proper physiologji@ad clinical context.

Let us conclude with the results obtained by ouF@zethod. Following the CZF methodology,
we calculated the variogram using 1021 lags. Os basis we evaluated the most important
parameter of the method, that is, the Total Valitgb{VT) of the given time series. It was
expressed as the square root ot the total vatiabilithe signal obtained for each lag. Therefore
the results are expressed in sec. We also caldulésvariogram distribution in the frequency
domain, in substitution of the classical Fourr@nsform. Thus, we calculated the variability of
R-R in seéin the three bands of interest, VLF, LF, and HRe Tesults are given in Table 5. In
Table 6 we give the results for statistical analy$iTest) and in Table 7 those for correlation
analysis.

First, let us comment the Total Variability, VT. the cases under investigation, it shows that
young subjects, as expected, show a greater VT amdpto old subjects. This parameter
increases remarkably in R-R time series beforeatheent of ventricular fibrillation and of
ventricular tachycardia. The statistical analysigeals that we have a very significant difference
in young subjects with respect to old subjects,, gragiticularly, in old subjects with respect to
those with future ventricular fibrillation and indse with future ventricular tachycardia. We may
conclude to have found an excellent predictive ipatar that is able to anticipate the advent of
severe events in hearth dynamics. In addition, el falso that statistically significant
differences are maintained for VT in young subjesxtdmpared to old subjects for VLF, LF and
HF bands in the frequency domain. Still, significathifferences are found in old subjects
compared to subjects with future ventricular taehgl@a for LF and HF bands.

In order to go on in the understanding of such desaphenomena relating pathologies, we have
also performed a correlation analysis finding othemnarkable results. In young subjects VT
results correlated in a significant manner with VILFF, and HF. In itself, this result does not
appear to be so relevant. It becomes of partidnterest when we consider also the results of
correlation analysis for old subjects. In factthis case we obtain that the total variability loé t
signals correlates with LF and HF but not with withF. This is a very interesting conclusion
that deserves to be explained and interpreted taildender the physiological and clinical
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profiles. Finally, we obtain still results of partlar significance when we apply the correlation
analysis to the case of future ventricular fibtiba and of future ventricular tachycardia. In fact
in the case of future ventricular fibrillation wed that correlation maintains between VT and
VLF, between VT and LF, and between VT and HF, ihuihe case of ventricular tachycardia,
correlation maintains only between VT and VLF, d@etween VT and VLF/(LF+HF). These
results evidence in a quantitative manner the pdoalterations that intervene in health
dynamics soon before the advent of ventriculailfdiron and of ventricular tachycardia but also
clear in detail the substantial differences tharabterize the two pathologies. Certainly, there i
here matter for physiologists and clinicians talfm proper understanding and interpretation of
such results giving new insights in this matter.

To complete the present section we must still smldething about the fractal dynamics of the
investigated R-R time series. We previously outitieat a Generalized Fractal Dimension may
be calculated by employing the CZF method. Othexwasmd for reason of brevity, we calculated
in this section the Hurst exponent. The resultsgaren in Table 8 where is also presented the
statistical analysis. Also the analysis of Hurspaxet furnishes relevant results. Using this
methodology, it is found that ventricular fibrillab and ventricular tachycardia profoundly
modify health dynamics just before of their advémtfact, by inspection of Tables 8, we see that
the values of the Hurst exponent all remain undentalue of 0.5, and this result shows that the
regime of such R-R time series is of antipersigeaad thus of absence of long range
correlation. In addition we see that we have stesily significant differences between values in
young and old subjects. In addition, very significdifferences are found between old subjects
and old subjects with future ventricular tachycardit the same time very significant differences
hold also between old subjects and those with éentriculat fibrillation. Therefore, we obtain
an excellent parameter of prediction of future seviailure in heart dynamics. The reason for
such results is that the advent of the mentiondaopegies profoundly alters the fractal structure
of the signals taken in consideration in &d in M. In conclusion, our analysis offers an
excellent set of parameters that may be considesegredictive of ventricular tachycardia and
ventricular fibrillation.

4.5The Application of the CZF Method in Analysis of Spntaneous EEG

We called this method as CZKF because its formaatvas enriched also by the contributions

of another author [17]. We are accustomed to aealysin patterns of subjects by standard
methodologies. Specifically, subjects are instrdidte close their eyes and relax. Brain patterns
are recorded as wave shapes that commonly showasital like behaviour. They are measured

from peak to peak with a normal ranging from 0.3.@® uV. EEG records may be obtained by

positioning 21 or more electrodes on the intacipseand thus recording the changes of the
electrical field within the brain. Generally, evep to 128 and more EEG channels can be
displayed simultaneously and each correspondirey standard electrode position on the scalp.
The results of EEG signals are usually registeredvaltage differences between pairs of

electrodes with bipolar leads or between an acleetrode and a suitably constructed reference
electrode.

The problem in analysing EEG is to provide a promethod to extract its basic quantitative
features by accurate procedures. The researchdregahe methodology began more than 70
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years ago. The basic tool was, and still remaingriEp analysis. The brain states of subjects
demonstrate some dominant frequencies; namely:

1) beta waves (12-30 Hz)
2) alpha waves (8-12 Hz)
3) theta waves (4-8 Hz)

4) delta waves (0.5-4 Hz)

Over the last two decades the traditional Founelysis has been enriched by other methods,
including the widespread application of time-fregcye methods for signal analysis such as the
Wavelet Transform (WT), and the Hilbert transforfimese applications have enjoyed varying

results. Because of its simplicity, Fourier anaysias dominated and still dominates data
analysis efforts. Despite this, as it was outlimedhe previous sections, it should be widely

recognized that the Fourier transform assumesairtestrictions which are often violated also in

the EEG time series.

The consequences of improper FFT use are signifithe resulting spectrum will make little
physical and physiological sense. The brain haswaage density of about “l@eurons per
cubic mm. Neurons are mutually connected into rlenets through synapses. Subjects have
about 500 trillion (5x18) synapses, and the number of synapses per onemisereases with
age while the number of neurons decreases with Bges although rather structurally simple,
the interconnections produce one of the most magéinctional) structures existing in nature.
The natural way to think of this structure is tbhéta dynamic system governed by laws of non
linearity and of non stationarity. We are in presenf a very complex system that again shows a
great variedness and variability. Consequently, amgthod of analysis must quantify these
features in order to generate valuable resultghiBopurpose we propose the CZKF method.

Obviously, the basic feature of the CZKF methodhat by it we must estimate the variability

that one has in the EEG for each band in a givee tinterval. This represents the new and
important feature of the method. By CZKF we hawe dpportunity for the first time to evaluate

with accuracy the variability of EEG in each of thands characterizing the brain waves of
interest. In this case we will express total vahighin microvolts, obviously.

Consider an EEG sampled at 250 Hz. First of allwile calculate the variogram for different
lags,h, as previously explained in detail. We will realia diagram in which we have the values
of the variogram in y-axis (ordinate) and correspogly theh — lag — valueson the x-axis
(abscissa). Soon after the step will be that one@ @dnversion of variogram values from time to
frequency domain.

We proceed in the following manner:

1
25CHz

= 0.004sec

In this manner
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1
0.004(lag — h—-value=1)

will represent the frequency with the correspondiatyie of variability at 2561z

Similarly,
1 =125Hz
0.004x 2(lag —valug
will represent the value of variability at 12, and so on for lag valuds= 3,4,5,..... . In this

manner we may reconstruct the variability of theGE&Eme series data as a function of the
frequency.

Analysis of brain waves will be performed by int@&gon of the calculated variability in each of
the four groups of brain waves previously reporgediming for each characteristic frequency
band. In this manner we will estimate also

P(f)=1/f%

This last discussion completes the exposition afeséeatures of our method. It may be applied
to EEG as well as to ERP. In our previous pap&r$, we examined eight normal subjects (5
female and 3 male with age ranging from 21 to 28ryeold). All the subjects were at rest,
watchful but with closed eyes. The sampling frequemas at 250 Hz.

We focused our analysis on the following electrodéZ, FZ, O2, and T4. Phase space
reconstruction is useless in our case since wehwdlectrodes positioned on the scalp and their
space separation corresponds to time delay. Wethedfuclidean Norm that is the time

series reconstructed as

D& 0+, 0+, 0+ () = Xeea(t)

and we calculated the variogram &f..; t @} the various lags and subsequently the results

were converted intblz. 30000 points of EEG were used, correspondirgyrtonutes of recorded
brain activity.

The results are reported in Fig. 9 and in Tabldt @ives an accurate reconstruction of the
variability of brain activity in the four bands ofterest that are the beta, alpha, theta and delta
brain waves. Obviously the method fully substitutke less appropriate application of FFT,
Wavelet, Hilbert transformations and other lingaplecations.

Finally, we aim to outline here the interest of @#KF method also in applications in cognitive
studies, in analysis of 1Q or also, for example] &m evaluate the anesthetic adequacy. In this
manner our approach links the previous fundamesttalies that are currently conducted by El
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Naschie [22] and by Weiss H. and Weiss V [23]. As €ZKF method evidences in detail, the
variance of the EEG may be quantified, and is &tfon of its frequencies. It becomes possible
to scale and to measure inter-individual differeneefor level of cognition, IQ or anesthetic
adequacy not by any absolute score, but by the-imdgvidual variance of the subjects. Weiss
and Weiss [23], in particular, based on empirichdof different authors, showed that thinking
can be understood, if we see thoughts as macrasoogered (quantum) states in the sense of
statistical mechanics. Thinking seems only to bssiide, if brain waves use the mathematical
properties of the golden ratio and hence of fraCahtorian spacetime as discussed by El
Naschie [22]. Therefore, a straightforward appiaabf the method and measure here developed
is to test the 1Q of subjects and correlate tleasuares arising from CZKF with 1Q, using power
and variance in the entire range from 3 to abou#30@f the EEG.

5. An Analysis of State Anxiety
5.1 Introduction

We will develop now a final application. We willusty the state anxiety in humans. We will
apply all the previous exposed methodologies. beoito delineate in detail such developed
research, we retain that we will help the readirgosing this argument avoiding any possible
intermixture with the previous ones, and thus sapay this argument from the previous ones,
using also references, tables and figures thakeralaeparate and independent numeration respect
to the previous one, used to illustrate the gerfesial of methodologies and applications.

Let us start with a brief discussion on the useaf linear methodologies in psychology.

Psychological data were usually collected in thst psychological studies to assess differences
between individuals or groups which were considdmedbe stable over time (1,2). Instead, a
further approach has gained relevance in the mastd#, which is aimed to perform an intensive
time sampling of psychological variables of indivéds or groups at regular intervals, to study
time oscillations of the collected data (1). Instiway human behavior has been investigated to
analyze, for instance, the impact of everyday arpee on well-being (3) or the after-effects of
negative events (4) or to examine the associat@wden emotions and behavioral settings (5).
These studies were often aimed to analyze the enaturhythmical oscillations in mood and
performance of human beings (6). Such an apprasads|to progressive changes not only in the
methods to sample psychological data but also ma@y of thinking about many psychological
variables, which may be considered as expressiamiod entities unfolding over time (1). A
reason to outline the importance of this approactoi acknowledge the role of the human
interactions in governing the transitions whichtoamously take place in mind entities.

It is becoming relevant the notion that our mind; adeas and convictions are all formed as the
results of interactive changes and all they follpessibly a quantum like behavior. Let us
explain in detail what we mean by this statemer)(#or certain questions, individuals have
predefined opinions, thoughts, feelings or, stikhaviors. This kind of condition may be
considered to be stable in time in the sense thattansive time sampling of data, consisting as
example to questions asked to an individual fronoatsider observer or by himself at regular
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time intervals, will simply record a predefined aes that never will be determined and
actualized at the same time the question is pdedtlis case, we have a stable dynamic pattern
for individuals or groups. The intensive time samglof data will only confirm an information
on time dynamics that is stable in reporting agatin self-report or in performance measures
with regard to behavior in time of the involved ividuals. It has been evidenced (7, 8) that,
under the profile of a statistical analysis, theesaas those just mentioned, in which individuals
have a predefined opinion or thought that may rethanged in time at the same moment in
which questions are actually posed, correspondkimc of classical dynamics that, statistically
speaking, may be analyzed in terms of classicéib8tal approaches since they are not context
dependent (7,8). There are situations in whichieas a person, who is being questioned by
himself or by an outsider observer, has no preddfiopinion or thought or feeling or behavior
on the given question. The kind of opinion, as epl@nis formed (that is to say: it is actualized)
only at the moment in which the question itselpssed and it is formed on the basis of the
context in which the same question is posed. Thia tase of a quantum like behavior for a
cognitive entity. The core of the difference residie the fact that in the case of quantum like
behavior we are dealing with the actualization afestain property that is dependent from the
instant of time in which the question is posed #mngk, in particular, it depends also from the
context in which it is posed while, instead, in thessical case all properties are assumed to have
a definite connotation before the question itselfposed and thus they are time and context
independent. Processes of the first kind are sashtym like, and they follow a quantum like
statistics (7, 8). The basic content of such quanpuobability approach is the calculation of a
probability of actualization of one among differgmbtentialities as result of the individual
inspection itself or of an outsider observationwNparadigms are thus emerging in studies
regarding mind behavior: one is the concept of mcdéty, linked to the concept of actualization.
Still, we have the concept of dynamic pattern thdinked to the observation of changing in time
as result of the interactive transitions (poteritiadctualization) which take place in human
interactions. The case of quantum like behavioone of the manifold situations in which an
intensive time sampling of psychological data, rgaye important information on the dynamic
patterns in self-report and performance measures.

It is noteworthy that people have a defined “sesfsgelf” and accompanying memories of a very
early age. It may be due to the fact that the dattr” of personality (as developed by the brain)
has not established a defined enough probabilitpeafronal connections to establish such a
distribution: if neuronal connections are esselytiahiform in their shape, it is questionable if an
attractor is defined. With repetitive learning itguthe probability distributions become
established (narrowed) and “personality” emergesrhing skills proceeds along similar lines:
repetitive “habits” further narrow the probabilidystributions so as to make a particular action
more refined to the point of not requiring actifeod. Both personality and learning, however,
are dependent upon the genetics which establishasie physiology of the neuronal machinery.
Predictability regarding personalities and activgyby definition of the singular dynamics, a
stochastic process: no matter how narrowed thegbibty distributions, there always remains a
level of uncertainty.

The performance of current neural networks is g1l “rigid” in comparison with even simplest
biological systems. This rigidity follows from thiact that the behavior of a dynamical system is
fully prescribed by initial conditions. The systemver “forgets” these conditions: it carries their
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“burden” all the time. In contrast to this, biologl systems are much more flexible: they can
forget (if necessary) the past, adapting their behao environmental changes.

The thrust here is to discuss the substantially mgve of dynamical system for modeling

biological behavior introduced as non determinigfgoamics. The approach is motivated by an
attempt to remove one of the most fundamental &tiwihs of current models of artificial neural

networks—their “rigid” behavior compared to biologi systems. As has been previously
exposed in detail, the mathematical roots of the rbehavior of dynamical systems are in the
uniqueness of their solutions subject to prescriléthl conditions. Such an uniqueness was
very important for modeling energy transformatians mechanical, physical, and chemical

systems which have inspired progress in the thebdyfferential equations. This is why the first

concern in the theory of differential equationsnasl as in dynamical system theory was for the
existence of a unique solution provided by so-dallgpschitz conditions. On the contrary, for

information processing in brain-style fashion, tbheiqueness of solutions for underlying

dynamical models becomes a heavy burden which logksheir performance into a single-

choice behavior.

A new architecture for neural networks (which mothed brain and its processes) is suggested
which exploits a novel paradigm in nonlinear dynesrbhased upon the concept of non-Lipschitz
singularities [7, 8]. Due to violations of the Lgbstz conditions at certain critical points, the
neural network forgets its past as soon as it g@bres these points; the solution at these points
branches, and the behavior of the dynamical sysbemomes unpredictable. Since any
vanishingly small input applied at critical poirdauses a finite response, such an unpredictable
system can be controlled by a neurodynamical dewicih operates by noise and uniquely
defines the system behavior by specifying the tdmacof the motions in the critical points. The
super-sensitivity of critical points to externaputs appears to be an important tool for creating
chains of coupled subsystems of different scalessetange is theoretically unlimited.

Due to existence of the critical points, the nemetiwork becomes a weakly coupled dynamical
system: its neurons (or groups of neurons) are upled (and therefore, can perform parallel
tasks) within the periods between the critical pmirwhile the coordination between the
independent units (i.e., the collective part of pleeformance) is carried out at the critical points
where the neural network is fully coupled. As atpdrthe architecture, weakly coupled neural
networks acquire the ability to be activated nolydoy external inputs, but also by internal
periodic rhythms. (Such a spontaneous performagszmbles brain activity). It must be stressed,
however, that behavior may be predicted in theeseh&stablishing a probability distribution of
choices. Thus behavior is not determined, but ‘geéswithin the bounds of the probability
distribution.

In its most simple form, consider, for example egmation without uniqueness:

dx/dt = x**® cos at.

At the singular solutiorx = 0 (which is unstable, for instancetat 0), a small noise drives the
motion to the regular solutiong, = * (2/3w sin w1)*? with equal probabilities. Indeed, any
prescribed distribution can be implemented by usiag-Lipschitz dynamics. It is important to
emphasize, however, the fundamental difference legtvibe probabilistic properties of these
non-Lipschitz dynamics and those of traditional chtastic or differential equations: the
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randomness of stochastic differential equationsaissed by random initial conditions, random
force or random coefficients; in chaotic equatiensall (but finite) random changes of initial
conditions are amplified by a mechanism of instghiBut in both cases the differential operator
itself remains deterministic. Thus, there develapsset of “alternating,” “deterministic”
trajectories.

We would now discuss the reason of a terminology ik delineating. As said, the analogy is
with the physics. The state s(t) of a physical tgn8 at time t represents the reality of this
physical entity at that time. In the case of clealsphysics the state is represented by a point in
phase space while in quantum physics it is reptedehy a unit vector in Hilbert space. In
classical terms the state s(t) of the physicalte&idetermines the values of all the observable
guantities connected to S at time t. The statead(§ quantum entity is represented instead by a
unit vector of Hilbert space, the so called norzedi wave functiomp(r,t). For a quantum entity

in statey(r,t) the values of the observable quantities atemial: this is to say that a quantum
entity never has, as example, simultaneously anidefposition and a definite momentum and
this represents the intrinsic quantum indetermintiisat affects reality at this level. We have the
relevant concept of potentiality: a quantum enkiis the potentiality to realize some definite
value for some of its observable quantities. Tlapgdens only at the moment of the observation
or of measurement and it is this mechanism thdizesaa transition from a pure condition of
potentiality to a pure condition of actualizatioh.definite value is not actually realized in the
potential statep(r,t). A definite values is really actualized ordy the moment of the direct
observation of some property of the given entityl dhrough the same mechanism of the
observation during the act of the measurement.nbvel feature is in the transition potentiality
-> actualization that characterizes the mechanisabsérvation and measurement

We have to realize here a large digression in aetear in detail this point that appears to us
of fundamental importance.

As we know all quantum mechanics is based on suwmnbal conceptualization of potentiality
from one hand and actualization from the other hamg@articular, the actualization corresponds
to the observation and measurement or, that isayo ® the moment in which we become
conscious that some kind of measurement has hapgeodapse of wave function) since we
read its result by some device. Generally spealangystem is in a superposition of possible
states (superposition principle, potentiality) asuth superposition principle is violated in a
measurement. This led von Neumann to postulatentbdtave two fundamentally different types
of time evolution for a quantum system. First, éhisrthe casual Schrdodinger equation evolution.
Second, there is the noncasual change due to aureg@nt and this second type of evolution
(passage from potentiality to actualization) seamempatible with the Schrédinger form. This
situation forced von Neumann to introduce whatssally called the von Neumann postulate of
guantum measurement. This happened about 1932eRattently, one of us (EC), using two
theorems in Clifford algebra, has been able to giveomplete justification of von Neumann
postulate. The result has appeared on Internatidoainal of Theoretical Physics, and it is
available on line [8]. Thus we have given proofaothing that for eighty years remained a
postulate, often discussed and largely questioriEuis new result, at least under an algebraic
profile, explains the wave function collapse amdeg total justification of it, also giving to
guantum mechanics an arrangement as self-consisenry that in the past was often
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guestioned as missing in the theory and signindp snissing as a probe of weakness of such
theory. In conclusion, the passage potentialityctualization now seems a more demonstrated
transition to which we have to attribute the gretteportance if we do not aim to remain linked
to a too limited vision of our reality. On the oth®nd, there is no matter to continue an infinite
discussion on a possible link between quantum nmectiand cognition. We have unequivocal
results that demonstrate in detail such pointsluniversally accepted that J. von Neumann
showed that projection operators represent logitdements. In brief, J. von Neumann showed
that we may construct logic starting from quanturachanics. According to the fundamental
papers published by the great logician Yuri Orlangd in the light of the results that, we repeat,
one of us has recently obtainédmay be unequivocally shown that also the inverted ppssa
possible. Not only we may derive logic on the badigjuantum mechanics. We may derive
guantum mechanics from logic. So, the ring is do3ée link between quantum mechanics and
cognition is strongly established. The split thatwred between psychology and the physical
sciences after the establishment of psychologynam@ependent discipline cannot continue to
encourage a delay in acknowledging this thesisnVag be convinced that there are levels of our
reality in which the fundamental features of logind thus of cognition acquire the same
importance as the features of what is being desdriblere we no more can separate “matter per
se”, in Orlov words, from the features of logic armhnition used to describe it. We lose the
possibility of unconditionally defining the truths we explained previously, since the definition
of truth, now depend on how we observe (and thushaxge cognition) the physical reality .
Obviously such relativism does not exist in claaglsimechanics while instead by quantum
mechanics we have a Giano picture able to look lsameously on the left and on the right, at
cognitive as well as physical level.

Let us return now to the central problem we havéiscussion.

Some mind entities follow quantum like behavior&y.,Let us restrict our example to the case of
a cognitive entity. A psychological task asks tpaticipant a question that has a predefined
value as answer for each individual. The task aakgxample, to the participant if he (she) has
blue eyes. It is clear that the cognitive entitytlod participant has a predefined opinion on this
guestion and the measurement, corresponding tacth&f posing the question to the subject, will
furnish only the trivial recording of an output tha predefined also before the question is posed.
There are cases in which the cognitive entity magutomitted to a question for which the person
who is being questioned has no opinion ready. Heskaeral potentialities and only one of such
potentialities will be actualized at the moment theestion is being asked. As example, let us
admit that the posed question is the following: Hrese two geometrical figures equal? (an
ambiguous figure). At the moment the question imdpesked, the subject has no predefined
opinion. He may have, as example, two potentidgestépossibilities) that are superimposed and
they are the two possible answers: yes and no.cblgaitive entity will actualize only one
answer among the two possible ones at the momerguéstion is posed and such actualization
will correspond to an act of consciousness of thgext. Through the posed question, the subject
will be induced to a transition from to a conditiohpotentiality to that one of actualization. In a
guantum like framework, such mechanism of transifrom potentiality to actualization will be
intrinsically stochastic and strongly dependentrirthe context in which the cognitive entity of
the subject will be induced to answer. Potentiaditgtes of mind entities are superposition of
potentialities that are characterized at an ontoddgevel and, as said, among the different
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potentialities only one state will be actualizedresponding to an act of introspective activity
(consciousness advent) of a subject. It is cleat it such cases an intensive time sampling
procedure enables to collect data relating subsequelividual acts of introspection, of
actualization, of conscious aware and this reptesaminteresting technique for analysis of mind
dynamics.

It is important to outline here that the approaxhusing an intensive time sampling of
psychological data is relevant not only in the sasewhich a quantum like behavior may be
assumed but, generally speaking, in all the ca$esxperimentation in which there is the
reasonable motivation to retain that it is the dgitaevolution in time of mind entity to cover an
important role in the framework of the investigapgetnomenology.

It remains to evidence that, through an intensive tsampling of psychological data, we realize
a discrete collection of results that usually wi agime series of data. They are actually used
extensively in physiological studies of biologisajnals, and the importance is related to the fact
that they contain a fingerprinting of the processler investigation. Consequently, the basic
finality of this kind of studies is to analyze timature of the observed fluctuations in time.
Generally, the analysis of the data may enablastabésh relevant questions as if time evolution
follows a linear or a non linear dynamics, and amtigular if it is regulated by deterministic, or
chaotic deterministic or noise influenced patterns.

In the present study we investigated the phenomerhamnxiety of state. The finality was to
introduce new parameters for the interpretation@mdrol of such psychological manifestation.

5.2The Phenomenon of Anxiety

Anxiety may represent a proper condition to in\gete in detail potentiality of mind entities in
analysis of time dynamic pattern. It is well knowrat fear is profoundly distinguished from
anxiety. It is known from many models (9), thatrfesaa response to a present and actual danger
while, generally speaking, anxiety is a responsa potential danger. According to our quantum
like model of the previous section, we may say thatanxious individual, at fixed times, may
give his conscious introspection and thus evalgaand actualizing a danger that is only
potentially fixed. Therefore, fear is a responsea tpresent - real danger, anxiety is instead the
response to a potential danger. In various modd€l¥ the risk assessment is seen as the central
component of anxiety and it is realized in termsapproaching and scanning potentially
dangerous situations. Fear and anxiety can eadtupeoa physiological arousal response that
involves activation of the adrenergic system in ®@HS and in sympathetic branch of the
autonomic nervous system (SNS) (11). Since suchtichd systems are involved in both such
conditions, the phenomenological experience otigab seems similar, and such similarity of
arousal experiences contributes to the common teEyd® retain fear and anxiety as either
interchangeable manifestations. There are instebstantial differences. The central difference
between fear and anxiety should reside in the kinguantum like behavior that we established
in the previous section. The individual in a staftéear perceives the threat that is immediate and
real and, on this basis, he gives an active regpthad in some manner is just induced from the
external stimulus. In other terms, the individuatualizes a response that, in some sense, is
defined on the basis of the kind of real percepsitiulus that is offered to him. In the case of
anxiety, the individual does not perceive an imratdihreat (there is not an external stimulus
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that actualizes the response). He is focused artemfpal threat for the immediate or future times
and in many cases he inherites this condition om llasis of his personal history and
psychological background (see, as example, the ohse subject with post traumatic stress
disorder). In analogy with intrinsic quantum indetenation of physical reality, there is here a
proper condition of quantum like uncertainty fomwhientity: owing to the indeterministic nature
of the anxiety-producing threat, the individual eens suspended into potential states, and
usually he cannot determine whether to act or fwact. This is the clear indication of quantum
like behavior. The anxiety-producing threat is opbtential: the individual feels that there is
something that may happen or that might not haplpememains suspended in a superposition of
such potential states. He continues to think ablmeithreat (he remains in the superposition of
potential states). He does not react to an attacto @ perception of being attacked, but he
remains in the suspended possibility of being &#&dclf such individual perceives himself to be
really under an attack (actualization), then hé enter an actual fear state.

One very interesting feature is that anxiety repmés an emotional condition that is so general
and so radical in human that it cannot be consilemrdy a sign of pathology or a defined
syndrome but a general mode of the human exist@itheextreme values that obviously enter in
the domain of psychopathology. Therefore, the tanalysis of its dynamics offers an excellent
opportunity to analyze basic features of a timeadyics regarding in general mind entities of
human existence. In addition, while the anxietytrait may be considered as a rather stable
condition of our personality, the anxiety of steteonsidered more linked to transient phases of
our everyday emotional condition, and it may bel@st@d by using proper test that were
introduced by C. D. Spielberger starting with 1962). It is important to outline that the test
may be repeated at fixed time intervals so to hea¥®al time series of collected data that are
indicative of the changing in time of the phenomegy under study. The individual is asked to
answer to twenty fixed questions that were elaleor§t2) with the direct finality to quantify the
value of the anxiety of state at the moment of ddeninistered test. For each question, the
individual has at his disposal four different matke$ of answer with a calibrated score ranging
from 1 to 4 according to the seriousness of thetiemal condition.

The value of state anxiety for each administerad ti@ the individual, is usually evaluated by
direct calculation of the achieved total score anaiase, a statistical analysis may be developed
in order to obtain standard statistical indexesr @a/@roper range of time. It is evident that this
manner to proceed results to be very limited. Weecartainly interested to the values of the test
but mainly we must focus our attention on the mammevhich variations and oscillations of test
values are induced in time from mind entities. Fois purpose, the introduction of new
methodologies and parameters is really requireorder to characterize the dynamic pattern of
anxiety of state in individuals: such parametersusth be useful also to elaborate diagnostic as
well as therapeutic strategies. From the viewpofndur quantum like model the results of the
test must be conceived in the following mannerfixed times, the individual, through each
posed question, exerts an introspective activithonself (an act of conscious awareness): by
each introspective act the subject makes a tranditom a superposition of four potential states
(the four kinds of answer that are at his disposalhhe final actualization of only one among
such four potentialities. None of the four potélities is predefined previously the question is
posed (superposition of potential states) and amlg among the different potentialities is
actualized only at the moment of the consciousosgection (transition potentiality-
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actualization). Obviously, there exists also heliend in our experimentation. When the subject
repeat his(her) test for the second time, he jostds what question will be posed to him and this
situation could influence his answer. However, wi# admit here that the subject, a control
subject not affected from pathologies, will be ateanswer to the posed questions without
suffering a strong conditioning arising from thectfahat he previously knows the posed
guestions. Our aim is to investigate the natursumh transitions, potentiality-actualization, in
time.

5.3Materials and Methods

Six healthy subjects were examined: F. Dav., niéleyears old, D.Pet., female, 25 years old,
A.Mac., female, 55 years old, G.Den., female, 3&ry®Id, A.Men., male, 57 years old, M. Den.,
female, 32 years old. Each subject was subjectétkettest four times in one day and precisely at
each time step of three hours starting with theimgakip. The collection of data proceeded for
about 30 days. Time series data were collectedhdydst given to each subject . The resulting
time series data for the subject D.Pet. is repoineBig.1 to give an example of the obtained
experimental time dynamic pattern.

5.4  Results of Poincaré-plot Analysis of the Data

In this section, we aim to introduce new indexeattin our opinion may help in the
characterization of the investigated process.

As usual, our examination of the data started withelaboration of a statistical analysis for the
six examined subjects. The results are reportedables 1-6 for each subject. Mainly, we
calculated the mean, the standard deviation anddhance of the scores obtained in about 30
days. Of importance it must be considered the vafube variance since, as previously said, we
were mainly interested to investigate the phenorogyoof the variations, and thus of the
oscillations and of the fluctuations of the testueaduring the time period of its administration.
We added also some other statistical indexes asléukan, the Minimum-Maximum values, the
Root Mean Squared, the Skewness and the Kurtosisave a clear characterization of the
correctness of our samples under a statisticalleran fact, it may be verified by these indexes
that all the subjects responded to the test willhafiherence to the requirements of the correct
statistical samples.

A subject reached a mean value of 23.4 for the thbst other reached 30.3, the subsequent
obtained 38.1, the other had 38.3 and, finally, tike remaining subjects had 47.2 and 53.4
respectively. It is important to outline here thia test furnishes usually four different scales fo
the evaluation of the score, the first with scoadue of 20 (very moderate level of anxiety of
state), the second with value ranging from 21 tqmM0derate level of anxiety of state), the third
with score value ranging from 41 to 60 (high leskhnxiety of state), and the fourth with score
value ranging from 61 to 80 (very high level of sty of state). Therefore, four subjects resulted
to have a moderate level of anxiety of state, &edrémaining two subjects resulted instead to
have an high level of anxiety of state. Note that ise of the mean value of the test in time and
the subdivision of the test score in four intervaises not help for a correct diagnostic
identification of the dynamic pattern of each sobje time. Looking at the values of the
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Standard Deviations and of the Variances for sudghests, one catches sight of profound
differences among subjects included instead irsémee interval. As example, in the case of two
subjects we have mean values of 38.1 and 38.&thatery similar under the profile of the mean
score but they exhibit profound differences unttergrofile of their variability in time since one
has a Standard Deviation of 6.39 and a Variane®d@6 while the other subjects has a Standard
Deviation of 9.99, and a Variance of 99.89. Thenefat derives that in no manner the mean
value of score in the test for anxiety of state rbayassumed to represent the correct diagnostic
profile of the anxiety of state of a subject in éinf-rom the previous section we know that such
dynamic profile could be quantum like and as sudrked from pure stochastic behaviors.
Therefore we must be interested to a very deepy/sisabf such time variations, as oscillations
and fluctuations of state anxiety in time and tes thurpose the introduction of proper new
indexes is primarily required. Before of all, irder to proceed along an accurate characterization
of the time dynamic of state anxiety of subjects,aim to introduce two new indexes. They are
obtained reconstructing a kind of phase space withalues in abscissa against;xvalues in
ordinate. On a fitted ellipse we identify two in@sx the first, that we call here SD1 in analogy
with previous studies on heart rate variabilitypessses the tendency to the variability of the
score for each subject in the short time intervatg] the second, that we call SD2 for the same
analogy, expresses instead the tendency to thabilétsi in the score along a consistent time
interval. The use of such both indexes, SD1 and, §2s us the manner to characterize and to
examine the dynamic tendency of state anxiety &mhesubject along the time interval of the
investigation, considering variations of this phemon in the brief interval of time as well as in
the larger time interval.

Poincaré-plots (13) are currently employed to itigese the complex dynamics of non linear
processes as those given in Fig.1. A two-dimensiphase space may be used to visualize the
information contained in a given time series. IICartesian co-ordinate system a pointi
defined by the time interval, Bindt intervals subsequently following,thus giving KT;, Ti+1),
beingt a proper time delay that in studies of chaotiedatnistic time series may be estimated
by using Autocorrelation Function and Mutual Imf@tion Function (14). In this our
preliminary investigation a time delayl was selected by us. In this manner, the Poindaté
resulted to be a diagram in which each data ofjihen time series is plotted as a function of the
previous one t=1), this plot gives a visual inspection of the egivtime series data by
representing qualitatively with graphic means thelkof variations of such data fingerprinted
during their collection. The realized plots maydmalyzed also quantitatively. This quantitative
method of analysis is based on the assumptionftdrelint temporal effects of changes on the
subsequent time series data without a requiremantafstationary behavior of data itself.
Analysis, generally, entails fitting an ellipsettee plot with its center coinciding with the center
point of the markings. The line defined as axish®ves the slope of the longitudinal axis,
whereas axis 1 defines the transverse slope tiparpendicular to axis 2. Usually, the Poincaré-
plot is first round 45 degree ring, clockwise. Tétandard deviation of the plot data is then
computed around the axis 2 and passing througthdaite center. The first index, SD1, is so
calculated. SD1 accounts for the variability of thata for short intervals of time. The standard
deviation of long term data is quantified by tuithe plot 45 degree ring, counterclockwise,
and by computing this time for data points arouxid & which passes through the center of the
data. SD2 is calculated and it accounts for vditgbof data for long term time intervals. In
conclusion, given the time series data, we mapdhuce two indexes, SD1 and SD2 respectively,



Journal of Consciousness Exploration & Researchgmbéer 2010 | Vol. 1 | Issue 9 | pp. 1070-1138 1100
Conte, E., Todarello, O., Conte, S., Mendolicchig Mendolicchio, L. & Federici, A.

Methods and Applications of Non-Linear Analysideurology and Psycho-physiology

that account for the variability of the analyzedada short as well as long intervals of time.
Applying this kind of analysis to our time seriesdata, we become able to estimate how is
expected variability of state anxiety in subjectshort as well as in long intervals of times. The
particular relevance of such two introduced indexesst be thus clear. It seems reasonable to
conclude that subjects with low values of SD1 abx® Svill exhibit low levels of state anxiety
while from a psychological and clinical viewpointwill be carefully characterized the condition
of subjects with high values of SD1 and SD2 or &flSand not SD2 or viceversa. A new
phenomenology of state anxiety is so delineated, iawill be characterized by levels of state
anxiety that will result to be discriminated andefally characterized respect to the proper case
of normality (low level of state anxiety). Statestlly speaking, the plot will display the
correlation possibly existing between consecuti@adscores of the test) in a graphical manner.
Non linear dynamics considers the Poincaré-pla a8o dimensional reconstructed time series
data phase space which is a projection of the stamted attractor describing, in our case, the
dynamic of the mind entities responsible for statriety.

Concluding: The time series data of state anxiatly give a Poincaré-plot that typically will
appear as an elongated cloud of points orientedgatbe line of identity. The dispersion of
points perpendicular to the line of identity widflect the level of short term variability of the
score for state anxiety (SD1) while the dispergibpoints along the line of identity will indicate
the level of long term variability of the score fetiate anxiety (SD2). The elliptic structure will
mirror instead the basic periodicity of the datal dhus, as an important indication, it will
correspond to the possible periodicity of the ssaharing the administered test.

We performed this analysis for the six subjectse Tésults of the Poincaré-plots are reported in
Figures 2-7 while the quantitative results for S&d SD2, respectively, are given in Table 7
where they are compared with the mean valuesgedlvariances)of the scores of the test as they
were previously calculated. The satisfactory priic power of SD1 and SD2 is clearly
evidenced.

Let us comment briefly some results. The subjed#&v reported a mean value of 23.4 with st.
dev. of 2.7 and a variance of 8.30. SD1 resultdd ¥vhile instead SD2 reached the value of
3.74. This means that in the short time intervahssubject varied his score of only 2.11(thus
ranging in mean from 21.29 to 25.51) and thus ramgiany way in a moderate level of state
anxiety. In the long intervals of time his scoraed of 3.74 and thus ranging in mean from
20.00 to 27.14 that is still low and very similantariability in short time intervals. In conclusio
this subject had a rather stable condition of maidestate anxiety.

The subject A. Men had a mean value of 30.3 witt. alev. of 2.4 and a variance of 7.36. It
resulted SD1=2.21 and SD2=3.13. The time dynamstaik anxiety of this subject seems to be
very similar to that one of the previous subjecthva rather stable tendency to remain in the
condition of moderate level of anxiety in shortadl in long intervals of times.

Let us consider now the case of A. Mac. who hackamvalue of 38.1 with a st. dev. of 6.39 and
a variance of 40.86. From the statistical data edude that his mean value is only of 7.8 points
greater than A. Men. (corresponding to about 21&6)sbandard deviations and variances result
to be very different. Owing to the great value fué variance we expect for such subject a great
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tendency to variability and it is of importancedstablish if such tendency to time variability
regards the short or the long time intervals ohbdhe use of Poincaré-plot gives this kind of
information. In fact, SD1 resulted to be 5.46 whifstead SD2 gave the value of 7.33.
Comparing such results with those of F. Dav and.oMen., we conclude that the subject A.
Mac. has a tendency to a great variability botlshort as well in long time intervals. In short
times his score may vary in mean ranging from 320643.56 (he may reach also the high level
of state anxiety), and in the long interval of tirhes score may vary in mean from 30.80 to 45.40
(he may reach the high level of state anxiety g@sater than ones of short time terms). In
conclusion, this subjects has dynamic featuresrémtlt to be very different from the previous
ones. As the first two subjects, A. Mac. startsniean with a moderate level of state anxiety but
in the short time intervals as well as in the Idinge intervals he has the tendency to reach also
high levels of state anxiety.

In conclusion, as seen, SD1 and SD2 compete irviderd manner to differentiate in detail the
dynamic of state anxiety also for subjects thaehaery similar scores.

Let us examine now a very different situation. Bladject D. Pet had a mean value of score of
38.3 with a st. dev. of 9.00 and a variance of 99\te that really the mean value (38.3) of this
subject is substantially the same (38.1) of theviptes subject A. Mac. Profound differences
exist instead for st. dev. and variances indicativag, in spite of very similar results for thettes
the two subjects exhibited very different dynamatt@rns that are important to characterize. In
fact, calculating SD1 and SD2, we obtain that SD82%while SD2 actually assumes the value
of 12.96. In comparison with A. Mac, the subjectH®2t. has a very similar value of SD1 (5.82 vs
5.46) but a very large difference for SD2 (12.967\&3). In the long time intervals this subjects
presents a variability that may be also of aboutih@s higher, confining him in a condition of
high state anxiety. Therefore his dynamic patterrvery different from that one of A. Mac
although the scores of the test resulted subsligrttie@ same (38.3 vs 38.1).

In addition the value of SD1 and SD2 for D. Petyrba compared with the previous ones of F.
Dav. that showed the most stable condition of matgestate anxiety . In this case, we may
evidence a great suitability of SD1 (5.82 vs 2.Hhd SD2 (12.96 vs 3.74) to actually

characterize state anxiety of subjects and theiab#gity in time. Looking at the results of Table

7 we may still comment the values of SD1 and SD& there obtained for the remaining

subjects, G. Den and M. Den, observing that sudbxas still continue to characterize in detail
the time variability of state anxiety also for sistibject.

In conclusion, we suggest that, in addition togberes that are collected by the test, two other
indexes should be adopted in order to proper cterae time variability and thus time dynamics
of state anxiety of individuals and they are SDd &D2 as they are obtained by analysis of the
obtained time series data by using Poincaré-plots

5.5Results of Variogram and Fractal Analysis
If SD1 and SD2 are two quantitative indexes that,saen, are suitable to characterize the

variability in short as well as in long time intats for time series data regarding state anxiety,
such indexes, of course, cannot give any detailddrmation on the time dynamics that
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characterizes state anxiety. In order to reachdbjsctive, a kind of non linear analysis must be

still performed using some other elaborate techesqu

Let us start considering the notion of fractal. STkerm was introduced (15) in 1983 by B.B.
Mandelbrot. A fractal object is made of parts ttia similar to the whole in some way, either the
same except for scale or statistically the same.cfaos dynamic mechanism and the interaction
of non linear processes may be an essential cduseeween distributions of data which results in
fractal structure. Self-similarity or statistica¢lissimilarity may be investigated in given time
series data with the finality to establish theachal or multifractal behavior. A formal definition
of a self-similar fractal in a two-dimensional xspgace is that f(rx, ry ) is statistically similar t
f(X, y) where r is a scaling factor. This may beuqtified by applications of the fractal relation

N=CrP® (5.1)

where r is a characteristic linear dimension, Ehes fractal dimension (real number >0), C is a
constant of proportionality, the pre-factor paraanetN=N(>r) is the number of objects with
characteristic linear dimensianr .

As example, the number of boxes with dimensipand y required to cover a given object is N
and the number of boxes with dimensiops=x X, y» = r y; required to cover the object i$.Nf
the object is a self-similar fractal, we have that

Nz/N]_:I'_D
In the same manner one may consider a self-sifndatal in a n-dimensionahxx,,........... y Y-
space with f(rx,rxa,...... ,IXp) statistically similar to f(xx2,........Xn). with r scaling factor.

Many physiological processes posses scale sinyil@tiale-invariance) properties. Self-similarity
or statistical self-similarity may be investigated given time series data with the finality to
establish their fractal or multi fractal behavidi6). In the present paper we will adopt the
following simple procedure.

Let us take now the notion of variogram previowestposed.

Consider the importance to have introduced hereamalysis by variogram of time series
regarding state anxiety. While the previously idtroed indexes SD1 and SD2 give a general
indication on variability in time of state anxiety short as well as in long time intervals,
variogram enables to quantify such time variabiityeach lag time. In particular, a small value
of the variogram will indicate that pairs of resuttf the given time series are similar or have a
low variability at a particular time distance opaeation. Of course, high values of the variogram
will indicate instead that the values are veryididar or that we have high variability.

The results of the variograms are reported in leg@-13 while the results of the fractal analysis
are reported in Table 8.

The analysis of the variograms reveals some impbféatures. The subjects F. Dav and A. Men
gave the most modest values of variograms rangioigp 0 to 8.34 at least. They had a low
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variability in time. This result is in accord withe mean value of the test that in fact gave the
lowest values for such two subjects. Also the stiafil values of st. dev. and of variance resulted
very contained. Corresponding such subjects gase thle lowest values for SD1 and SD2
respectively. Note also that the variogram showeel tendency to decrease progressively
(decreasing variability) after 20 lags (about 5 gJagnd to annul itself in about 80-90 lags
corresponding to about 500 hours. This behavicealsvthe tendency of state anxiety in such two
subjects to vary with some periodicity concluditg géycle in about twenty days. Of course the
tendency of the variogram to a progressive decrépsagressively decreasing variability)
resulted mixed to time lag intervals with variagrahowing increased variability as example, at
30, 50, 70 time lags corresponding to 180, 300,4&tdhours.

Soon after, the subject A. Mac showed a more mavkedbility with a variogram ranging from

0 to 43.51. It is important to outline that alsotlms case we have an excellent agreement with
the mean value of the test, the statistical indexres the values of SD1 and SD2 respectively.
Also in this case the variogram showed the tendémclecrease progressively its variability and

to annul itself in about 80 lags. Again it followad initial increase until 20 lags and still we had

mixed time lag intervals of increasing variabilgtyabout 30, 50, 70 time lags.

The same important results are obtained by ingpecti the variogram regarding the subject G.
Den. In this case the score of the test was of B3mean with a st. dev. of 8.8 and variance of
82.67. Correspondingly, the variogram also incréatsemaximum value ranging this time from
0 to 84.95. Also Sd1 and SD2 increased their vallies behavior of the variogram remained the
same as in the previous cases, differing only lierassumed values. In particular, it increased
until a time lag of about 20 lags and thus it daseel progressively and annulled itself in about
80-90 lags with mixed peaks at about 30, 50, 76.l&gsubstance, they were the values of the
variogram to differentiate the behavior of this jeeb respect to the other subjects while
apparently the time dynamics remained unvaried dbrthe examined subjects. The same
conclusions may be reached examining the caseedduhject M. Den. This time the mean value
of the test reached 47.2 with a st. dev. of 10Bamariance of 119.77. Respect to the subject G.
Den, the score of the test resulted in mean ligeyg (47.2 vs 53.4) but the st. dev. (10.3 vs 8.8)
and the variances resulted greater (119.77 vs BZI&e corresponding variogram assumed still
an higher value ranging this time from 0 to 13@9correspondence also SD1 and SD2 resulted
strongly increased and, in detail, SD1 resulteldetd.72 and SD2 assumed the value of 10.3.

The time lag behavior resulted the same as inraqus cases with the exception, obviously, of
the assumed values. Also this time it increased abbut 20 lags and thus it started to decrease
annulling itself about 80-90 lags. Peaks were foagain about 30, 50, 70 lags.

The subject D. Pet showed instead some importéieteinces. He had a mean score of the test of
38.3 (very similar to the score 38.1 of the subfgcMac), but he had a st.dev. of 9.00 and a
variance of 99.89, an high value in the investidamup. In correspondence SD1 resulted to be
58.2 but SD2 resulted to be 12.96, the highestevaluthe group of subjects. In conclusion, in

spite of a moderate value of his score (38.3 mealney, this subject showed the highest

variability in time dynamics of his state anxiety. correspondence, the variogram resulted
ranging from O to 100 and the time lag dynamicsasttbsome modifications respect to the case
of the other subjects. As in the previous casésncreased until 20 lags and than it started to
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decrease but annulling itself, this time about 120-lags. Still, very marked peaks this time
appeared at about 20, 40, 60, 80-90 lags. In bsiefhad some modifications in time dynamics
but especially in the time variability of the dyniasof this subject.

The explanation may be found analyzing the regilfsactal analysis that are given in Table 8.
Before of all, we have to outline that our analysdicates for the first time that state anxiety
responds to a fractal structure. We have a kintholtiplicative process possibly supported by
additive noise. The Fractal Measure more than theefaéized Fractal Dimension reveals that
we had moderate values of such parameter in camelgmce of low values for mean score of the
test, of st.dev., of variance, of SD1 and SD2 wimistead we had progressively increasing
values of Fractal Measure for increasing valueghef mean value of score, of st.dev., of
variance and of SD1 and SD2 in the case of therathbjects. In spite of a rather stable value
for Generalized Fractal Dimension, we had valueRactal Measure that progressively range
from 13.2 to 305.00 with a net differentiation ahds a discriminating ability.

5.6Linear Analysis in Frequency Domain

In order to deepen the results that we obtainedtaibe recurrent components that we identified
by variogram analysis, we performed a further prglary analysis calculating Fourier spectrum
of the time series data of the six examined sufjetWe must remember here that the limit of
this kind of analysis is that it is a linear methadthe framework of a process that instead is
intrinsically non linear. However, we arrived totaim some preliminary interesting information.
In frequency domain we calculated an AR spectrunusipg an AR model at order 16. We
evidence for the first time that time behavior date anxiety exhibits some harmonic
components peaked at some specific frequenciesvinadientified in all the examined subjects.
The basic features of such spectra are summairzegyures 14-19 and in Table 9. We identified
four bands of interest. The first about 0.1 Hz,4Beond about 0.2 Hz, the third in the region 0.3-
0.4 Hz, the fourth about 0.5 Hz. Note that in oaténwe have always the test score as reference.
The actual value is obtained by square root of p@pectrum and multiplying by 100.

As we know, we sampled the time series of subjattsme steps of about three hours. The
frequency value was of 9.25x3Hz. The spectra are given, in accordance withNkguist
theorem, at 0.5 of such value. By such analysssseen that four peaks are always present in all
the examined spectra. All they are given at thiowahg times. One period of time is about 30
hours, the other is given about 15 hours, the thiralut 7.5-10 hours and, finally, the last about 6
hours. We find for the first time that state anxiains again quite periodically with times of
30,15,7.5-10, 6.0 hours. This is a very importagguit also for diagnostic and therapeutic
reasons.

Conclusions

We started admitting a quantum like model for bétraef mind entities in state anxiety of
human subjects. Our aim was to investigate timeanhya variability of data preparing several
experimental time series that were obtained byguthe well known test of D. Spielberger as it
was arranged starting with 1964. We obtained thatdynamic of this process follows a fractal
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regime possibly a quantum fractal behavior (18)rkber to proceed with a quantification of the
basic features of the time series under investgatn addition to fractal analysis, we introduced
several parameters, and, in detail, the Poincans-plith linked the indexes SD1 and SD2,
guantifying time variability of the data along shas well as long times, and an analysis of time
series data by a variograms. We found that SD1Sip2l are very satisfactory indexes that may
be used to characterize in detail time variabtitystate anxiety in human subjects. Also analysis
by variograms confirmed its predictive attituderdsulted able to delineate time variability of
state anxiety at each time step and to differenaatong the different conditions of variability of
human subjects. In particular, the use of variog@malysis enabled us also to identify an
important feature of dynamics of the engaged mmdies. We found that the variograms of the
different six subjects exhibit some constant resnees in lags and thus in time: the variograms
assumed always the same increasing and decrelashayior at about the same times with
pronounced peaks of variability still at the saraeurrent times and finally such variograms
annulling themselves also at recurrent times. Téssilt suggests that the engaged mind entities
behave in time following a proper inner function. fact, the variograms of different subjects
presented the same kinds of recurrences in timalfdhe subjects, also submitted to different
environmental conditions. In conclusion, the statxiety seems to represent an emotional
human condition that is so general and so radichbiman to express a common mode of human
existence in time, regulated in the inner of mindtees by the same recurrent, deterministic like,
function. In particular it was estimated by ustthach recurrent mind function seems to repeat
itself with periodicity like of about twenty days@ giving again basic features of self-similarity.
This recurrent function results instead to be dé#iftiated in subjects, from subject to subject,
only for the different values that it assumes &t same prefixed times. In conclusion, the state
anxiety shows a rather constant tendency to bermeduin time with an inner deterministic -
periodic like mechanism. Harmonic components wége found when we submitted time series
data to frequency domain analysis by FFT.

Finally, there are some other important questidrad tve examined in the present paper. We
attributed a great importance to the analysis eftime variability of the data of time series that
were investigated.. The different scores that vebtained in mean for the test of the six subjects,
linked to the different values of st.dev. and vaces, SD1 and SD2, and compared with the
results of fractal analysis, indicated that theeéasing mean values of the score of the test, of st
dev., of variance and of SD1 and SD2 correspondntincreasing time variability of the data in
a recurrent functional framework that of course asrad instead rather constant for all the six
subjects not in the assumed values but in the teshpehavior. As general representation of the
process, it seems thus emerging a framework intwiie have a basic recurrent, deterministic
like, process whose time behavior remains ratheilai for all the six subjects but it is, instead,
differentiated from subjects to subject owing te tariations and variability in the values that in
time such basic function assumes in correspondesfceéhe different states of anxiety
characterizing the different subjects. This seem®present an interesting result that we would
comment in more detalil.

As previously we said, state anxiety representsraational condition that is so general and so
radical in human that it cannot be considered argygn of pathology or a defined syndrome but
a general mode of the human existence. In ouri@pint represents consequently a proper
condition to investigate on a general plane soratufes of mind entities in analysis of their time
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dynamic pattern. In state anxiety, anxiety is at®d uniquely in the conditions in which the
subject evaluates his living situations as a thesst consequently he activates a sequence of
behaviors as generally they are induced from aypxide have suggested a quantum like model
for this process assuming a superposition of piatestates in mind entities before the subject
actives introspection. In detail our model rung dsllows.

1- State anxiety rises on the basis of inner motivatiof the subject.

This is to say that an inner stimulus as thougdlaslings, biological needs,...is configured in
mind entities as a superposition of potentialities.give an example, remaining on the general
plane let us examine the kind of emotional respahaea subject could give to an event. In the
case of a quantum like superposition of potentalit we will have the following indicative
expression

Y = cffrustrated > + ganxious > + glexcited > + glangry > + ......... (5.2)

wherey will represent the whole potential state of thaanentity of the subject for the emotion
response . Eaclh... > will represent each potential state of the gomoresponse dynamics and
the complex numbers €i = 1,2,.....) will be probability amplitudes sbat| ¢ |* will represent
the probability that the potential state i will &etually recognized (actualized) at cognitive level
when the subject will actualize his response tmgkabout his situation.

2- At the level of state anxiety, the initial stias will be inner (thoughts, feeling, ..... ) andll st
again, we will have a superposition of potentiaites response. As example, with regard to the
possibility for the subject to feel excitement assequence of such inner stimulus, we will have

¥ = ¢i| very moderate excitement >feoderate excitement >+4|quite high excitement >4
very high excitement > (5.3)

This is the superposition of potentialities at lgnel of mind entities.

3-The following step is that the subject will perfoa cognitive evaluation. He will perform an
introspective activity, an act of consciousnessl lay this act, he will give actualization to only
one among the various potentialities before meetlom the (5.2 or 5.3). He will perform a
transition potentiality> actualization giving to himself to be in the adtsi@ate 1 or 2 or 3 or 4.
The first actualization will be performed with padiility |c,[?, the second with probabilitg,|*

the third with probability|cs| > and the fourth with probabilitizs* . One actualization among the
different possibilities will give also a score assult of the answer given from the subject
submitted to the various questions posed by the Té® same mechanism will happen for the
other posed questions of the test.

Note that the particular importance of the (5.5@) resides in the term superposition that we
have employed for it. The potential states (5.8.8) represents the simultaneous presence of the
four potentialities in mind entities of the subje€bnsequently, the deriving model is that one of
an intrinsic indetermination for mind entity at gshstage. Such intrinsic and ontological
indetermination is released only at the momenthefindividual cognitive evaluation when he
actualizes one and only one of the possibilitieshist disposal and cancels the previous
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indetermination.

4- As consequence of the actualization during tbgnitive evaluation, the subject will
experience a number of subjective feelings, of efp@nsions, of anxious expectations also with
activation (arousal) of his nervous system, anchwite final evidence of some subjective
behaviors.

5-Some control and /or defence mechanisms wilri@ete with this dynamic. They will have the
finality to give adaptability to the subject andiuetion of anxiety.

The time series data that we collected for thessigjects reflect in some manner all this time
dynamics, and we must expect that, in corresporedémdhe different mean values that were
obtained as result of the test, the different sutbjecharacterized the different levels of
indetermination that, as previously seen, repregkat crucial point of the whole process
generating state anxiety.

Let us give still some examples in order to be rcl&®r a subject with a very moderate or
moderate mean value of the test of state anxietglwoelld have that the values of probabilities
e and|c,f* of the (5.2 or 5.3) , just corresponding to a matieanxiety, will be very high while
there will be present very low values of probaigititof |cs| 2 and|c4f’, corresponding instead to
high anxiety. We will have approximately that

e +eof =1 and |csf > 0and [cf>0 (5.4)
This will be true for all the questions posed te flubject during the test.

A subject having a very moderate or a moderateesyxvill be suspended really between two
potential states (1) and (2) instead of (1), (2), (4), being |csf* = 0 and|csf* = 0 and thus he
will have a more moderate indetermination respethé general case.

The subjects with an high mean value of the scodeaa high variability in time, will have
leal? Heal” +Icaf* + fea® =1 with [ca” + |caf® >eaf” +cal (5.5)

with all the four potential states having the ceterpossibility of being actualized and thus such
subjects will show greater indetermination and gmewariability of data respect to the previous
case.

We may say that in the first case we have a lomaetermination in the potential states respect
to the second one. This is to say that the subfentég higher mean score should exhibit more
elevate indetermination respect to the case ofestdbjwith less mean score. Obviously, in the
case of more elevate values for scores and thusdefermination, we expect that more hardly
control mechanisms acted to reduce state anxietp anduce adaptability in the investigated
subjects, and such systematic action of mind aolddical control induced high variability in
the measured data. This is the reason becauseumd & marked differences in st. dev., in
variances, in SD1 and SD2, and in variograms irdifierent examined subjects. The found time
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variability of data was also direct expressionshaf acting mechanism of mental and biological
control and defence, and this was, in conclusitme, reason because, from its starting, we
attributed so much attention to our analysis oktwariability of data. They are indications of the
great indetermination that is at the basis of giscess as well as of the basic mechanisms of
control that consequently enter in action. They,colirse, represent the central core of the
mechanisms to be understood in analysis of stateetgn It is this reason because the
guantitative indexes, that we introduced, seenetoftrelevant importance. They are just able to
characterize and to quantify indeterminism andngctiontrol mechanisms in the dynamics of
state anxiety of subjects.
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Table 1 Embedding Analysis

. Autocorrelation Mutua_ll Falsg Neares|
Subjects Function (Au) Information | Neighbors
(MI) (FNN)

Y1 10 3 5
\£ 103 1 5
Y3 32 3 5
Y4 17 2 5
Ys 19 2 5
O, 12 1 4
O, 385 2 4
O3 110 2 4
Os 16 3 4
Os 23 3 4
Vitz-13 312 2 4
Vt-67 86 4 4
Vt;-26 32 3 7
Vt;-15 357 2 2
Vt;-03 139 2 6
Vf,-30 21 4 8
Vi,-71 1 4 5
Vf-

8013 90 4 4
Vfq-217 1 2 4
Vfi-115 358 3 2

Table 2 Largest Lyapunov Exponent

Subjects Ae Statistical analysis (t-Test)
Y1 0.625 + 0.054 Yivs O
\& 0.635 + 0.052 P value 0.0066
Y3 0.645 £ 0.055 P value summary *

Are means signif. different? (P <
Y, 0.625 + 0.049 0.05) Yes
Ys 0.521 + 0.053 t, df t=3.634 df=8
O] 0.562 + 0.047 Oivs Vi
0O, 0.440 + .044 P value 0.0281
O3 0.523 + 0.052 P value summary *
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Are means signif. different? (P <
Os 0.439 + 0.055 0.05) Yes
Os 0.490 * .066 t, df t=2.675 df=8
Vitsz-13 0.373 + 0.063 Oivs Vi
Vt,-67 0.432 £ 0.085 P value 0.787
V1,-26 0.430 £ 0.094 P value summary ns
Are means signif. different? (P <
Vt;-15 0.150 + 0.058 0.05) No
Vt;-03 0.294 +0.113 t, df t=0.2794 di=8
Vf,-30 0.498 £ 0.122 Yivs Vi
Vi,-71 0.605 + 0.083 P value 0.0014
Vf-
8013 0.648 £ 0.074 P value summary *
Are means signif. different? (P <
Vi-217 0.668 + 0.066 0.05) Yes
Vf-115 0.168 + 0.098 t, df t=4.777 df=8
Yivs Vfi
P value 0.3567
P value summary ns
Are means signif. different? (P <
0.05) No
t, df t=0.9780 df=8
Vt;vs Vfi
P value 0.1257
P value summary ns
Are means signif. different? (P <
0.05) No
t, df t=1.710 df=8
Table 3 RQA Analysis
Subjects| % Rec | % Det | % Lam | T.T. Ratio | Entropy ms)e( Trend
Y, 0.171 0.342 0.685 3.000 2.000 0.00( 3 0.090
Y, 0.391 33.842 0.148 3.000 86.638 1.491 8 -0.252
Y 0.132 1.037 0.000 0.000 7.859 0.00( 7 -0.216
Y4 0.161 0.481 0.000 0.000 2.979 0.00( 4 -0.079
Ys 0.369 9.716 0.158 3.000 26.313 1.777 8 -0.344
0, 3.011 53.349 24.458 4.181 17.721 2.24Y 22 -2.743
0, 2.941 16.617 15.304 3.807 5.650 2.43% 18 -7.8Y5
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O 1.027 10.087 6.927 3.773 9.824 1.984 16 -1.119
Os 1.099 11.384 19.940 3.850 10.356 2.524 15 -0.744
Os 1.389 21.329 33.343 4.089 15.351 2.835 30 -1.4p2
Viz-13 9.354 81.594 88.203 9.482 8.723 4.086 185 3510
Vit,-67 6.137 72.819 78.434 11.743 11.865 4.140 85 63L.1
Vt;-26 3.294 63.040 75.824 6.100 19.13p 3.78B3 99 8.40
Vi;-15 22.430 94.955 96.215 42.409 4.233 6.05/7 617 .08E0
Vt;-03 12.528 87.955 91.904 15.39% 7.021 4.63P 281 .9-20
Vf,-30 3.756 37.225 55.763 15.284 9.911 3.481L 94 67.89
Vi,-71 0.371 2.446 0.159 3.000 6.598 1.677 9 0.092
Vf,;-8013 1.173 6.098 8.214 3.852 5.197 1.476 12 0.117
Vf-217 20.904 15.356 0.018 4.750 0.735% 1.92p 21 .88
Vf;-115 18.555 96.544 97.762 40.177Y 5.208 5.722 557 9.4%
Table 4 Statistical analysis of RQA results (t-Te3t
% DET
Yivs Oi Oi vs Vfi
P value 0.2245 P value 0.6504
P value summary ns P value summary ns
Are means signif. No Are means signif. No
different? (P < 0.05 different? (P < 0.05
t, df t=1.316 df=8 t, df t=0.4708 df=8
Oi vs Viti Vti vs Vfi
P value 0.0004 P value 0.0287
P value summary rkk P value summary *
Are means signif. Yes Are means signif. Yes
different? (P < 0.05 different? (P < 0.05
t, df t=5.911 df=8 t, df t=2.663 df=8
% Lam
Yivs Oi Oi vs Vi
P value 0.0021 P value 0.55
P value summary * P value summary ns
Are means signif. Yes Are means signif. No
different? (P < 0.05 different? (P < 0.05
t, df t=4.476 df=8 t, df t=0.6241 df=8
Oi vs Vi Vti vs Vi
P value P<0.0001 P value 0.0262
P value summary Fokok P value summary *
Are means signif. Yes Are means signif. Yes
different? (P < 0.05 different? (P < 0.05
t, df t=11.21 df=8 t, df t=2.722 df=8
T.T.
Yivs Oi Oi vs Vi
P value 0.0201 P value 0.2161
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P value summary * P value summary ns
Are means signif. Yes Are means signif. No
different? (P < 0.05 different? (P < 0.05
t, df t=2.894 df=8 t, df t=1.343 df=8
Oi vs Vi Vti vs Vi
P value 0.0798 P value 0.7166
P value summary ns P value summary ns
Are means signif. No Are means signif. No
different? (P < 0.05 different? (P < 0.05
t, df t=2.006 df=8 t, df t=0.3761 df=8
Ratio
Yivs Oi Oi vs Vi
P value 0.4308 P value 0.0428
P value summary ns P value summary *
Are means signif. No Are means signif. Yes
different? (P < 0.05 different? (P < 0.05
t, df t=0.8296 df=§ t, df t=2.406 df=8
Oi vs Vi Vti vs Vi
P value 0.647 P value 0.1523
P value summary ns P value summary ns
Are means signif. No Are means signif. No
different? (P < 0.05 different? (P < 0.05
t, df t=0.4757 df=§ t, df t=1.582 df=8
Entropy
Yivs Oi Oi vs Vi
P value 0.0034 P value 0.5926
P value summary * P value summary ns
Are means signif. Yes Are means signif. No
different? (P < 0.05 different? (P < 0.05
t, df t=4.101 df=8 t, df t=0.5572 df=8
Oi vs Vi Vti vs Vi
P value 0.0011 P value 0.0968
P value summary * P value summary ns
Are means signif. Yes Are means signif. No
different? (P < 0.05 different? (P < 0.05
t, df t=4.996 df=8 t, df t=1.881 df=8
Max
Line
Yivs Oi Oi vs Vfi
P value 0.0013 P value 0.2956
P value summary * P value summary ns
Are means signif. Yes Are means signif. No
different? (P < 0.05 different? (P < 0.05
t, df t=4.859 df=8 t, df t=1.119 df=8
Oi vs Viti Vti vs Vfi
P value 0.0437 P value 0.4477
P value summary * P value summary ns
Are means signif. Yes Are means signif. No
different? (P < 0.05 different? (P < 0.05
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| | [ t, df | t=2.393 df=8]| [ t, df t=0.7984 df=8
Table. 5 Calculation of Variability of R-R signalsby CZF method.
Subject Varia%ﬁitg'_sec) VLF (sed®) | LF (sed) | HF (se®) | LF/HF | VLF/(LF+HF)
VT VLF LF HF
normal
Y1 1.398 0.113 0.306 0.619 0.495 0.123
\& 1.783 0.207 0.541 1.072 0.505 0.128
Y3 1.228 0.087 0.263 0.448 0.588 0.122
Y, 2.057 0.404 1.006 1.743 0577 0.147
Ys 1.239 0.103 0.291 0.520 0.5%9 0.127
O 0.756 0.040 0.102 0.189 0.541 0.136
O, 0.640 0.009 0.031 0.099 0.314 0.072
Os 0.711 0.029 0.085 0.179 0.473 0.108
Os 0.577 0.022 0.058 0.121 0.479 0.120
Os 0.817 0.044 0.127 0.248§ 0.512 0.116
Ventricular
Tachycardia
Vitz-13 3.214 0.072 0.445 1.714 0.260 0.033
Vt-67 2.453 0.199 0.705 1.839 0.384 0.078
Vt;-26 2.818 0.385 1.076 2.221 0.484 0.117,
Vt;-15 5.562 3.397 0.276 2.779 0.099 1.112
Vt;-03 2.141 0.113 0.439 1.223 0.3h9 0.068
Ventricular
Fibrillation
Vf,-30 3.106 0.451 1.272 2.608 0.488 0.116
Vf-71 2.833 0.361 0.993 2.110 0.471 0.116
Vf;-8013 4.439 0.905 2.650 5.709 0.4p4 0.108§
Vfq-217 6.641 2.461 6.424 12597 0.510 0.129
Vf;-115 3.708 0.020 0.118 0.97¢ 0.1p1 0.018
Table 6. Statistical analysis of results obtainedypCZF method (t-Test)
= Yivs Oi Oi vs Vfi
P value 0.0011 P value 0.001
P value summary * P value summary *




Journal of Consciousness Exploration & Researchgmbéer 2010 | Vol. 1 | Issue 9 | pp. 1070-1138 1118
Conte, E., Todarello, O., Conte, S., Mendolicchig Mendolicchio, L. & Federici, A.
Methods and Applications of Non-Linear Analysideurology and Psycho-physiology
Are means signif. Yes Are means signif. Yes
different? (P < 0.05 different? (P < 0.05
t, df t=4.980 df=8 t, df t=5.040 df=8
Oi vs Viti Vti vs Vi
P value 0.0032 P value 0.3497
P value summary * P value summary ns
Are means signif. Yes Are means signif. No
different? (P < 0.05 different? (P < 0.05
t, df t=4.162 df=8 t, df t=0.9933 df=8
VLF
Yivs Oi Oi vs Vfi
P value 0.0321 P value 0.0956
P value summary * P value summary ns
Are means signif. Yes Are means signif. No
different? (P < 0.05 different? (P < 0.05
t, df t=2.590 df=8 t, df t=1.889 df=8
Oi vs Viti Vti vs Vi
P value 0.2464 P value 0.9936
P value summary ns P value summary ns
Are means signif. No Are means signif. No
different? (P < 0.05 different? (P < 0.05
t, df t=1.251 df=8 t, df t=0.008276 df=
LF
Yivs Oi Oi vs Vfi
P value 0.0219 P value 0.0817
P value summary * P value summary ns
Are means signif. Yes Are means signif. No
different? (P < 0.05 different? (P < 0.05
t, df t=2.837 df=8 t, df t=1.991 df=8
Oi vs Viti Vti vs Vi
P value 0.007 P value 0.1665
P value summary * P value summary ns
Are means signif. Yes Are means signif. No
different? (P < 0.05 different? (P < 0.05
t, df t=3.601 df=8 t, df t=1.522 df=8
HF
Yivs Oi Oi vs Vfi
P value 0.0188 P value 0.0585
P value summary * P value summary ns
Are means signif. Yes Are means signif. No
different? (P < 0.05 different? (P < 0.05
t, df t=2.936 df=8 t, df t=2.205 df=8
Oi vs Viti Vti vs Vi
P value 0.0001 P value 0.2159
P value summary Fkk P value summary ns
Are means signif. Yes Are means signif. No
different? (P < 0.05 different? (P < 0.05
t, df t=6.829 df=8 t, df t=1.344 df=8
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Table 7. Statistical analysis of results obtainedypCZF method (correlation analysis)
Correlation Correlation Correlation Correlation Correlation
VT vs. VLF VT vs. LF VT vs. HF VT vs. LF/HF VT vs.VLF/( LF+HF)
Yi 0.952 (%) 0.951 (%) 0.979 (**) n.s. n.s.
O n.s. 0.879 (¥ 0.923 (¥ n.s. n.s.
Vi 0.953 (%) n.s. n.s. n.s. 0.948 (*)
\if 0.932 (%) 0.933 (%) 0.949 (*) n.s. n.s.
Table 8 Values of Hurst exponent
Subjects H D=2-H Statistical analysis (t-Test)
Y, 0.070 1.930 Yivs Q
Y, 0.125 1.875 P value 0.0142
Ys 0.281 1.719 P value summary *
Are means signif. different? (P <
Y, 0.059 1.941 0.05) Yes
Ys 0.163 1.837 t, df t=3.121 df=8
O, 0.350 1.650 Ojvs Vi
0, 0.223 1.777 P value 0.0059
Os 0.236 1.764 P value summary o
Are means signif. different? (P <
Os 0.319 1.681 0.05) Yes
Os 0.425 1.575 t, df t=3.713 df=8
Vitz-13 0.150 1.850 Oj vs Vi
Vt,-67 0.036 1.964 P value 0.0007
Vt;-26 0.046 1.954 P value summary o
Are means signif. different? (P <
Vt;-15 0.240 1.760 0.05) Yes
Vt;-03 0.098 1.902 t, df t=5.347 df=8
Vf,-30 0.082 1.918 Vtivs Vi
V71 0.050 1.950 P value 0.4414
Vf;1-8013 0.021 1.979 P value summary ns
Are means signif. different? (P <
Vi-217 0.152 1.848 0.05) No
Vf-115 0.089 1.911 t, df t=0.8099 df=§
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Table 9 CZF: Analysis of brain waves from spontanews EEG

delta <4 Hz | 4<teta<8 | 8<alfa<12 | 12<beta<30 | 30<gamma<50 | 5y ;55 K
Hz Hz Hz Hz

315830.18] 1546.41 512.81 511.44 124.08 40.p6

345604.54| 1537.9% 485.86 564.71 158.55 65.03

342601.77] 1533.87 593.84 992.27 236.30 100141
231064.75 1184.40 360.35 439.72 135.65 50.88

269108.24| 1412.73 477.23 497.33 143.51 69.65

438748.26) 2268.66 775.45 781.64 206.83 96.67

1157817.77 5349.84| 1487.23 1438.89 395.36 181.99

770427.70] 3858.46 1096.0F 1095.69 335.10 127.57
296854.43] 1635.37 561.97 592.92 177.03 107,97
420348.11) 2272.28 769.46 799.45 243.02 135,93
462992.76) 2266.4% 694.40 773.47 264.10 105}22
855793.00f 3727.0%5 1128.1p 1258.58 474.90 209.62
625474.63| 2916.07  871.99 882.63 234.88 108,78
430362.95 2232.10 735.97 829.91 261.08 123,09
979082.92| 4177.67 1128.3p 1435.87 481.32 175.21
882707.17] 3041.39 986.53 1046.34 355.57 146.65
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Figure 1a. Autocorrelation function of subject Y2.
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Figure 1b. Mutual Information of subject Y2.
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Figure 1c. False Nearest Neighbors of subject Y2.
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Figure 2a. Autocorrelation function of subject O3.
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Figure 2b. Mutual Information of subject O3.
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Figure 2c. False Nearest Neighbors of subject O3.
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Figure 3b. Mutual Information of subject Vt1-26.

1123



Journal of Consciousness Exploration & Researchgmbéer 2010 | Vol. 1 | Issue 9 | pp. 1070-1138

Conte, E., Todarello, O., Conte, S., Mendolicchig Mendolicchio, L. & Federici, A.
Methods and Applications of Non-Linear Analysideurology and Psycho-physiology

100-
!

T
a0 - 'l

80 -
75 -1
1]
1
B5 - i

N
55—
50 -

40 - |
35—

25
20 -—

10-

o- [ [ [ | |_|_|_h|_|_|_'T__|
9 10 11 12 13 14 15 16 17 18 1% 20

Embedding Dimension

Figure 3c. False Nearest Neighbors of subject Vt162
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Figure 4a. Autocorrelation function of subject V{-813.
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Figure 4b. Mutual Information of subject Vf-8013.
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Figure 4c. False Nearest Neighbors of subject V{-&G.
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Figure 5. Recurrence Plot of the subject Q@
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Figure 6. Recurrence Plot of the subject ¥.
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Figure 8. Recurrence Plot of the subject \4#30.
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Figure 9. Variability analysis of spontaneous EEGH normal subject (A.M. B)
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Fig.2: Subject F.Dav. -POINCARE PLOT
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Fig.4: Subject A.Mac. -POINCARE PLOT
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Fig.6: Subject M.Den. -POINCARE PLOT
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Fig.11 “ariogram Analysiz of Subject D.Pet
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Fig. 14 Subject: F. Dav.

-3

¥ 10 Parametric Spectrum (AR Model)
3 L ' ' ' ' 4
2l _
1 L 4
0 ’/ ———— =

0 0.1 0.2 0.3 04 0.5

Frequency (Hz)

L T O R O o T 4

Fig. 16 Subject: A. Mac.

® 10

1
iy
1
1

_

[

Parametric Spectrum (AR Model)

Y _ _

0 0.1

0z 0.3 04 0
Freguency (HzZ)

[l

1.5}

Fig.

* 10

15 Subject: AMen.

Parametric Spectrum (AR Model)

05

0z 03
Frequency (Hz)

Fig. 17: Subject: D. &

Parametric Spectrum (AR Model)

0031 .
002t \j .
001} /’r ]
O = — e
0 0.1 02 03 04 05
Frequency (Hz)



Journal of Consciousness Exploration & Researchgmbéer 2010 | Vol. 1 | Issue 9 | pp. 1070-1138

Conte, E., Todarello, O., Conte, S., Mendolicchig Mendolicchio, L. & Federici, A.
Methods and Applications of Non-Linear Analysideurology and Psycho-physiology

Fig.18 Subject M. Den
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Tab. 1 Statistics of Subject F. Dav Tab. 3 Statists of Subject G. Den

ages | 235000 5239773 | 5300000

#.00000 | 2000000

smze | oa7eEs

Tab. 2 Statistics of Subject D. Pet. Tab. 4 Statics of Subject A. Mac.

38,3161 3800000 3810227 | 3700000

{00000 124.00000 135.00000 127.00000

3960028 3 3BEME0

797 |

012238
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Tab. 5 Statistics of Subject A. Men.

Mean Median
3028431 | 30.00000 |
b airniinn Minirnum
41.00000 | 26.00000 |

‘StandardD eviatian

Foot Mean Squared

271300 | (3040859 |
Yariance Skewness
7aE034 | [1E1347 |
Kurtosis

297802 |

Tab. 6 Statistics of Subject M. Den.

Mean M edian
4717526 | 44 00000 |
b axirnLim Minimunm
72.00000 | 30.00000 |

StandardDeviation

Foat bMean Squared

1094410 | 4842807 |
Wariance Skewness
1977341 | 045102 |
Furtasis
080755 |

Tab. 7: SD1 and SD2 Values calculated by Poincaré-

Plots
Subject SD1 SD2 Test- |Standard |Variance
Name Mean Deviation

Value
F. Dav 2,11 3,74 23,40 2,70 8,30
A. Men 2,21 3,13 30,30 2,40 7,36
A. Mac 5,46 7,33 38,10 6,10 40,86
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D. Pet 5,82 12,96 38,30 9,00 99,89
M. Den 9,12 12,64 47,20 10,30 119,77
G. Den 6,89 10,96 53,40 8,80 82,67

Tab. 8: Fractal Analysis

Subject Fractal Generalized
Name Measure |Fractal
Dimension

F. Dav. 13,200 -0,350

A. Men. 17,500 -0,397

A. Mac. 108,400 -0,450

G. Den. 230,310 -0,495

D. Pet. 269,300 -0,420

M. Den. 305,000 -0,420

Tab. 9 Frequency Domain Analysis

Frequency range
(0.1Hz) - Power
Spectrum (Test

Frequency range
(0.2Hz) - Power
Spectrum (Test

Frequency range
(0.3-0.4Hz) -
Power Spectrum

Frequency range
(0.5Hz) - Power
Spectrum (Test

Subject Name Score) Score) (Test Score) Score)

F. Dav. 0.00050 0.00300 0.00050 0.0015(
A Men. 0.00150 0.00025 0.00018 0.00050
A. Mac. 0.00900 0.00200 0.00180 0.00200
D. Pet. 0.02000 0.03500 0.00500 0.0025(
M. Den. 0.03500 0.01500 0.00500 0.0100d
G. Den. 0.02500 0.01000 0.00500 0.0001d
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