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Abstract

This paper aims to flesh out the celebrated notion of reflective equilib-

rium within a probabilistic framework for epistemic rationality. On the

account developed here, an agent’s attitudes are in reflective equilib-

rium when there is a certain sort of harmony between the agent’s cre-

dences, on the one hand, and what the agent accepts, on the other hand.

Somewhat more precisely, reflective equilibrium is taken to consist in

the agent accepting, or being prepared to accept, all and only claims

that follow from a maximally comprehensive theory that is more prob-

able than any other such theory. Drawing on previous work, the paper

shows that when an agent is in reflective equilibrium in this sense, the

set of claims they accept or are prepared to accept is bound to be log-

ically consistent and closed under logical implication. The paper also

argues that this account can explain various features of philosophical

argumentation in which the notion of reflective equilibrium features

centrally, such as the emphasis on evaluating philosophical theories

holistically rather than in a piecemeal fashion.

1 Introduction

Following Goodman (1955) and Rawls (1999), it is often suggested that

some philosophical argumentation proceeds, or should proceed, by em-

ploying the method of reflective equilibrium. To a first approximation, this

method involves reflecting on and revising a set of particular and general

judgments, which may initially conflict with each other, until they are even-
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tually brought into a state in which such conflicts have been resolved, i.e.

reflective equilibrium. For example, Goodman famously argued that the

only justification possible for a system of rules for inductive or deductive

inference lies in “the agreement achieved [by] making mutual adjustments

between rules and accepted inferences” (Goodman, 1955, 64). Similarly,

Rawls suggests that a person who adopts a conception justice such as his

own should have “weighed various proposed conceptions and [...] either

revised his judgments to accord with one of them or held fast to his initial

convictions” (Rawls, 1999, 43).

For our purposes, it is important to distinguish between the method of re-

flective equilibrium, and its desired end-point, the state of reflective equi-

librium. The former is a method for reaching the latter, so the two are

closely related. However, to formulate and defend an account of the method

of reflective equilibrium is in some ways a much more ambitious task than

to formulate and defend a an account of the state of reflective equilibrium.

After all, the former would presumably involve a general description not

only of the desired end-point of the process recommended by the method,

but also some prescription for how to carry out the step-by-step process of

continually revising one’s judgments in light of one another until that de-

sired end-point is reached. In this paper, I will not be directly concerned

with this more ambitious project in so far as it purports to tell us about how

to carry out this step-by-step process.

Rather, I focus here on the more modest task of formulating and defend-

ing an account of the state of reflective equilibrium, i.e. desired end-point

of the method.1 The account I propose is in some ways speculative, and no

doubt wrongheaded in some of its details, but I hope that the core idea is a

worthwhile contribution to current thinking about (the state of) reflective

equilibrium.2 That core idea is, roughly, that reflective equilibrium con-

1To be sure, this will involve making certain (hopefully well-motivated) assumptions
about the starting-point of reflective equilibrium as well, but it will not involve any pre-
scription regarding the step-by-step process of getting from the starting-point to the end-
point.

2From now on, unless otherwise indicated explicitly, ‘reflective equilibrium’ refers ex-
clusively to the state (rather than the method) of reflective equilibrium.
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sists in a certain type of harmony between what an agent accepts, on the

one hand, and the agent’s credences, on the other hand – where acceptance

is a binary attitude that roughly consists in having a policy of including a

proposition among one’s premises in a particular context. Specifically, I’ll

suggest that reflective equilibrium can be explicated as an agent accepting,

or being prepared to accept, precisely those proposition that follow from

a maximally comprehensive theory that is, by the lights of the agent’s cre-

dences, more probable than any alternative such theory. In this way, I am

proposing a ‘probabilification’ of reflective equilibrium of a sort that I have

not seen elsewhere.3

The paper proceeds as follows. I start by laying out several good-making

features of an account of reflective equilibrium (§2). I then turn to dis-

cussing two notions that play starring roles in the idea of reflective equilib-

rium, namely what I shall refer to as ‘judgments’ and ‘theories’ (§3). This

serves as a setup for a careful formulation of a probabilistic model of reflec-

tive equilibrium, which I call the Optimality Model of Reflective Equilibrium

(§4). Having laid out that model, I return to desiderata outlined previously

and explain how the model satisfies these desiderata (§5). I conclude by

briefly discussing some of the model’s upshots and limitations (§6).

2 What Do We Want From Reflective Equilibrium?

The notion of reflective equilibrium as developed by its most influential

proponents, such as Goodman and Rawls – and, more recently, Daniels

(1979) and Tersman (1993) – remains open-ended along several dimen-

sions. Moreover, we should be prepared to consider the possibility that

some of the features attributed to reflective equilibrium by its most influ-

ential proponents are peripheral or even dispensable. Thus, instead of sys-

tematically reviewing the various claims about, or accounts of, reflective

equilibrium that are present in the extant literature, I will rather attempt

3The only other discussion of reflective equilibrium from a probabilistic perspective of
which I am aware is contained in an unpublished Ph.D.-thesis by Vallinder (2018). Al-
though Vallinder’s approach is very interesting, it is also quite different from the one taken
here, so further discussion of it here would take us too far afield.
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to lay down some good-making features, or desiderata, that I hope we can

all agree that an account of reflective equilibrium should ideally satisfy. By

referring to these good-making features as ‘desiderata’, I do not mean to

suggest that an account that fails to satisfy them would be a non-starter –

after all, we cannot rule out beforehand that they cannot all be simultane-

ously satisfied – only that they should serve as a list of desirable features

that can serve as our guide when developing and evaluating a probabilistic

account of reflective equilibrium in later sections.

2.1 Making Sense of Philosophical Argumentation

The first and most important such desideratum is that our account of reflec-

tive equilibrium should help to make sense of philosophical argumentation,

at least in those cases in which philosophers explicitly appeal to ‘reflective

equilibrium’. More precisely, the account should be applicable to as many

as possible cases in which philosophers claim to have reached a state of re-

flective equilibrium, or in which they claim to use the method of reflective

equilibrium. Of course, an account need not imply that every instance in

which philosophers appeal to reflective equilibrium is a legitimate instance

thereof, since philosophers may themselves be confused about their own

methodological practice to some extent. However, certain core features of

philosophical arguments that appeal to reflective equilibrium should ar-

guably be present in any adequate account thereof.

In particular, since much of philosophical reasoning appears to involve

appealing to pre-theoretic judgments, i.e. what some would call ‘intuitions’,

this practice is something that an account of reflective equilibrium should

at least allow for and preferably help make sense of. For example, such an

account should help explain why it is that debates about utilitarianism ap-

peal to people’s pre-theoretic judgments about hypothetical trolley cases, in

which we are presented with the option of pulling a lever to divert a trol-

ley away from a track on which there are five people and onto a track on

which there is one person (Rechnitzer, 2022b). How are our pre-theoretic

judgments about such cases relevant for whether we should end up accept-

ing utilitarianism? After all, such judgments are just opinions. Relatedly,
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it seems that pre-theoretic judgments can sometimes legitimately be ‘over-

ridden’ by an overarching theory with which they conflict, as Goodman and

Rawls both suggest. But how is this possible if the overarching theories are

themselves justified in virtue of fitting those very same pre-theoretic judg-

ments? An account of reflective equilibrium should help us answer these

sorts of questions.

Another feature of philosophical argumentation that an account of re-

flective equilibrium ought to be consistent with, and ideally help to explain,

is the appeal to explanatory virtues in the evaluation of philosophical the-

ories. In particular, philosophers frequently assume that, all other things

being equal, a simpler theory should be preferred to a more complex one, a

unifying theory should be preferred to a collection of separate theories, and

so on for various other explanatory virtues. To be sure, this preference for

explanatorily virtuous theories is not a special feature of reflective equilib-

rium but rather a general feature of philosophical argumentation (assum-

ing for the sake of the argument that not all philosophical argumentation

employs the method of reflective equilibrium).4 However, it would surely

be unfortunate if our account of reflective equilibrium left unexplained, or

even conflicted with, the common preference among philosophers for ex-

planatorily virtuous theories. For example, if all else is equal between two

philosophical theories T1 and T2 except that T2 posits two distinct types of

fundamental substances (e.g. minds and matter) where T1 posits only one

(e.g. only matter), then our account of reflective equilibrium should at least

be consistent with, and ideally help to explain, our preference for T1 over

T2.

2.2 Fit with Epistemological Framework(s)

A second desideratum is that an account of reflective equilibrium should

allow us either to situate reflective equilibrium within an epistemologi-

4With that said, it is not uncommon to associate reflective equilibrium especially with
explanatory coherence and/or a preference for explanatorily virtuous theories (e.g. Lycan,
1985; Føllesdal, 2005).
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cal framework (or collection of such frameworks) that we have indepen-

dent reasons to endorse, or at least to see how reflective equilibrium might

complement it in some way. The epistemological framework(s) in question

should ideally be as informative as possible, for example in not just claim-

ing that beliefs are justified in virtue of ‘cohering’ with other beliefs, but

also in specifying what exactly is involved in cohering with other beliefs,

what sort of beliefs are at issue, and so forth. In short, reflective equilibrium

ought to fit with as much as possible of the epistemological framework(s)

one accepts for other purposes, e.g. in accounting for what’s rational to be-

lieve in scientific or everyday contexts, rather than standing alone as some

sort of ad hoc epistemological exception which applies only to philosophical

arguments or some subset thereof.

Why take this to be a desideratum for an account of reflective equilib-

rium? What’s wrong with an ‘exceptionalist’ account of reflective equi-

librium on which it comes with its own special epistemology that doesn’t

fit inside, or even complement, one’s other epistemological framework(s)?

Two reasons seem to me to be most decisive. First, such an exceptionalist

account would arguably be somewhat self-undermining, in that it seems

impossible for one’s attitudes towards reflective equilibrium itself to be in

reflective equilibrium with the epistemological framework(s) one accepts

in other contexts if the former cannot be situated within, or be shown to

complement, the latter. Put differently, an exceptionalist account of reflec-

tive equilibrium would imply a sort of disconnect between one’s account of

reflective equilibrium and one’s general epistemological framework(s) that

reflective equilibrium itself would require one to resolve. The resolution

of such a conflict would motivate a revision of either the account of re-

flective equilibrium or the general epistemological framework(s) – or both;

either way, the former would indeed be situated within the latter, as per our

desideratum.

A second reason why it is desirable to situate reflective equilibrium within

one’s general epistemological framework concerns worries about whether

achieving reflective equilibrium really is as significant as its advocates take

it to be. This is not to deny that numerous philosophers, including such
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titans of analytic philosophy as Goodman and Rawls, have made reflective

equilibrium into a cornerstone of their philosophical methodology. That

much is undeniable. What is not undeniable, indeed frequently denied, is

that reflective equilibrium deserves to play such a central role in philosoph-

ical methodology (e.g., Singer, 1974; Kelly and McGrath, 2010; McPherson,

2015). The concern, in other words, is that reflective equilibrium may only

be a description of what we philosophers in fact often do when we argue for

philosophical theories, and not also a plausible normative account of how

we should be arguing for such theories. If it’s only the former, then there is

a real danger that the widespread endorsement of reflective equilibrium in

analytic philosophy merely serves to shroud us from a methodological rot

at the heart of much philosophical theorizing.

2.3 Deductive Cogency of Resulting Theories

A third desideratum concerns what logical features a set of theories must

have if they are to qualify as being in reflective equilibrium. There are

two related, but strictly speaking separable, logical features that I suggest

should characterize such theories. The first and most straightforward is

that the theories should be deductively consistent, both individually and with

each other. To illustrate, this entails that if orthodox utilitarianism is incon-

sistent with positing a morally significant distinction between killing some-

one and letting that person die, in the sense that this could by itself make

5Here I am using ‘prepared to accept’ in a weak sense on which one can be prepared to
accept something that one doesn’t – or couldn’t, given one’s human limitations – fully un-
derstand, e.g. a very complex logical theorem. Specifically, I shall assume that being ‘pre-
pared to accept’ something implies that if one were to fully understand and consider it, one
would accept it. Nevertheless, the requirement of deductive closability might seem overly
demanding in that, since any theory will have an infinite number of deductive implica-
tions, it implies that agents should be prepared to accept infinitely many claims. However,
note that the requirement of deductive closability merely requires that S be prepared to ac-
cept anything that follows deductively from something she already accepts, and there is
nothing paradoxical (or even unusual) about being prepared to do an infinite number of
different things. Moreover, if S discovers that she is not prepared to accept some particu-
lar implication of claims theories she already accepts, then she may respond by discarding
one of the theories rather than slavishly accepting its implications. This is of course what
happens when we realize – or are made to realize – that some combinations of our views
lead to an absurd conclusion in an reductio ad absurdum.
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the difference between morally right and wrong action, then our account of

reflective equilibrium should entail that someone who accepts both ortho-

dox utilitarianism and the moral significance of killing versus letting-die is

not (yet) in a state of reflective equilibrium; rather, they must revise one or

both of these ideas in order to achieve reflective equilibrium.

A second logical feature that I suggest characterizes a set of theories in

reflective equilibrium is deductive closability. A set of theories is deductively

closable for some person S just in case S – either explicitly or, more com-

monly, implicitly – is prepared to accept what follows deductively from the

theories she accepts.5 It is hard to make sense of philosophical argumenta-

tion if we do not impose a closability requirement on the theories we accept.

After all, a common form of objection to a philosophical theory is that is has

some undesirable implications, e.g. that it conflicts with an intuitive verdict

in some hypothetical example. If theories in reflective equilibrium needn’t

satisfy deductive closability, then there is nothing to prevent a philosopher

from claiming that their theories are in reflective equilibrium even though

they refuse to accept an obvious deductive implication of those theories.

For example, such a philosopher could accept a justified-true-belief theory

of knowledge and yet refuse to accept that the subjects in Gettier’s coun-

terexamples have knowledge (without even denying that the former implies

the latter!).

These two requirements – of deductive consistency and closability – are

sometimes jointly referred to as ‘deductive cogency’ in other contexts (e.g.,

Kaplan, 1996, ch. 3; Christensen, 2004, ch. 3; Dellsén, 2018). So we can

say here that reflective equilibrium demands that the resulting theories be

deductively cogent. To be clear, this is not to say that the method of reflec-

tive equilibrium demands deductive cogency at every stage of the process.

In particular, I see no reason to demand deductive cogency of the inputs

and working posits of the method of reflective equilibrium, i.e. what Rawls

(1999, 42) refers to as (considered) judgments; only that this demand ap-

plies to the resulting theories that we end up accepting (see §3 for more on

this distinction). Indeed, transforming a set of claims that are initially in-

consistent or unclosable into a set that is deductively cogent seems to be
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precisely the sort of process that proponents of reflective equilibrium are

envisioning. For this reason, we should at least allow for judgments to fail

to be consistent or closable even when the theories we end up accepting are

deductively cogent.

2.4 Summary: Three Desiderata

In sum, then, it seems that an account of reflective equilibrium should ide-

ally have the following three features. First, it should make sense of the

ways in which philosophers who appeal to reflective equilibrium argue for

their theories, perhaps especially when they appeal to pre-theoretic judg-

ments (i.e., ‘intuitions’) that they are nevertheless prepared to revise later

on. Second, an account of reflective equilibrium should ideally cohere with

or complement – and thus be in reflective equilibrium with – epistemo-

logical frameworks that are independently plausible by our lights. Third,

the account must explicitly or implicitly require that the set of theories ac-

cepted by an agent in reflective equilibrium is deductively consistent and

such that the agent would not refuse to accept anything that deductively

follows from it. These three requirements seem rather innocuous at first

blush; however, as we shall see below (§5), they suggest that our account of

reflective equilibrium should have a rather specific structure.

6As this indicates, I will assume throughout that the attitudes that come to be in re-
flective equilibrium are directed towards propositions, which are by definition truth-apt,
i.e. capable of being true and false – albeit perhaps only in a deflationary sense of these
terms. One might object to this assumption that reflective equilibrium should also apply
to various purely motivational and non-propositional mental states, such as one’s values
and goals. In response, let me first note that although a value or goal is indeed not propo-
sitional (and thus not truth-apt) in and of itself, there are various propositions about these
values and goals to which reflective equilibrium might easily apply, e.g. of the form ‘Goal
G is worth having’ or ‘Value V1 is more important than value V2’. I take such propositions
to be perfectly truth-apt – although, again, perhaps only in a deflationary sense of ‘true’.
This may commit me to a rejecting some forms of non-cognitivism about normative sen-
tences, but that’s a commitment I am happy to take on.
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3 From Judgments to Theories

In this section, I consider what we may roughly think of as the ‘inputs’ and

‘outputs’ of the method of reflective equilibrium, i.e., the judgments (com-

mitments, convictions) that one starts out with and then revises, on the one

hand, and the resulting theories (principles, accounts) that one ends up ac-

cepting, on the other hand. My focus will be on the little-discussed question

of what sort of propositional attitude realizes these functional roles. Re-

garding the latter, I will draw on Elgin’s (2017, chs. 2-3) suggestion that ac-

cepted theories should be associated with what what one takes for granted

in the context of understanding something. Regarding the former, I will

suggest that such judgments are simply the agent’s credences.6

3.1 Judgments as Credences

As Kauppinen and Hirvelä (2023, 1) nicely put it in a recent survey article

on reflective equilibrium, “[n]o one ever begins ethical inquiry without al-

ready have many ethical convictions.” These initial ‘convictions’, which are

more commonly referred to as ‘judgments’ (or ‘commitments’) by other au-

thors, form the starting points of the method of reflective equilibrium. As

the method proceeds, these judgments are typically revised or developed

in light of each other, in a sort of step-by-step process in which one works

back and forth between them. That’s the functional role of ‘judgments’ in

the method of reflective equilibrium. But what type of propositional atti-

tude, exactly, should be taken to realize this functional role? What are these

‘judgments’, really?

My proposal is simple. The attitudes that form the inputs and working

posits of the method of reflective equilibrium in this way, i.e. the agent’s

‘judgments’, can be identified with their credences. A credence in a proposi-

tion is a type of belief in the proposition that comes in some specific degree

of strength. Such degrees of strength may range from a maximum value of 1

(representing absolute certainty that the proposition is true) to a minimum

value of 0 (representing absolute certainty that the proposition is false).

Credences may be precise, in which case their value is a single real number
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within in this range, c ∈ [0,1]; or imprecise, in which case they are an inter-

val within the range, [c1, c2] ⊆ [0,1]. What I am suggesting, then, is that the

method of reflective equilibrium takes as its input not simply a collection of

propositions that the agent outright believes, but also the degree to which

they believe each proposition, i.e. their (precise or imprecise) credences in

these propositions.

There are two main reasons why I suggest we identify ‘judgments’ with

credences in this way. The first is that it seems undeniable that both actual

and ideal agents do have credences in one form or another. Indeed, there

is an unusually widespread consensus in recent epistemology – unusual for

philosophy, that is – that positing credences is necessary in order to de-

scribe both actual and ideal agents from an epistemic point of view. After

all, of the many things that we have beliefs about, we certainly seem to be-

lieve some things more strongly than others, and some things a lot more

strongly than others (and so forth). Furthermore, in light of the fact that

our evidence can clearly provide more and less support for different propo-

sitions, it seems that an epistemically ideal agent would proportion their

beliefs to the evidence accordingly, by having different degrees of belief, i.e.

credences, in those propositions. So if there is any type of propositional at-

titude that must be taken to exist, both in actual and ideal agents, credence

is arguably the best candidate available. Since the method of reflective equi-

librium can only take as its inputs propositional attitudes that actually exist

in us, credences seem to be a particularly good candidate for serving that

function.

A second reason to identify ‘judgments’ with credences is that the for-

mer, like the latter, are clearly a matter of degree. As Brun (2014, 240) notes,

“[j]udgements [...] include a propositional attitude involving a certain de-

gree of commitment, which need not be definite or unwavering, but can

also be minimal or feeble.” Even Rawls (1999, 42) mentions that we should

7Similarly, Goodman (1952) and Scheffler (1954) both endorse the idea that the initial
commitments from which other attitudes are justified often fall short of being certain or
definite. To be clear, both papers were written before the label ‘reflective equilibrium’ had
been coined, but both are arguably describing early versions of the method of reflective
equilibrium.
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begin the process of reflective equilibrium by discarding “those judgments

made with hesitation, or in which we have little confidence.”7 These com-

ments presuppose that ‘judgments’ are a matter of degree, much like cre-

dences are defined to be (and in contrast to various other propositional at-

titudes, e.g. outright beliefs and acceptances). And rightly so, I would add,

because some of the inputs into reflective equilibrium are surely directed

towards propositions in which we have a great deal of confidence (e.g., that

it’s morally wrong to kill an innocent person), while we are less confident

in others (e.g., that it’s morally wrong to kill a mass murderer) – even when

we are in some sense committed to both (albeit to different degrees).

Indeed, a model of reflective equilibrium that failed to respect such dif-

ferences in the degree to which we are committed to different claims would

arguably be unable to account for quite basic features of how philosophical

argumentation actually proceeds (and, I would add, ought to proceed). Af-

ter all, it seems undeniable that our degree of commitment to a particular

‘judgment’ should influence the extent to which revising it counts against

the theory we end up accepting. For example, suppose we are faced with

a choice between two ethical theories that are alike in all relevant respects

except that the first (but not the second) implies that it’s morally wrong

to kill an innocent person while the second (but not the first) implies that

it’s morally wrong to kill a mass murderer. In this example, I take it that

even those of us who would in some sense be inclined to ‘judge’ both im-

plications as correct would still prefer the first theory to the second. We

are, so to speak, more committed to the first implication than to the second.

All of this makes complete sense if we identify ‘judgments’ with an agent’s

credences, which are – by definition – a matter of degree.

I wish to emphasize that although the method of reflective equilibrium

begins with a set of initial judgments – which I’m identifying with the

agent’s credences in the relevant propositions – these judgments can, and

typically will be, revised as the method proceeds. Proponents of reflective

equilibrium, such as Daniels (1979, §1), see this process as a kind of “work-

ing back and forth among our considered judgments [...] revising any of

these elements wherever necessary”. As I have noted, I will not have much
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to say about this process, focusing instead on the resulting state of reflec-

tive equilibrium. However, as I’ll explain below (see §4), my model as-

sumes that an agent’s judgments in the state of reflective equilibrium, i.e.

her relevant credences, have at that point been made probabilistically co-

herent. Since I am not here offering an account of the process involved in

the method of reflective equilibrium, I will not put forward a proposal for

how an agent could or should make their credences probabilistically coher-

ent as part of this process. With that said, I am hopeful that recent work on

degrees of probabilistic coherence (De Bona and Staffel, 2018; Staffel, 2019,

esp. 96-151) already contains the seeds of plausible accounts of this aspect

of reflective equilibrium as I am conceiving of it.

3.2 Theories as Acceptances

Let us next consider the outcomes of the method of reflective equilibrium,

i.e. what many authors refer to as ‘theories’ (or ‘principles’, ‘accounts’).

These are, of course, the ideas for which philosophers are arguing in ap-

pealing to reflective equilibrium, such as Rawls’s theory of justice or Good-

man’s theory of projectable predicates. These theories are often ambitious

claims about general phenomena, such as what constitutes a just society or

which predicates support inductive inferences. However, it’s often noted

that ‘theories’ cannot be distinguished from ‘judgments’ by their general-

ity. After all, some of the ‘judgments’ that are formed prior to the process

of reflective equilibrium, and which serve as inputs into that process, are

perfectly general (e.g. that it’s always wrong to kill other people). Further-

more, it’s also possible for philosophical ‘theories’ to concern quite specific

claims or phenomena (e.g. that God exists). So what, then, characterizes the

‘theories’ that form the output of reflective equilibrium, and how are they

distinct from the ‘judgments’ that serve as the input and working posits of

the method?

On this issue I take my cue from Catherine Elgin’s work on the relation-

ship between reflective equilibrium, understanding, and acceptance (see

esp. Elgin 2017, chs. 2-4, but also Elgin 1996, ch. 4, 2006; 2007; 2009),

which has been influential in the recent literature (see, e.g., Baumberger
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and Brun, 2021; Jäger and Malfatti, 2021; Kauppinen and Hirvelä, 2023).

In brief, Elgin and others suggest that reflective equilibrium is a method

for gaining understanding – rather than, say, knowledge – of the objects or

phenomena about which you have judgments and form theories.8 One im-

portant motivation for this view comes from noticing that understanding

something seems to require a holistic representation of it and how it ‘hangs

together’ with other things, e.g. by grasping how it depends on other things

and how other things depend on it (Kim, 1974; Kvanvig, 2003; Grimm,

2014; Dellsén, 2020). This type of holistic representation also seems to be

the goal of the process of reflective equilibrium, since it does not merely

involve having correct representations of various isolated facts, but rather

a systematic and unified representation of all of the relevant facts and how

they relate to each other.

Now, if the goal of reflective equilibrium is understanding, then what

does this imply about the ‘theories’ that serve as the outputs of the method?

Well, that depends on what sort of propositional attitude is involved in un-

derstanding. Here again I take my cue from Elgin (2004, 2017) – as well

as Baumberger (2018) and my earlier self Dellsén (2017, 2018) – who sug-

gest that the propositional attitude involved in understanding is a kind of

acceptance in L.J. Cohen’s (1992) sense of the term. According to Cohen’s

definition, to accept that P is “to have or adopt a policy of deeming, posit-

ing, or postulating that [P ] – i.e. of including [P ] among one’s premisses

for deciding what to do or think in a particular context, whether or not

8It is widely acknowledged that understanding and knowledge are different epistemic
states, although it’s controversial to what extent they are related. Some have argued that
understanding is a species of propositional knowledge (Grimm, 2006; Khalifa, 2017; Kelp,
2017; Sliwa, 2015), while several others explicitly reject a knowledge-based analysis of un-
derstanding – by arguing, for example, that understanding need not involve epistemic jus-
tification of the traditional sort (Hills, 2016; Dellsén, 2017), that it is immune to Gettier-
ization (Kvanvig, 2003; Pritchard, 2009), or that it can essentially involve idealizations,
which are false, in a way that knowledge cannot (Elgin, 2007; Mizrahi, 2012). If this latter
set of views is on the right track, then Elgin’s suggestion of viewing reflective equilibrium
as a method for gaining understanding would nicely explain why it would be necessary to
supplement the various established methods for obtaining knowledge, such as deductive
and abductive argumentation, with the comparatively rather speculative method of reflec-
tive equilibrium. The latter would be a method specifically designed for obtaining under-
standing, rather than knowledge, and since the two states are distinct we shouldn’t expect
the methods for achieving these states to be identical.
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one feels it to be true” (Cohen 1992, 4; cf. Elgin 2017, 19). Since the ‘con-

text’ in which we are interested here is that of understanding something,

we can say that the kind of acceptance of interest to us – which I have pre-

viously called noetic acceptance (Dellsén, 2018, 3134) – consists in having a

policy of including P among one’s premises in the context of understand-

ing something. Importantly for our purposes, noetically accepting P does

not by itself require or imply that one believes that P , or indeed that one’s

credence in P exceeds any specific threshold (Dellsén, 2018, 3131-3132; see

also Cohen, 1992, 108-116).9

My suggestion, then, is that the type of propositional attitude that serves

as the outcome of the process of reflective equilibrium is acceptance – or,

more precisely, noetic acceptance. This attitude consist in having a policy of

including the relevant proposition among one’s premises for deciding what

to do or think in the context of understanding something. With that said,

for the purposes of this paper, it would make little difference if one jetti-

soned the idea that the method of reflective equilibrium aims to produce

understanding specifically (rather than, say, knowledge) – as long as one

goes along with the (distinct, but to my mind related) idea that the output

of the method is a kind of acceptance in Cohen’s sense. For example, one

could have a view of the method of reflective equilibrium on which it sim-

ply aims at true theories, but take acceptance to be the type of attitude one

has towards such theories. Indeed, one could even suppose that reflective

equilibrium aims at a type of knowledge, but argue that such knowledge

involves acceptance rather than belief – as Cohen (1992, 86-100) himself

suggested is true of scientific knowledge. For this reason, I will not assume

in what follows that the type of acceptance that serves as the output of re-

flective equilibrium must be noetic acceptance.

At any rate, one important feature of acceptance, in Cohen’s sense of the

term, is that it is a binary (on-or-off) type of propositional attitude. One

9Of course, to say that understanding involves acceptance rather than belief (or cre-
dence) is not to say that belief (credence) could not play any role at all in how or why an
agent comes to understand something. Rather, it means that belief (credence) is not neces-
sary for understanding – that one could understand something without believing (having
any specific credence in) the propositions on which the understanding is based.
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either accepts P , or one does not, because P either is included among one’s

premises in some context, or it isn’t. Thus, on the view I am sketching here,

a given proposition P either is included among the ‘theories’ that one ends

up with in reflective equilibrium, or it isn’t. This, I submit, is a feature of

the view rather than a bug, for two main reasons.

First, empirical research in psychology suggests that humans in general

possess both degreed and binary propositional attitudes, neither of which

can be reduced to the other without remainder (see Weisberg, 2020, and

references therein). Although these results are tentative, because the em-

pirical work is still nascent, it seems clear that a binary attitude very much

like acceptance – involving, among other things, a commitment to use the

accepted proposition as a premise in reasoning – is part of our human psy-

chology, whether we like it or not. Furthermore, and perhaps more to the

point, it seems clear that the philosophers who appeal to reflective equi-

librium do in fact – at least normally – endorse the resulting theories in a

similarly binary (on-or-off) sort of way. For example, Rawls (1999) did not

merely recommend assigning a high degree of credence or plausibility to

his theory of justice as fairness, but rather argued for some form of binary

endorsement of the view. Although we can easily conceive of a method that

ends up giving us degreed conclusions of this type, it’s fair to say that this

would be a novelty in philosophical argumentation and certainly not what

reflective equilibrium is ordinary (if indeed ever) taken to involve.10

Second, I agree with a number of authors who have argued that positing

a binary type of belief-like attitude, such as Cohen’s acceptance, is neces-

sary to make normative sense of various epistemic practices in which we

regularly engage, especially as philosophers (see, e.g., van Fraassen, 1995;

Kaplan, 1996, 2013; Roorda, 1997; see also Dellsén, 2018). In particular,

it seems that at least in certain contexts, e.g. in the philosophy seminar

room, we demand – of ourselves and others – that the attitudes one en-

10As I explain below (see §4), having this type of binary attitude towards a philosophical
theory is perfectly compatible with having a less than maximal – indeed, possibly a very
low – credence in that theory. For this reason, it is also perfectly natural to express doubts
about the philosophical theories one accepts. So to say that acceptance is binary is by no
means to say that it involves some sort of dogmatic commitment to the accepted theory.
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dorses be logically consistent; and, moreover, that one be prepared to en-

dorse the logical consequences of what one already endorses (or else take

back the initial endorsement). In short, we demand deductive cogency in

the sense described above (see §2.3). However, it would make little sense

to demand deductive cogency of agents in reflective equilibrium if they did

not even possess binary belief-like attitudes, e.g. of the sort Cohen calls

acceptance. After all, deductive cogency is not a requirement on graded at-

titudes like crendences, nor is it a plausible demand on credences of a par-

ticular strength, as the lottery and preface paradoxes show (Kyburg, 1961;

Makinson, 1965; for discussion, see Christensen, 2004).11

3.3 Summary: Judging versus Accepting

Let us take stock. I have suggested that the inputs and working posits of

the method of reflective equilibrium, i.e. the ‘judgments’ with which one

starts out and revises or develops in a back-and-forth process, are simply

one’s credences. Credences are a paradigmatically degreed type of propo-

sitional attitude, in that they are associated with real numbers or intervals

between 0 and 1 (inclusive). I have also suggested that the outputs of reflec-

tive equilibrium, i.e. the ‘theories’ with which one ends up, are acceptances

in Cohen’s sense, i.e. a matter of having a policy of including the relevant

proposition among one’s premises in some context (e.g. for the purposes of

understanding something). And I’ve suggested that this fits well with the

common practice of assuming that the outputs of reflective equilibrium are

binary rather than a matter of degree. So, on the view I’ve sketched thus

far, the propositional attitudes involved in having ‘judgments’ and ‘theo-

ries’ are of quite different sorts, viz. credences and acceptances. The ques-

tion remains, of course, how to move from one to the other. By what process

can we get from (degreed) credences to (binary) acceptances? As noted in

11As Roorda (1997, 148-149) elegantly puts it, “we do not require the gambler to make
sure that all of the propositions he bets on be logically consistent; but we do require of the
storyteller that the logical consequences of what she has already said will not be contra-
dicted as the story unfolds.” Thus, assuming that we require as much of the philosopher
as we do of the storyteller, reflective equilibrium evidently involves binary belief-like atti-
tudes, e.g. of the sort Cohen calls acceptance.
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the introduction, however, I focus in this paper on the more modest issue of

how to conceive of the state of reflective equilibrium. My central concern,

therefore, will be how to account for the relationship between credences

and acceptances at that final stage in the process, i.e. when (the state of)

reflective equilibrium has been reached.

4 A Probabilistic Model of Reflective Equilibrium

The suggestion I wish to explore in the rest of this paper gives a central role

to probability. In particular, probability enters the picture through the as-

sumption that in order for an agent to come to be in the state of reflective

equilibrium, the agent’s credences – which may initially have taken any val-

ues whatsoever – must at that point have become probabilistically coherent,

i.e. so as to satisfy the axioms of the probability calculus. To motivate this

assumption, note that the agent whose credences fail to be probabilistically

coherent in this sense would fail to be epistemically rational according to

several powerful arguments. For instance, arguments that appeals to epis-

temic utility theory purport to show that the credences of an agent who

fails to have probabilistically coherent credences would, by the agent’s own

lights, be more likely be accurate if their credences were to be modified

so as to become probabilistically coherent (Joyce, 1998; Pettigrew, 2016).12

Whatever else being in reflective equilibrium involves, it seems that it at

least requires that one’s credences aren’t transparently irrational in this way.

So an agent’s credences, in reflective equilibrium, must evidently be prob-

abilistically coherent. However, this is at most half of the story about what

it is for someone’s attitudes to be in reflective equilibrium at a given time.

For as I have argued above, the output of the method of reflective equilib-

rium, i.e. ‘theories’, are claims that the agent accepts, where acceptance is a

binary attitude that is quite distinct from credence. Hence the crucial ques-

tion, for our purposes, is what propositions may or should be accepted by

12Other influential classes of arguments for this conclusion include synchronic Dutch
Book arguments (Vineberg, 2022, §2) and arguments that appeal to representation theo-
rems (Titelbaum, 2022, ch. 8).
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an agent in reflective equilibrium – that is, by an agent that has various cre-

dences, which can at this point be assumed to be probabilistically coherent.

In brief, the question is: Given some (probabilistically coherent) credences

in propositions P1, ..., Pn, which (if any) of the Pis would an agent in reflective

equilibrium also accept (or be prepared to accept)?

4.1 The Threshold Model

A natural view is that an agent in reflective equilibrium accepts (or is pre-

pared to accept)13 a proposition Pi just in case her credence – or, equiva-

lently at this point, her subjective probability14 – is equal to or greater than

some threshold value t ∈ (0,1).15 Unfortunately, however, this view quickly

leads to paradoxical results.16 For suppose an agent assigns a probability at

or above t to two probabilistically independent claims Pi and Pj . Since the

probability of their conjunction Pi ∧ Pj is necessarily lower than the prob-

ability of each conjunct, the former probability will be below t in many

cases of this sort. To illustrate, suppose we set our threshold at t = 0.75.

Then take two probabilistically independent propositions Pi and Pi such

that P r(Pi) = P r(Pj) = 0.8, for instance. The probability axioms imply that,

in such a case, P r(Pi ∧ Pj) = 0.82 = 0.64. So the view we are currently con-

sidering would imply that an agent in reflective equilibrium accepts each of

two propositions separately, but simultaneously does not accept their con-

junction – even though the latter obviously follows deductively from the

former. This is a problematic consequence of the view for at least two sep-

arate reasons:

First, it is not clear that any sense can be made of the idea of accept-

13In what follows, I will sometimes omit this parenthetical qualification and just formu-
late the view as claiming something about what an agent accepts in reflective equilibrium.
This should be taken as shorthand for the more precise formulation here, however.

14An agent’s subjective probabilities are simply the agent’s probabilistically coherent
credences.

15Analogous views have been proposed and defended concerning outright belief under
the label ‘the Lockean thesis’ (see, e.g., Foley, 1992; Sturgeon, 2008).

16The paradoxical results are analogous in structure to the well-known lottery and pref-
ace paradoxes (Kyburg, 1961; Makinson, 1965).
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ing Pi and Pj separately but not their conjunction Pi ∧ Pj . Recall that, by

our Cohen-inspired definition of ‘acceptance’, to accept a proposition is to

have a policy of including it among one’s premises for deciding what to do

or think in a particular context (e.g., in the context of understanding some-

thing). But what would it be to include both Pi and Pj , but not Pi∧Pj , among

one’s premises for deciding what to do or think in a particular context? By

including Pi and Pj , one would seem to be effectively including Pi∧Pj as well

(and vice versa), since any decision regarding what to do or think made on

the basis of the former premises can be made on the basis of the latter (and

vice versa). So it seems that there can be no daylight between accepting Pi
and Pj , on the one hand, and accepting Pi∧Pj , on the other, contrary to what

the view we are now considering would have to suppose.

Second, even if we could somehow make sense of the idea of accept-

ing each of two claims but not their conjunction, there remains the issue

of whether agents in reflective equilibrium would be required to instanti-

ate such a paradoxical combination of attitudes. At least when it comes

to philosophical theorizing, it is generally considered better to have a sin-

gle, comprehensive theory than having several distinct theories – and this

seems no less true of the sort of theorizing that occurs under the banner

of reflective equilibrium. So it is hard to see why reflective equilibrium

would require, on purely formal grounds, accepting each of Pi and Pj but

not their more comprehensive combination Pi∧Pj . Furthermore, note that a

given proposition P that isn’t sufficiently probable to exceed the threshold t

(but whose probability isn’t zero) could generally be ‘broken up’ into a con-

junction of several distinct propositions P1, ..., Pn (where P ≡ Pi , ..., Pn) such

that the probability of each proposition Pk in this series exceeds t simply in

virtue of being logically weak. On the view we are now considering, each

such Pk would be accepted in reflective equilibrium, while P itself could

not be accepted. So, for example, on this view an agent in reflective equi-

librium might have to accept every single implication of utilitarianism at a

certain level of granularity (e.g. regarding what to do in various concrete

situations) while also being required not to accept utilitarianism as whole.

This is absurd.
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I conclude, then, that there is no hope for the view that an agent in re-

flective equilibrium accepts a proposition just in case its probability exceeds

some threshold t. Since I have not specified any value for the threshold t

in my arguments against this view, it should be clear that this rules out

any view which imposes such a threshold for acceptance in reflective equi-

librium – even one that varies with the context of utterance or what’s at

stake for the agent, for example.17 Put differently, the entire approach of

accounting for acceptance in reflective equilibrium by appealing to a prob-

ability threshold is on the wrong track. Fortunately, there is another way

in which probabilities may come into play in an account of acceptance in

reflective equilibrium.

4.2 The Optimality Model

To motivate this alternative view in general terms, consider the distinction

between satisficing and optimizing introduced in a different context by the

economist Herbert Simon (1956). In satisficing, one chooses an option that

is sufficiently good, i.e. satisfactory, according to some metric. In optimiz-

ing, one chooses an option that is the best of all alternatives, i.e. optimal,

according to some metric. The metric can be the same in both cases. In par-

ticular, if the metric is probability, and the question is whether or not to ac-

cept some theory, then satisficing amounts to accepting all and only theories

that are sufficiently probable, i.e. that exceed some threshold probability;

whereas optimizing amounts to accepting any theory that is more proba-

ble than its alternatives. It should be clear that the satisficing approach to

reflective equilibrium is a non-starter, for it leads directly to the threshold

view that we have just found wanting. So let us instead consider whether

an optimizing approach might fare better.

It is far from obvious, however, how to develop an optimizing approach

to reflective equilibrium without running into problems that are as serious

17Views in which what an agent knows, believes, or is justified in believing depends on
such factors have been defended under the general label of ‘contextualism’ in recent years
(DeRose, 1992; Clarke, 2011; Rysiew, 2021).
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as those that face the threshold view. In particular, what are the ‘alterna-

tives’ that are being compared probabilistically? And how can we ensure

that the ‘best’ of these alternatives is not simply the least ambitious theory,

which will generally be more probable than its more ambitious counter-

parts? Finally, how can we ensure that the set of theories that an agent

accepts or is prepared to accept is required to be deductively consistent and

closed under deductive consequence? Happily, I have in previous work on

acceptance and understanding already developed a detailed model of ratio-

nal acceptance which is designed to deal with issues of this kind, viz. what

I call the Optimality Model (Dellsén, 2021; see also Dellsén, 2018). A crucial

feature of this model is that the rational acceptability of different theories

is determined holistically, i.e. roughly in terms of how they fit into a much

larger theoretical corpus. In particular, the Optimality Model holds that a

given proposition is rationally acceptable in the context of understanding

something just in case it follows from a maximally informative theory of

the understood phenomenon that is more probable, or much more proba-

ble, than any alternative such account.

A key element of this model is the notion of a ‘comprehensive theory’.

A theory T + is defined to be comprehensive, relative to a set of S’s questions

Q, if and only if, for any question qk ∈ Q, T + provides a complete answer

to qk. Here, the notion of a ‘complete answer’ to a question q is defined,

relative to a set of possible answers {A1, . . . ,An} to q, as a conjunction of n

propositions in which the i-th member is either Ai or ¬Ai . So to say that T +

is comprehensive, relative to a set of questions Q, is to say that it implies

such a conjunction of possible answers, or their negations, to any question

in Q. For example, as discussed further below, a maximally specific ver-

sion of utilitarianism would be a comprehensive theory relative to a set of

questions regarding morally correct behavior if it implies that any given an-

swer to those questions is either true or false. For instance, such a version

of utilitarianism would presumably imply various answers to the question

‘On what does the moral correctness of an action depend?’, such as ‘Its con-

sequences’ and ‘Which other actions were available to the agent’, as well as

the negations of various other answers, such as ‘The agent’s intentions’ and

‘Which rule the agent was following’.
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With this characterization of ‘comprehensive theory’ in place, an exten-

sion of the Optimality Model to reflective equilibrium, slightly streamlined

with some minor modifications to the original model, can be succinctly

stated as follows:

The Optimality Model of Reflective Equilibrium (OMRE): An agent S

is in reflective equilibrium just in case (i) S’s credences are probabilisti-

cally coherent, and (ii) any theory T that S accepts (or is prepared to

accept) is entailed by a ‘comprehensive’ theory T + that is [much] more

probable, by the lights of S’s credences, than any alternative such theory

[that entails ¬T ].

I will not here go into the various technical details of this model, such as

how the model can be tweaked with the bracketed option of requiring T + to

be much more probable than its alternatives (which requires a comparison

between T + and the most probable comprehensive theory that entails ¬T ).

(For such details, the interested reader may consult Dellsén 2021, 2485-9.)

Rather, I will attempt to convey the general idea behind the model and what

it means for how the notion of reflective equilibrium is used in philosophi-

cal argumentation through informal explanations, examples, and a diagram

(see Figure 1).

... T +
i−1 T +

i T +
i+1 ...

}
Comprehensive theories

Credences C1, ...,Cn Acceptances T1, ...,Tm

make most

probable
entails

Figure 1: A schematic diagram of the relationship between credences (‘judgments’)
and acceptances (‘theories’) in reflective equilibrium, according to OMRE.

The idea behind OMRE is that for a given topic or phenomenon there will

be a set of comprehensive alternative theories in logical space that would an-

swer any question one has regarding that topic or phenomenon. To be clear,

these comprehensive theories need not have actually been formulated or

even considered by the agent in question; but there will nevertheless exist
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(in logical space) a set of such comprehensive theories. For example, I take

it that fully fledged out versions of utilitarianism, Kantian deontology, and

virtue ethics, are comprehensive theories relative to a set of questions re-

garding morally correct behavior, in so far as each such fully fledged out

theory purports to answer any question that one has regarding what be-

havior is morally correct. (Note that I am referring here to fully fledged out

versions of utilitarianism, deontology and virtue ethics; these will presum-

ably be a great deal more informative than what usually gets referred to

as ‘utilitarianism’, ‘deontology’ and ‘virtue ethics’ in so far as those theo-

ries do not literally answer any of one’s questions concerning morally cor-

rect behavior. Indeed, it may well be that no ethicist has ever formulated a

fully comprehensive theory of normative ethics, because each actually for-

mulated ethical theory addresses only some limited range of the questions

regarding morally correct behavior.)

In any case, there will normally be one and only one of these compre-

hensive theories that is most probable by the lights of the credences that

constitute an agent’s ‘judgments’ in reflective equilibrium.18 This particu-

lar comprehensive theory will have numerous implications, both particular

and general. For example, a particular fully fledged out version of utilitar-

ianism – some version of hedonistic, actualist, act-utilitarianism, let’s say –

might imply that one ought to pull the lever in the original trolley case so

as to cause the death of one person but thereby save five others (a particular

claim), and also that only the consequences of one’s action are morally rele-

vant (a general claim). If that comprehensive theory is, by the lights of one’s

subjective probability assignments, more probable than any other compre-

hensive theory (e.g., another fully fledged out version of utilitarianism, or

a fully fledged out version of some non-utilitarian theory) then an agent in

reflective equilibrium would accept (or be prepared to accept) any of these

18What if there are multiple comprehensive theories that are exactly equally probable,
each more probable than other alternative such theories? OMRE, as formulated above, im-
plies that in such a case, no theory may be accepted by S, since there is then no compre-
hensive theory that is more probable than any alternative comprehensive theory. It is un-
clear to me what to say about such cases, but if one finds OMRE’s verdict unsatisfactory
here one may easily modify OMRE so as to allow a theory T be accepted in such cases if T
is entailed by each of the multiple equally probable comprehensive theories.
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implicated claims – including, of course, the comprehensive theory itself –

according to OMRE.

So, in sum, OMRE holds that in an agent in reflective equilibrium ac-

cepts a given theory T just in case it is part and parcel of what is by one’s

own lights the most probable comprehensive theory, i.e. a theory that is

sufficiently strong so as to answer any question one has regarding the phe-

nomenon or topic in question. If this seems painfully obvious or even triv-

ial, it is perhaps worth highlighting what this picture does not require of an

accepted theory T . In particular, this does not require that the probability

of T exceeds any threshold greater than zero. Indeed, there are certain cases

in which such a T would be very improbable by the agent’s own lights, be-

cause although T is not probable in and of itself, it is an indispensable part

of a comprehensive theory that is more probable than any other.19 Such is

the holistic nature of OMRE. In the next section, we will see why this holism

– which may initially seem like a liability – is in fact one of the model’s sev-

eral virtues.

5 Getting What We Want from Reflective Equilibrium

In section 2, I suggested that an account of reflective equilibrium should

ideally satisfy three desiderata: (i) it should make sense of the ways in which

philosophers who appeal to reflective equilibrium argue for their theories;

(ii) it should fit or cohere with a general epistemological framework that is

independently motivated; and (iii) it should imply that accepted theories

are consistent with one another and that acceptance can be extended to any

deductive implication of what one already accepts. Let us now go through

these desiderata in reverse order and discuss how the Optimality Model of

Reflective Equilibrium (OMRE) handles each desideratum.

19As [omitted] has pointed out to me, this feature of OMRE closely resembles some of
Scheffler’s (1954, 181-183) remarks about justification in ethics, which were in turn in-
spired by Goodman (1952, 163).
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5.1 Revisiting Deductive Cogency of Theories

Consider first the desideratum that the set of theories one accepts in reflec-

tive equilibrium should be deductively cogent, i.e. consistent and closable

(see §2.3). This is very much a non-trivial desideratum within a probabilis-

tic framework, because as we have effectively seen already in our discus-

sion of the probability threshold model (see §4.1), there are well known

obstacles to combining probabilistic requirements on acceptance with the

requirement that accepted theories be deductively cogent. In particular,

as long as one takes a satisficing approach, thus effectively imposing some

sort of probability threshold on acceptance, there is no way to satisfy the

requirement that accepted theories be deductive cogent, because there will

always be propositions that are individually more probable than the thresh-

old and yet are either inconsistent with one another or so as to imply an-

other proposition that falls below the threshold. Either way, deductive co-

gency is violated.

Happily, such violations of deductive cogency are avoided if one takes

the optimizing approach suggested by OMRE, for one can show (see Dell-

sén, 2021, 2489-2491) that a probabilistic model of acceptability that shares

all the formal properties of OMRE validates deductive cogency. So, in ef-

fect, OMRE provably implies that the set of theories that one accepts in

reflective equilibrium will be deductively consistent and closable under de-

ductive consequence. For example, if OMRE implies that an agent S in

reflective equilibrium accepts (or is prepared to accept) a given set of theo-

ries {T1, ...,Tm}, then (a) {T1, ...,Tm} will be consistent, and (b) S also accepts

(or is prepared to accept) any Tk that is entailed by some or all of {T1, ...,Tm},
including the conjunction T1∧ ...∧Tm.20 This is a significant result, not least

because these implications of the OMRE are not baked into the model by ad

hoc stipulation, e.g. by explicitly imposing a special deductive cogency con-

20To get an intuitive sense of why (b) holds, for example, consider that OMRE dictates
that for each T1, ...,Tm to be acceptable, there must be an optimally probable comprehensive
theory T + which entails them all. Since entailment is transitive, T + would then also entail
anything that is entailed by T1, ...,Tm (jointly or separately), including the conjunction T1∧
...∧Tm. Hence any such entailment from T1, ...,Tm would be included amongst the theories
that S accepts, or is prepared to accept, in reflective equilibrium according to OMRE.
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straint on reflective equilibrium; rather, they fall naturally out of the core

idea that the claims accepted in reflective equilibrium are those implied by

the optimally probable comprehensive theory.

5.2 Revisiting Fit with General Epistemology

Consider next the desideratum that our account of reflective equilibrium

should cohere or fit with an independently-motivated general epistemolog-

ical framework, as opposed to standing out as an ad hoc exception to such

a general framework (see §2.2). It should be clear that OMRE measures up

to this desideratum. OMRE is simply an extension of the approach to epis-

temology known variously as Bayesianism or Probabilism, albeit without

committing to some of the more controversial aspects that are sometimes

associated with these labels (such as particular updating rules, e.g. Bayesian

Conditionalization). Although the formal methods typically employed by

those who work within this framework may not be to everyone’s taste, it’s

hard to deny that the Bayesian framework has proved to be remarkably

successful in illuminating a huge variety of epistemic phenomena (see, e.g.,

Lin, 2022, §1.3 & §7).

Indeed, it is worth adding that the Bayesian framework also coheres es-

pecially nicely with the dominant normative account of rational choice, viz.

expected utility theory, which appeals centrally to subjective probabilities

(Briggs, 2019).21 In fact, it also coheres very nicely with most of the most

prominent rivals to that account, which also appeal to subjective proba-

bilities (e.g., Buchak, 2022; Steele and Stefánsson, 2020)! Relatedly, it also

coheres nicely with widely accepted descriptive theories of decision mak-

ing, reasoning, and the mind more generally, that have been developed

within the fields of economics, psychology, and cognitive science (see, e.g.,

Knill and Pouget, 2004; Greenberg, 2013). So OMRE actually goes fur-

ther than the original desideratum demanded, in not only cohering with an

21As I explain in detail below (see §5.3), OMRE does not in any way require agents to
revise their credences in light of what they accept, e.g. by setting the credences in accepted
propositions to 1.
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independently-plausible general epistemological framework, but also with

various widely endorsed theories in other disciplines and subdisciplines

that are entangled in various ways with epistemology and philosophy in

general.

5.3 Revisiting Philosophical Argumentation

Finally, consider the desideratum that our account of reflective equilibrium

should make sense of the ways in which philosophers who appeal to reflec-

tive equilibrium argue for their theories (see §2.1). Recall, though, that we

immediately qualified this by noting that our model need not imply that

every instance in which philosophers appeal to reflective equilibrium is a

legitimate instance thereof, since individual philosophers may be confused

about what reflective equilibrium does or should be taken to require. How-

ever, certain core features of philosophical argumentation which explicitly

appeal to reflective equilibrium should arguably be explained by any ade-

quate account thereof. In a way, I have already discussed a few such fea-

tures above, such as the requirement that accepted theories be deductively

consistent and closable. In what follows, I will thus only comment on two

additional features of this sort that I take to be highly significant.

The first such feature is that reflective equilibrium should involve a holis-

tic rather than piecemeal evaluation of the theories we end up accepting.22

I take this to mean that a particular theory might be accepted in virtue of

being an indispensable part of a more general theory (or set of theories)

that is (are) plausible or well-supported when considered as a whole, even

if that particular claim would seem implausible or poorly supported when

viewed in isolation. For example, most theories in normative ethics have

implications for particular cases that are viewed as implausible in isolation,

even by their own proponents. However, these proponents are prepared

to ‘bite the bullet’ on those particular claims because the general theory is

22That reflective equilibrium involves an holistic evaluation of theories is a point made
explicitly by, among others, Nielsen (1994), Føllesdal (2005), Elgin (2017), and Baumberger
and Brun (2021). It is also implicitly made by many others, e.g. Goodman (1952), Rawls
(1999), and Daniels (1979).
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deemed to be sufficiently plausible or well-supported when viewed from a

holistic perspective – which includes an evaluation not only of the theory

as a whole, but also of how that entire theory fits with various background

theories, e.g. from other domains of inquiry.23

OMRE provides a particularly satisfying explanation of this holistic na-

ture of reflective equilibrium. As mentioned at the end of the previous

section (§4.2), a particular bit of theory T may be accepted by an agent S

in reflective equilibrium on this model even if S has a very low rational

credence in T – provided that T is implied by a comprehensive theory T +

that is more probable by S’s lights than any other. In this way, T inherits

its acceptability from the acceptability of the more general, comprehensive

theory T +, as opposed to being deemed acceptable in isolation from other

related claims. Thus, from the point of view of OMRE, it is entirely appro-

priate to ‘bite the bullet’ on pre-theoretically implausible implications of

one’s theories by accepting them in reflective equilibrium while neverthe-

less having a low credence in such claims. In this sense, our ‘intuitions’ can

be overridden by the theories we end up accepting in reflective equilibrium.

However, it is worth noting that OMRE does not require agents to revise

their credences in a theory T once they have accepted T ; rather, as far as

OMRE is concerned, an agent’s credences remain unaffected by what the

agent accepts.24 To be sure, one could add such a requirement to OMRE,

e.g. by postulating that once our agent S has accepted T , she then must

raise her credence in T to 1, or perhaps some other threshold level t. How-

ever, adding such a requirement would arguably be both unmotivated and

problematic. It would be unmotivated because there is no obvious reason

why an agent’s credences ought to be change in light of what she accepts

in this way once we have given up on the idea of linking acceptance to

23That reflective equilibrium should be taken to involve evaluating theories holistically
also with respect to background theories from other domains is a point influentially made
by Daniels (1979), who labels the resulting idea ‘wide reflective equilibrium’.

24This is not to say that the method of reflective equilibrium leaves an agent’s credences
unchanged. As noted above (see §4; see also §3.1), an agent’s credences will typically have
to become probabilistically coherent during the process described by the method, which
corresponds to the common idea that the reflective equilibrium involves a back-and-forth
process of revising judgments in light of each other.
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subjective probability above some threshold (see §4.1). An agent may ac-

cept a theory T , i.e. include it among the premises for deciding what to

do or think in some context, and yet at the same time find T implausible

or unlikely to be true.25 Furthermore, requiring that agents in reflective

equilibrium revise their credences in light of what they accept is problem-

atic because it would imply that agents should systematically update their

credences in ways that conflict with Bayesian Conditionalization (and gen-

eralizations thereof, such as Jeffrey Conditionalization). This would in turn

make agents in reflective equilibrium immediately susceptible to dynamic

Dutch Books (see Vineberg, 2022, §4) and systematically irrational accord-

ing to related arguments based on epistemic utility theory (e.g., Greaves

and Wallace, 2006).

In sum, then, I see no real benefits, but some serious problems, with

adding a requirement to the effect that an agent who accepts T must then

revise or raise her credence in T . Rather, credence and acceptance should

simply be seen as different propositional attitudes that are normatively re-

lated only in that T is accepted in reflective equilibrium just in case it fol-

lows from the comprehensive theory that is most probable in light of those

credences.

Another feature of philosophical argumentation that appeals to reflec-

tive equilibrium concerns philosophers’ frequent appeals to explanatory

virtues. As noted above (§2.1), philosophers frequently assume that, all

other things being equal, a simpler theory should be preferred to a more

complex one, a unifying theory should be preferred to a collection of sepa-

rate theories, and so on for various other explanatory virtues. Happily, there

is a whole literature in philosophy of science that is specifically concerned

with explaining how preferences for explanatorily virtuous theories arise

naturally within the Bayesian framework (e.g., McGrew, 2003; Huemer,

2009; Henderson, 2014). In short, these authors show that, given plausible

assumptions about common credence assignments, Bayesian agents will as-

25For direct arguments to this effect, see Wilkenfeld (2016), Baumberger (2018), and my
own previous work (Dellsén, 2017, 2018). More generally, this also follows from Cohen’s
definition of acceptance, which is explicitly contrasted with belief and degrees thereof
(Cohen, 1992, 1-27).
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sign probabilities to theories that exhibit the various explanatory virtues,

e.g. simplicity and unification. Given this, OMRE not only allows for ex-

planatory virtues to play an important role in reflective equilibrium, but

also explains why and how they play this role.

For example, there are several reasons within the Bayesian framework

for thinking that, other things being equal, more unified theories are more

likely to be true (McGrew, 2003; Myrvold, 2003; Lange, 2004; Schupbach,

2005; Blanchard, 2018). In light of these considerations, OMRE explains

why the theories accepted in reflective equilibrium should generally be uni-

fied. After all, the comprehensive theories that entail any accepted the-

ory would generally have to be at least somewhat unified in order to be

more probable than all alternative such theories; otherwise, their probabil-

ity would suffer as compared to their more unified alternatives (all other

things being equal). Put differently, a high degree of unification would be

a common by-product of optimal probability – and thus function as reli-

able indicator of optimal probability. In this way, OMRE would not need to

impose separate ad hoc requirements in order to account for the preference

for explanatorily virtuous theories; rather, the preference for explanatorily

virtuous theories falls out of the core elements of the model without postu-

lating any additional requirements of that sort.

6 Conclusion

This paper has aimed to provide a model of the state of reflective equilib-

rium within a probabilistic framework for epistemic rationality. The key

idea behind the model is that an agent in reflective equilibrium accepts, or

is prepared to accept, all and only claims that follow from a maximally in-

formative theory that is more probable by the agent’s lights than any other

such theory. Drawing on previous work, we have seen that when an agent

is in reflective equilibrium thus explicated, the set of claims they accept or

are prepared to accept is bound to be deductively consistent and closed un-

der deductive implication. Furthermore, we have seen that this model can

explain various features of philosophical argumentation in which the no-
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tion of reflective equilibrium features centrally, such as why philosophical

theories are evaluated holistically in reflective equilibrium, and why some

‘intuitive’ claims may be overridden by the theories we end up accepting in

reflective equilibrium.

As I have emphasized throughout, this model of reflective equilibrium

does not purport to capture all aspects of what has becomes known as ‘re-

flective equilibrium’. In particular, I have had little to say about the step-

by-step process of bringing one’s attitudes into (the state of) reflective equi-

librium that is often taken to be an important part of (the method of) re-

flective equilibrium – although I am hopeful that the current model can be

extended to cover this process as well (perhaps building on work by, e.g.,

Staffel, 2019). I have also mostly kept the discussion at a high level of gener-

ality and abstraction, focusing on big picture issues rather than concrete ap-

plications of reflective equilibrium (in contrast to, e.g., Rechnitzer, 2022a)

– but, again, I am optimistic that the model presented could be fruitfully

applied to concrete situations in future work.
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