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Abstract:

Much empirical analysis and econometric work recognizes that there are nonlinearities, regime shifts or structural breaks, asymmetric adjustment costs, irreversibilities and lagged dependencies. Hence, empirical work has already transcended neoclassical economics. Some progress has also been made in modeling endogenously generated cyclical growth and fluctuations. All this is inconsistent with neoclassical general equilibrium. Hence there is growing evidence of Kuhnian anomalies.  It therefore follows that there is a Kuhnian crisis in economics and further research in nonlinear dynamics and complexity can only increase the Kuhnian anomalies. This crisis can only deepen. However, there is an ideological commitment to general equilibrium that justifies “free enterprise” with only minimal state intervention that may still sustain neoclassical economics despite the growing evidence of Kuhnian anomalies. Thus, orthodox textbook theory continues to ignore this fact and static neoclassical theory remains a dogma with no apparent reformulation to replace it. 

Introduction

According to Thomas Kuhn (1962) a scientific revolution occurs when scientists encounter anomalies which cannot be explained by the universally accepted paradigm within which scientific progress has thereto been made. The paradigm, in Kuhn’s view, is not simply the current theory, but the entire worldview in which it exists, and all of the assumptions and understandings that go with it. Kuhn accepted that there are anomalies in all paradigms, but that these are treated as lying within acceptable levels of error, which in themselves do not challenge how scientific knowledge is acquired through accepted modes of inquiry. When the findings are no longer just due to some errors and amount to anomalies, then once there are enough of these anomalies against a current paradigm, the scientific discipline is thrown into a state of crisis, according to Kuhn. During this crisis, new ideas are tried or old ideas re-examined. Eventually a new paradigm is formed, which gains its own new followers, and an intellectual conflict takes place between the followers of the new paradigm and the believers of the old paradigm. Eventually the adherents of the old paradigm die away and the new mode of thinking dominates and becomes “normal science” within which the researchers work and accumulate data and experiments that seem consistent with that paradigm.

In this paper we ask the question: does the research in nonlinear economics amount to a crisis or even a possible paradigm shift in the offing?  We organize this inquiry as follows. Section one outlines in summary form the core of neoclassical economics. In section 2 we investigate the manner in which nonlinear economics research has intruded into orthodox neoclassical economics, either as exogenously imposed nonlinearities for empirical reasons or as endogenous nonlinearities in the very specification of the theoretical model. In section 3 we survey briefly the qualitatively different search for chaotic dynamics in economics and its implications for neoclassical orthodox economics. In section 4 we summarize some work done in complexity and consider its implications, followed in section 5 with a brief discussion of policy implications.

Finally we present a tentative hermeneutic conclusion that the Kuhnian anomalies abound and that therefore there ought to be a paradigm shift but that there appear to be ideological reasons why neoclassical economics continues to thrive in the academy and the question of a paradigm shift therefore remains open. But no seriously committed empirical work can now avoid dynamics and nonlinearity.  
Section 1: The Core of Orthodox Neoclassical Economics

Standard neoclassical economics is described as “Walrasian” General Equilibrium theory. Perhaps its most definitive and mathematically elegant restatement is given by Debreu in his Theory of Value (1959), for which he received the Nobel Prize in Economics in 1983. In this book Debreu shows how his restatement of general equilibrium relies on convexity. In fact his book could be seen as first and foremost an exposition of the mathematical theory of convexity, and its economic interpretation as general equilibrium is merely an incidental byproduct. He makes this clear in the preface to the book.
It is also important to note the assumption of no contracting before equilibrium is reached; this is called a tâtonnement process, in which it is assumed that a hypothetical auctioneer who is also neutral and unbiased, conducts a search for an equilibrium and does not permit any trades to take place until the demand for all commodities is equal to its supply at some set of positive prices. Trading of goods only takes place once the auctioneer has found a vector of equilibrium prices for all goods. Researchers who have explored non-tâtonnement processes typically show Keynesian features, on which more below. 
The assumption of convex sets is central to both general equilibrium and to the main partial equilibrium components of neoclassical economics, namely the theory of the consumer and the theory of the firm.  The consumer and the firm maximize utility and profits, subject to linear constraints. In both cases the global optimum exists and is realized because the objective function is concave and the constraints convex. (Collectively these assumptions about the nature of the objective functions and the constraints are called convexity assumptions.)   Both the general equilibrium theory and the theory of the consumer requires a “non-satiation” assumption, which means that all consumers prefer more of all goods to less; their consumption bundles are only limited by the fixed initial endowments or fixed income. Similarly in the theory of the firm, it must be assumed that the firm prefers more profits to less.

The very definition of convexity shows that convexity implies linearity. The existence of equilibrium is proved by appealing to either Brouwer’s fixed point theorem or the more general fixed point theorem due to Kakutani.  But the fundamental core of general equilibrium is optimality, established by the two theorems of welfare economics which require the assumption of convexity. Theorem 1 demonstrates that “any general equilibrium is a Pareto Optimum,” and Theorem 2 states that “any particular Pareto Optimum can be reached by a suitable reassignment of initial endowments.” Theorem 2 requires stronger convexity assumptions (Mas-Colell, Whinston & Green, 1995).  These two theorems make the case for the “beauty” of Adam Smith’s invisible hand and the desirability of “freedom” and free enterprise capitalism. Modern economists downplay Theorem 2 because it is incentive incompatible: reaching any particular Pareto Optimum requires confiscating initial endowments and redistributing them; if it were known that that would happen, agents would not disclose their initial endowments. A fortiori Theorem 2 would not hold under the assumption of rational expectations. Nevertheless the standard separation of efficiency and equity relies on Theorem2 (see Dore, 1999).


A serious challenge to the glory of the invisible hand arose during the Great Depression with the publication of Keynes’s General Theory (1936).  The professional acceptance of the General Theory gave rise to Keynesian macroeconomics which focused on aggregate outcomes and acknowledged the existence of under employment equilibria, which were assumed away in the Walrasian general equilibrium model. Macroeconomics thus challenged general equilibrium and the outcome of the invisible hand through the existence of recessions and depressions. Keynesians argued that business cycles justified state intervention through monetary and fiscal policy. Von Mises (1924) and Hayek (1924) attacked the interventionist approach, but Keynesianism became accepted orthodoxy after the US Employment Act of 1946, and British, Canadian and Australian White Papers all accepted state responsibility for maintaining full employment. 

While Keynesian macroeconomics contradicted Walrasian general equilibrium theory, Keynesianism held sway from 1946 to the 1970s. But even to this day, despite rhetoric, most governments, including US Republican administrations have intervened in the economy, either through an activist monetary or fiscal policy, with Republicans favoring tax cuts as a fiscal method of stimulating GDP, with increased budget deficits resulting as spending has rarely been cut, again despite rhetoric.

Keynesians (of many stripes) continued to explained business cycles as being due to market imperfections (information and coordination failures, price rigidities, or due to the exercise of market power) requiring state intervention whereas some Keynesians place income distribution between labor and profits to be central to the explanation of business cycles; they argue that the typical cycle is result of high wage demands in the upswing and the peak of the cycle which dries up investment as the share of profits in national income is reduced. The reduction in investment reduces employment, which weakens wage growth, which in turn leads to a recovery of profits and the start of the next upswing. At the peak of a cycle, the central bank is alarmed about inflation and often implements a credit crunch, which is typically, brings about a downturn. 

 
Friedman was a strong proponent of the free market and he disliked state activism. In 1968 he took up the Von Mises-Hayek view that business cycles do not merit state intervention and attempted to show that economic agents are fooled into believing that real prices had risen when in fact the increase in the money supply was merely raising all prices (Friedman, 1968). He argued that erratic growth in the money supply was the cause of business fluctuations. This fooling model was then developed by Lucas into his misperceptions model (Lucas, 1981).  Keynesians such as James Tobin and Arthur Okun and others rejected this view and showed the logical flows in the misperceptions argument (e.g. Okun, 1980). But it is now accepted even by Lucas that the misperceptions model was a failure (Lucas, 1981).  However, if state intervention is to be rejected, it had to be shown that state action was unnecessary and largely ineffectual. This gave rise to the New Classical School of macroeconomics, and their proponents put forward a slew of “ineffectiveness propositions” that purported to show that all state interventions were either harmful or at best ineffective or neutral. For example, any debt financed government expenditure would be fully offset by reductions in private expenditures as “the infinite-living representative agent” would anticipate future taxes to pay for the debt and hence start saving immediately by cutting back expenditures. (For a number of other ineffectiveness propositions, see Sargent, 1979.) At the same time the New Classical School continued a search for an “equilibrium” theory of business cycles, in which the cyclical fluctuations can be seen as natural outcomes as the representative neoclassical agent acts to “smooth out” his/her consumption over her life time.  This intertemporal optimization was later became known as Real Business Cycle theory (RBC) (Kydland & Prescott, 1982).  


While the historical origins of an equilibrium business cycle theory can be seen in the work of Robertson (1915), RBC is simply dynamic general equilibrium theory with a representative agent model, i.e. the entire economy is treated as one agent, who optimizes intertemporally, subject to given constraints. While Friedman argued that business cycles were caused by erratic money supply growth, adherents of the New Classical School who accepted RBC argued that fluctuations were ‘natural’, and were caused by “exogenous technology shocks,”, and that while these shocks were both unknowable and unpredictable, they required no state action. In fact, under the assumptions of rational expectations, any action undertaken by the state to smooth out the effects of these shocks could only have short run effects if it were a surprise, but the effects of any systematic intervention would be perfectly anticipated and its effects neutralized by the agent with rational expectations.

RBC is the main vehicle of macroeconomics and is now routinely taught and preached at most graduate schools throughout North America, although some schools might rely more heavily on it than others. The origins of the New Classical School were scholars who taught or began their careers at the universities of Chicago or Minnesota, and those Chicago trained economists who went on to teach at the University of Rochester and became consultants or employees of the U.S. Federal Reserve System. 
One early significant critique faced by RBC/dynamic General Equilibrium was the so called New Keynesian school, which accepted  the representative agent model but went on to incorporate some essential market imperfection, so that the “full employment general equilibrium” is not reached (e.g. Mankiw, 1998). Other Keynesians rejected the representative agent model altogether and explicitly incorporated heterogeneous agents and showed coordination failures or some other rigidity that makes business cycles possible. Some even make business cycle an inherent property of market exchange ( e.g. Benassy, 1986, Grandmont, 1985) 

Many schools teach New Classical RBC models and also its New Keynesian critique. Much macro literature covers this minor ping pong game between the New Keynesians and the New Classicals, in which the New Keynesians and the New Classical RBC camp criticize each other and sustain a pseudo dialogue through empirical work. The typical New Keynesian work shows slow adjustment (e.g. see Caballero, 2003) so that instantaneous equilibrium is not attained.  Or they point to labor market rigidities, or the existence of imperfect competition or imperfect knowledge that causes business cycle type fluctuations. Of course there are other schools critical of RBC, such as Post Keynesians and other institutional and historical economists. But typically the Federal Reserve economists and economists at the Bank of Canada tend to lean towards the New Classical School, as it is assumed that growth and productivity requires a private sector unfettered by an activist state, although a synthesis of sorts arises with modified dynamic stochastic general equilibrium (DSGE) models (Woodford, 2003). All that the private sector needs is a consistent commitment to an unchanging monetary and fiscal regime with low taxes and promises of even lower taxes to encourage both saving and investment. 

For much of the post World War II period, macroeconomics and microeconomics have continued an uneasy coexistence; both have been taught in universities. However, much applied economics, including that of a macro nature, has been done with reference to microeconomics. Thus in international trade policy, taxation policy, environmental remediation policy, public expenditure policy, the key referent is always microeconomic general equilibrium. If it is assumed that the economy is in equilibrium, the standard marginal benefit-cost criterion assumes additive separability, so that any social benefit-cost calculation that is Pareto improving can and should be implemented. The applied economists sometimes assume that the economy suffers from “distortions”, due to the existence of economies of scale and imperfect competition, or due to government action (distortionary taxes and subsidies) and hence second-best “welfare-enhancing improvements” would be possible at the margin of the economy. Thus all economic policy typically relies on piecemeal and marginally additive, incrementally “feasible” improvements, which would move the economy closer to the “first best” Pareto optimal general equilibrium.  However this contradicts another theorem, the General Theory of the Second Best, once called the Third Theorem of Welfare Economics (Intriligator, 1974). This theorem proves that when any economy is not in general equilibrium, any piecemeal attempt to bring it closer to some desired equilibrium will take the economy further away from that hypothetical equilibrium, an inconvenient result that has been quietly forgotten.   

The static general equilibrium is subject to three principal exclusions: there can be no public goods, no externalities and no economies of scale. In fact any violation of convexity would destroy the general equilibrium. Thus convexity implies an infinity of agents; without an infinite number of traders the competitive equilibrium is destroyed, as confirmed by the Gibbard-Satterthwaite theorem (Gibbard, 1973; Satterthwaite, 1975).  It is also incompatible with money as a medium of exchange (Patinkin, 1965).The modern interest in principal-agent problems and moral hazard involves a fourth exclusion, the requirement for perfect information.  Furthermore the assumptions required for the structural stability of general equilibrium are very restrictive as shown in Dore (1998). 


Two other fields should be mentioned; these are social choice theory and applications of game theory in economics. Discrete social choice theory, (as developed, for example, by Kenneth Arrow and by Amartya Sen) can be seen as a possible alternative to the development of economic policy outside the neoclassical framework. Similarly game theory can be used to develop industrial policy outside the neoclassical framework. Both “fields” are classified as specialties and they continue to survive at the fringes of the economics discipline. A detailed treatment of these fields is outside the scope of this paper (see Arrow and Raynaud, 1986; and Heller, Star and Starrett, 1986). 

Finally, a brief reference to partial equilibrium analysis of the consumer and the firm would be in order. The partial equilibrium of the firm also requires the convexity assumptions and any violation of it leads to imperfect competition (monopoly, duopoly, etc.) In fact business schools find that it is the violating cases that deserve the most research. Similarly the principal-agent and moral hazard problems (both violate convexity) are also of prime interest to corporations and to management science as a whole. With regard to the theory of the consumer, much empirical results show that the implications of convexity are almost never satisfied. One of the most comprehensive studies of consumer behavior was that done by Houtthaker and Taylor (1967), who showed that non-satiation and habit formation were pervasive results of empirical investigations of consumer behavior. Furthermore Rabin (1998) reviewed the psychological phenomena that underpin actual consumer behavior and found them to be generally inconsistent with neoclassical demand theory. Consumer preferences are not homothetic, when homotheticity is a fundamental requirement of neoclassical value theory (Dore, 1998).  Nevertheless, orthodox demand theory persists in textbooks.  

In the theory of the firm, pervasive empirical evidence exists of economies of scale, incompatible with the profit maximizing equilibrium of the firm. The resulting models of imperfect competition used in traditional industrial organization are also inconsistent with general equilibrium. 

Thus, neoclassical economics is fundamentally linear and static, its main results assuming convexity.  All applied analysis and public economics assumes that any piecemeal additive “improvements” bring the economy “nearer” of the ideal of a competitive general equilibrium. The entire field of public economics assumes that marginal public interventions of a second best nature improve on the market outcomes, sometimes blunting the excesses of a completely market driven equilibrium outcomes. Public economics is a recognition of the fact that convexity does not hold, as the world does not have infinite number of agents and that all externalities violate convexity.  

Section 2: The Intrusion of Nonlinear Dynamics

While the marginal principle, the hallmark and defining characteristic of neoclassical economics remains unchallenged and forms the main theoretical framework for policy analysis, much econometric analysis imposes a linear structure on crucial relationships, sometimes successfully, but without testing if underlying relationships are nonlinear in nature.  However, often in econometric work, dynamics cannot be avoided as with the estimation of long run elasticities, which often include multiple lagged dependent variables. This implicitly rejects standard theory, as a logical interpretation of the inclusion is habit formation, often buried by econometricians as “persistence,” requiring no theoretical explanation.


Nonlinearity can take varied forms. While early writers (Smith, Veblen, Marx, Schumpeter) often had nonlinear frameworks in mind, like the ‘‘accumulation of facts” that Kuhn talks about in the determination of paradigm shifts, empirical work had often led economists to what we will call two kinds of nonlinearities: (a) exogenously imposed nonlinearity, and (b) endogenously determined nonlinearity. Each is discussed below.

Section 2.1 Exogenous Nonlinearities



Empirical (econometric) estimations over a wide range of fields tended to be linear in structure using linear regression with a stochastic error term. However, when the underlying data failed to meet the standard Gaussian assumptions, it was necessary to introduce refinements of the error structure. This was an early recognition that the simple linear model did not “fit” the data. At about the same time the emphasis of much of the econometric work had shifted to “prediction” and forecasting, and not so much as verification and replication of the received neoclassical theory. For example, testing of the neutrality of money, or the purchasing power parity of exchange rates yielded mixed results, mostly failure to verify the theory. But businesses, brokers and investors did not care about whether the “model” respected received neoclassical theory as long as it produced usable (also saleable) forecasts and predictions. There followed a virtual boom in “atheoretical” econometrics with forecasting become an important objective.
 A whole class of dynamic empirical autoregressive (AR) models began to be estimated in economics, with moving average (MA) error term and also models taking first and second differences of a particular time series (called “integrated of order 1, 2 etc.), where the integration (I) reflects the number of times the series is differenced. Integration in AR models was required to take the nonstationarity of the data into account, and the whole class become known as ARIMA models. From this it was a short step to replace the additive error term with a nonlinear structure such as when a time series x(t) with an error term  ε(t) takes the form proposed by Robinson (1977):
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And even threshold autoregressive models proposed by Tong & Lim (1980) in which x(t) follows a different AR process depending on its values. Further sophistication came with explicit nonlinear stochastic models belonging to another family called ARCH type models, or autoregressive conditional heteroskedasticity proposed by Engle (1982) and extended by Bollerslev (1986) in which x(t)=σ(t)ε(t)  where  σ(t)2 denotes the variance of an AR process such that:
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In the family of ARCH type models, there exist further extensions such as Exponential GARCH, Asymmetric Power ARCH, Threshold GARCH, fractionally integrated ARCH (FIGARCH), and so on. 

With a plethora of models of this type, one may ask: what is the criterion of validity for the use of any of these models in empirical estimation? The answer seems to be that it fits the data better and produces better and consistent forecasts. The only way of discovering which of the above models fits the data better is trail and error. As stated before, the key concern is prediction and ability to forecast; it is clearly not guided by neoclassical economic theory which is a very poor guide anyway. Econometricians have come to the conclusion that the economic theory is of no help as the “deep” structure of the data is far too complicated. It is implicitly recognized that there are nonlinearities, regime shifts or structural breaks, asymmetric adjustment costs, irreversibilities and lagged dependencies where the lags can be multiple time periods. Evidence for nonlinearities has been noted for example by Day (1992), Hsieh (1991), and Baumol and Benhabib (1989). The only estimation compatible with neoclassical theory, namely optimization with linear constraints and quadratic objection functions which was both theoretically attractive and computationally simple proved to be “highly deficient” (Peseran and Potter, 1992) in the presence of nonlinearities. Thus much of modern day econometric practice has essentially abandoned neoclassical theory as largely irrelevant.

Section 2.2: Endogenous Nonlinearities
There is also a class of models in which one essential nonlinearity enables the model to have self-sustained oscillations so that such models do well in modelling macroeconomic business cycles (Dore, 1993). 

Consider the following Liénard Equation with self-sustained oscillations:
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where the double prime represents twice time differentiation. A special case is the Van der Pol equation which we can write with z= x:
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Both of these equations are nonlinear and display self-sustained oscillations (Dore, 1993, pp.140-147). These nonlinear equations play a role in the business cycle models of Kaldor, Benassy and Goodwin. 

Kaldor’s model of business cycles (Kaldor, 1940) has been reformulated by Chang and Smyth (1971) as a self-sustained business cycle model. Dore (1993) shows that this reformulated model can be reduced to the Liénard-Van der Pol equation, exhibiting self-sustained oscillations. The Kaldor model has a nonlinear investment function that somewhat resembles that of Kalecki (1935) and has also been shown to be able to generate fluctuations within a catastrophe theoretic framework (Varian, 1979) and even non-chaotic strange attractors with multiple basins of attraction that have fractal boundaries (Lorenz, 1992).

Benassy (1986, pp 173-85) rejected the New Classical market clearing approach but assumed  a representative firm in an IS-LM type New Keynesian business cycle model. Its essential nonlinearity was a Philips curve with an infinite slope as the economy expands, so that it never reaches full employment and oscillates between expansion and contraction. Dore (1993) shows that this model too can be reduced to the Liénard-Van der Pol equation with self-sustained oscillation. The main weakness of this model is that there is only one firm, the representative agent. If there were a distribution of firms who adjust output at different speeds, the cycle might disappear. A second weakness of the model is that there is no growth of income, a deficiency corrected by the path-breaking model of Richard Goodwin.

Goodwin (1967) published a model of business cycles that incorporated both cyclical fluctuations and growth. It puts income distribution at the center of the explanation of the business cycle. Four Nobel Laureates in economics have admired this model. The model was extended and made more realistic by Di Matteo (1984) by incorporating money and prices. As with the original Goodwin model, this remains a model with coupled nonlinear partial differential equations. Hence the solution technique is the Lotka-Volterra method of showing the existence of a limit cycle. 

Desai (1973) developed a discrete nonlinear version of this model that Pohjola (1981) showed could generate chaotic dynamics, a result studied further by Goodwin (1989, 1990) himself and many others.  Henkin & Polterovich (1991) recast this into a long wave framework, and Soliman (1996) showed the possibility of fractal basin boundaries for it. 

Solow (1990) attempted to compute the Goodwin cycle in the share of wages and profits, which in turn generate cyclical growth of real output. His conclusion was that the model does capture “something real.” As Dore (1993) shows in his review of the model, almost all the stylized facts of the business cycle are reproduced in Goodwin model. But most subsequent attempts to compute the growth cycle have been not so successful because of structural shifts and the impossibility of separating out the effects of credit crunches imposed by central banks. Nevertheless, the model identifies the governing mechanism of the cycle, which is the dynamics of income distribution between wages and profits, a proposition that is in principle testable.


A recent example is Chiarella, Flashel & Franke (2005), which presents business cycle models that are dynamic generalizations of IS-LM, rather like Benassy. They propose a general model they label “Keynes-Metzler-Goodwin.”  For certain parameter values they show limit cycles, chaotic, and more complex dynamics.  Given the special nature of certain of their assumptions, these models may not go fundamentally beyond the Benassy model. 

The advantage of nonlinear endogenous business cycle theories is that they propose a theory and propose what governs the business cycle model and if there is any room for Keynesian style stabilization policies. They are therefore in the main tradition of Keynes. They are not concerned with the minutiae of predicting exchange rates or interest rates. Here essential nonlinearities are captured in the model; these are attempts at building a macrodynamic theory of fluctuations in the main economic aggregates: output or GDP, share of wages, share of profits, money supply, employment and interest rates, prices and inflation. The Goodwin- Di Matteo model does all that.  At any rate some of these models also implicitly show how irrelevant general equilibrium theory is for an understanding of aggregate outcomes, and why the modeling of individual agents ( such as consumers, or firms, or stock prices, or exchange rates) are likely to be dominated in the first instant by the macroeconomic climate.

Section 3: Chaotic Nonlinear Dynamics
With the general acceptance of quantum mechanics, modern physics came to terms not only with stochasticity but also uncertainty (Heisenberg), incompleteness (Gödel) and even undecidability (Turing). But neoclassical theory continues to be taught more or less as outlined in Section 1 above. As mentioned above, there have been “invasions” of some new fields such as discrete social choice theory and game theory which are antagonistic and contrary to neoclassical theory. Unfortunately these have been compartmentalized as “special fields”, just as labour economics, public finance, development economics, etc. have always been treated as if they were simple applications of general neoclassical micro theory.


Empirical analysis in economics has gained from methodological spillovers from meteorology and atmospheric physics, statistics and other sciences. The exogenous nonlinearity referred to in Section 2.1 has been enriched by an examination of the possibility of finding chaotic behavior in economics. For example, it is now known that chaotic systems can generate what looks like randomness without exogenously imposed input. There have been a number of researchers who have tackled chaotic dynamics in economics and this is qualitatively different from the ARIMA and ARCH-GARCH estimations. A variety of difference and differential equations have been used by authors like Brock, LeBaron, Schieinkman, Day, Ramsey, Dechert, Hsieh, Puu, and Rosser among others to represent the relationship between x(t) and x(t-1) through concepts such as  tent map, Hènon map, Lorenz map, Mackey-Glass Equation  and so on.  

Computing the correlation dimension of a time series is now well known and it need not detain us here. From the procedure used to calculate correlation dimension it seems apparent that a highly complex chaotic system (greater than five dimensions) is very difficult to detect. It is impossible to verify that the correlation dimension is infinite using a finite time series. Hence there is effectively no practical difference between pure randomness and high-dimensional chaos. One tentative conclusion seems to be that while analysis of chaotic dynamics brings valuable insights into how economic systems behave, the empirical task of extracting evidence of chaotic dynamics from economic time series is more difficult than in physical sciences because in the physical sciences one can use over 100,000 observations to detect low-dimensional chaos, whereas the largest time series usually available to economists consist of about 2,000 observations.  However the analysis of correlation dimension would require 200 vectors of the imbedding dimension of 10, which is not enough to verify if they “fill up” the 10-dimensional space.

Many tests of chaos have been developed but so far researchers have had little luck in providing solid evidence of chaos in economic time series data. Consequently there appears to be a return to the ARCH type of models which seems better suited to the analysis of volatility of financial data. But economic data, in so far as most of it is in money terms is plagued with inhomogeneous systems of data collection, and many regime shifts or structural breaks that reflect changing social practices and qualitative changes that do not seem to be captured in the data collected. Hence the very quality of the data in economics is questionable.
  While there are deep debates regarding the proper definition of chaotic dynamics (Rosser, 2000, chap. 2), the one element that is universally agreed upon is the phenomenon of sensitive dependence on initial conditions, also known as the “butterfly effect,” this effect first fully observed in meteorology (Lorenz, 1993), although its possibility had been known since at least the work of Poincaré (1899).  A sufficient condition for the presence of this characteristic is positivity of at least one Lyapunov exponent of the dynamical system.  Many chaotic systems also exhibit strange attractors that have fractal dimensionality (Hausdorff, 1918).  Such systems deterministically exhibit aperiodic fluctuations that remain bounded.  They were probably first observed physically by van der Pol & van der Mark (1927) who heard the “tunes of bagpipes” on their telephone receivers.  Chaotic dynamics in an economic model were first observed by Strotz, McAnulty, & Naines (1953), although they did not realize what they had found.    

Sensitive dependence on initial conditions has serious implications for macroeconomics as it suggests that it may be difficult to form rational expectations.  This is due to the fact that small errors in initial estimates can quickly lead an agent quite far away from the actual trajectory.  Unsurprisingly this has led to substantial study of how to specify econometric models when an apparently irregular time series is chaotic rather than random, with developments moving well beyond the more standard ARCH-GARCH approach described above.  

Efforts to estimate dimensionality of data and general nonlinearity tests have been due to Brock (1986) and Brock, Dechert, LeBaron, & Scheinkman (1996).  Efforts to estimate Lyapunov exponents have been developed by Whang & Linton (1999), although in general these have problems with determining significance levels of the tests.  While quite a few researchers have found positive Lyapunov exponents for a variety of time series, critics have argued that these have been insignificant or that the series have been of such a high dimensionality that they are effectively indistinguishable from purely random time series. Dechert (1996) summarized many of these efforts.  The study of chaotic dynamics in economics has moved into the study of multidimensionally chaotic systems (Agliari, Bischi, & Gardini, 2002) and empirical methods, such as topological structure (Gilmore, 1993).  While study of such systems continues, it remains unclear that any low dimensional chaotic time series in economics has definitely been discovered.
    

Hence the search for chaos has so far been unfruitful, but this line of research is also indicative of the fact that the new empirical methods have transcended received neoclassical theory and that only by ignoring it is progress seems possible.    

4.  Complex Economic Analysis


Beginning with a famous conference held between economists and physicists at the Santa Fe Institute (Anderson, Arrow, & Pines, 1988)
 attention has increasingly focused on the concept of complexity in economic analysis.  Much discussion has developed regarding how to define complexity in economics, indeed more generally, with the physicist Seth Lloyd reported to having proposing as many as 45 different such definitions.  Rosser (1999) advocated a dynamic complexity definition originally due to Day (1994).  This “broad tent” definition is that a system is (dynamically) complex if it does not endogenously and deterministically go to a point, a limit cycle, or an implosion or explosion.  Thus, it behaves erratically in some sense for endogenous, deterministic reasons.  Generally such systems will be nonlinear,
 although not all nonlinear systems will be dynamically complex in this sense.


Rosser noted that this definition was broad enough to include all of what Horgan (1997) dismissively labelled “the four C’s,” cybernetics, catastrophe, chaos, and complexity.
  While Horgan viewed this association as something to criticize, Rosser argued that it was something to praise, arguably even to celebrate, to recognize the development of a broader nonlinear analysis that has come to influence many areas and disciplines, with many of the same individuals involved at various stages of this process of development.


Implicit in this categorization is the idea that there is also a “small tent” complexity that has developed more recently, the complexity that is associated with the Santa Fe Institute.  This is less easy to define, but Arthur, Durlauf, & Lane (1997b, pp. 3-4) have provided a set of characteristics associated with this approach.  They include: (1) dispersed interaction among heterogeneous agents acting locally on each other in some space; (2) no global controller that can exploit all opportunities or interactions in the economy even though there might be some weak global interactions; (3) cross-cutting hierarchical organization with many tangled interactions; (4) continual adaptation by learning and evolving agents; (5) perpetual novelty as new markets, technologies, behaviors, and institutions create new niches in the “ecology” of the system, and (6) out-of-equilibrium dynamics with zero or many equilibria existing and the system unlikely to be near a global optimum.
  Of these, probably the most ubiquitous is the first, the emphasis on dispersed, heterogeneous agents.  Clearly such a vision is incompatible with rational expectations or the New Classical model in any of its forms. The second makes it explicitly non-Walrasian (or non-tâtonnement), the third dynamic and non-convex, with disequilibrium a standard feature, and so on. Clearly the Arthur-Durlauf-Lane definition of complexity is completely antithetical to neoclassical economics.

  It can be argued that this complexity approach draws upon both biology and physics.  The biological aspect is strongest in regard to the emphasis upon evolutionary dynamics, and a view of economic systems as behaving like ecological systems.  It also shows up in the emphasis on emergent order (Kauffman, 1993).  Physics influences have been many, with ideas from statistical mechanics especially important (Föllmer, 1974; Brock, 1993; Blume, 1993; Foley, 1994; Brock & Durlauf, 2001).  This interaction in turn influenced physicists, many of whom now model economic phenomena under the rubric of econophysics (Mantegna & Stanley, 2000).  The econophysics movement in turn has fed back directly into the heterogeneous agents complexity approach (Stanley, Gabaix, Gopikrishnan, & Plerou, 2006; Farmer, Gillemot, Iori, Krishnamurthy, Smith, & Daniels, 2006).  Much of the econophysics work has focused specifically on financial market dynamics and the “excessive volatility” shown in leptokurtotic distributions of returns and the use of power laws to study these dynamics.

A general theme in macroeconomic models of these approaches is that while there may be stochastic exogenous shocks impacting an economy as in the New Classical view, these shocks can be magnified by the internal interactions among agents and sectors in the economy.  Examples of this include a model using the self-organized criticality approach of the so-called “sandpile” models (Bak, Chen, Scheinkman, & Woodford, 1993) as well as those emphasizing mean-field approaches (Brock & Hommes, 1997; Rosser & Rosser, 1997).  In both of these approaches, positive feedback effects associated with social interactions within an economy can multiply shocks well beyond the standard multiplier effects of a basic Keynesian model to increase fluctuations.


Another source of fluctuations can come from the financial sector.  We have already noted the tendency of financial markets to exhibit excessive volatility, with a variety of heterogeneous agent models able to generate these phenomena.  When financial market models are linked to real sector models, then these tendencies to fluctuation can spill over into the real economy model as well, exacerbating the other tendencies to instability and fluctuation (Foley, 1987; Delli Gatti, Gallegati, & Gardini, 1994; Chiarella, Flaschel, & Franke, 2005).


We would be remiss at this point not to note that the view of economic complexity has come under challenge recently from an alternative perspective, that of computational or algorithmic complexity (McCauley, 2004; Israel, 2005; Markose, 2005; Velupillai, 2005).  These argue that the dynamic complexity view presented above is too vague and lacks rigor and especially criticize ideas of emergence (Crutchfield, 1994) on these grounds.  The alternative is to think of economic systems from a computable point of view as algorithmic information processing systems (Mirowski, 2006).  Then one can examine whether or not the system is computable in the sense of being able to halt (Blum, Cucker, Shub, & Smale, 1998), which in some sense can be seen as a new concept of equilibrium.  A further appeal of this view is that even if a system is not fully computationally complex in the system of not being able to halt, not being computable at all, one can still measure the degree of its complexity by using algorithmic measures such as the minimum description length of a program that computes the system (Chaitin, 1987; Rissanen, 1989).  This approach has been used to analyze general economic problems by Lewis (1985), and Prasad (1991), and Albin with Foley (1998).  Although this latter work in particular has some applications to macroeconomics, it is arguably the case that the dynamic complexity definition given above may be more useful in analyzing such problems and the related policy issues.

5.  The Policy Question Redux

The apparent ubiquity of complexity in one form or another in modern economies poses difficult problems for policymakers.  The positive feedbacks associated with non-convexities and social interactions imply fragility of financial and real economies.  Rational expectations cannot be expected to hold, so that bounded rationality is the best that agents can hope for in most circumstances.  However, these problems of forecasting and uncertainty regarding the behavior of the economy also pose problems for policymakers as well.  They cannot be certain of the impacts of their actions,
 and some argue that interventionist policies may even make things worse under such circumstances (Dwyer, 1992).
 While this result may put a damper on fiscal and monetary policy on a grand scale, it does not preclude rights-based programs such as old age pensions, social security, and other social programs that taken together may be effective in dampening macroeconomic fluctuations, the so-called automatic stabilizers. 

Despite these doubts regarding the efficacy of possible stabilization policies in the face of dynamic complexity, a number of economists have weighed in on the side that some form of useful intervention may nevertheless be possible.  Thus Shubik (1997) argued that governments can reduce the uncertainty that agents face by various coordinating actions.  Guesnerie (1993) has argued that in the face of multiple equilibria, governments can help to steer agents toward a particular one.  Grandmont (1985) has shown the possibility of stabilizing chaotic dynamics using fiscal policy, an argument extended to the “control of chaos” method by Kaas (1998).  Leijonhufvud (1997) sees government as able to limit fluctuations so that agents can at least make boundedly rational decisions with some degree of confidence.  Colander and van Ees (1996) and Albin with Foley (1998) argue that governments must play a role to establish institutions that will carry out these bounding and stabilizing functions.


While these are all possibilities and arguably are done in many ways in many societies, there remain doubts based on complexity theory regarding their ultimate effects.  Even so, complexity theory also offers some consolations.  Thus, while chaotic systems are locally unstable and unpredictable, they are also bounded.  This may conform to the old notion of “corridor stability” advocated by Leijonhufvud (1981).  Economies may oscillate considerably, but they will generally do so within certain bounds.  If those bounds are breached, then the system may face more serious problems.  While the Austrian optimism that complexity leads to efficient self-organization may not hold, a certain degree of resiliency probably does, even in the face of the destabilizations emanating from the financial sector of the economy.  In any case, the complex nature of the economy poses serious and deep problems for policymakers, and they are increasingly aware of this (Greenspan, 2004).

It is possible to imagine a new generation of New Classical economists abandoning applied dynamic general equilibrium of the representative agent  and arguing in favor of complexity and suggesting that all government actions would be destabilizing, as the “self-organized” economy cannot be improved upon, and that whatever the outcome, it “must” be optimal. This would be turning complexity on its head. The fundamental justification of economics is that it is a moral science, a guide to how to live. Once the moral dimension is denied, one is back to the law of the survival of the fittest.
6.  General Hermeneutic Conclusion
Much of empirical analysis and econometric work has already transcended neoclassical economics in that to fit the data in a statistical sense, much of the work is explicitly dynamic. It is also nonlinear when using ARIMA and ARCH-GARCH type models. Some progress has also been made in modeling endogenously generated cyclical growth and fluctuations.  The interest in chaotic dynamics and complexity all indicate that the empirical reality observed by the everyday applied economist is that the deep structure of the data is simply inconsistent with the neoclassical model. It is the empirical anomalies that have led the search, first for dynamics and then to nonlinearities.

This is of course a far cry from the neoclassical world of general equilibrium. It is therefore clear that the Kuhnian crisis has now arrived in economics. Further research in nonlinear dynamics and complexity can only increase the Kuhnian anomalies. Therefore the crisis can only deepen. However, there is a deep ideological commitment to general equilibrium as it justifies “free enterprise” with only minimal state intervention. This is called “neo-liberalism” in Europe and “neo-conservatism” in North America. It is this pre-commitment to a political ideology that may still sustain neoclassical economics despite the growing evidence of Kuhnian anomalies. But the fact that the Kuhnian crisis is here seems difficult to deny. 

According to Kuhn, a crisis is followed by a paradigm “shift.” In econometric practice, the evidence presented above suggests that the paradigm has already shifted. Nevertheless orthodox textbook theory continues to ignore this fact and static neoclassical theory remains a wistful dogma not unlike a belief in a superstition for which there is no evidence.  

References

Agliari, A., Bischi, G.-I. & Gardini, L. (2002). Some methods for the global analysis of 
dynamic games by represented invertible maps. In T. Puu & I. Sushko (Eds.), 
Oligopoly dynamics: Models and tools (pp. 85-109). Heidelberg: Springer-Verlag.
Albin, P.S. with Foley, D.K. (1998). Barriers and bounds to rationality: Essays on 
economic complexity and dynamics in interactive systems. Princeton: Princeton 
University Press.

Allen, P.M. & Sanglier, M. (1981). Urban evolution, self-organization, and decision 
making. Environment and Planning A, 13, 167-183. 

Anderson, P.W., Arrow, K.J., & Pines, D. (Eds.), The economy as an evolving complex 
system. Redwood City: Addison-Wesley.

Arrow, K.J. & Debreu, G. (1954). Existence of an equilibrium for a competitive 
economy. Econometrica, 22, 265-290.
Kenneth J. Arrow and Hervé Raynaud. 1986. Social choice and multicriterion decision-making .  Cambridge,  Mass. : MIT Press. 

Arthur, W.B. (1994). Increasing returns and path dependence in the economy. Ann 
Arbor: University of Michigan Press.

Arthur, W.B., Durlauf, S.N., & Lane, D.A. (1997a). The economy as an evolving complex 
system II. Redwood City: Addison-Wesley.

Arthur, W.B., Durlauf, S.N., & Lane, D.A. (1997b). Introduction. In Arthur, Durlauf, & 
Lane (pp. 1-14).

Bak, P., Chen, K., Scheinkman, J., & Woodford, M. (1993). Aggregate fluctuations from 
independent sectoral shocks. Ricerche Economiche, 47, 3-30.

Baumol, W.J. & Benhabib, J. (1989). Chaos: Significance, mechanism, and economic 
applications. Journal of Economic Perspectives, 78, 77-105.

Benassy, J.P. 1986. “On Competitive Market Mechanisms” Econometrica.  January, 54:1


pp. 95-108 and 173-185.
Blum, L., Cucker, F., Shub, M., & Smale, S. (1998). Complexity and real number 
computation. New York: Springer-Verlag.

Blume, L.E. (1993). The statistical mechanics of strategic interactions. Games & 
Economic Behavior, 5, 387-426.

Blume, L.E. & Durlauf, S.N. (Eds.), The economy as an evolving complex system III. 
New York: Oxford University Press.

Bollerslev, T. (1986). Generalized autoregressive conditional heteroskedasticity. Journal 
of Econometrics, 31, 307-327.

Brock, W.A. (1986). Distinguishing random and deterministic systems: Abridged 
version. Journal of Economic Theory, 40, 168-195.

Brock, W.A. (1993). Pathways to randomness in the economy: Emergent nonlinearity in 
economics and finance. Estudios Económicos, 83-55.

Brock, W.A., Dechert, W.D., LeBaron, B., & Scheinkman, J.A. (1996). A test for 
independence based on the correlation dimension. Econometric Reviews, 15, 197-
235.

Brock, W.A. & Hommes, C.H. (1997). A rational route to randomness. Econometrica, 

65, 1059-1095.

Brock, W.A. & Durlauf, S.N. (2001). Discrete choice with social interactions. Review of 
Economic Studies, 68, 235-260.
Caballero, Ricardo J. and Engel, Eduardo M.R.A., "Adjustment is Much Slower Than You Think" (July 21, 2003). MIT Department of Economics Working Paper No. 03-25; Yale Economic Growth Center Discussion Paper No. 865; Cowles  Foundation Discussion Paper No. 1430.

Chaitin, G.J. (1987). Algorithmic information theory. Cambridge, UK: Cambridge 
University Press. 

Chang, W.W. & Smyth, D.J. (1971). The existence and persistence of cycles in a 
nonlinear model: Kaldor’s  1940 model re-examined. Review of Economic 
Studies, 38, 37-44.

Chiarella, C., Flaschel, P., & Franke, R. (2005). Foundations for a disequilibrium theory 
of business cycles: Qualitative analysis and quantitative assessment. Cambridge, 
UK: Cambridge University Press.

Coddington, A. (1982). Deficient foresight: A troublesome theme in Keynesian 
economics. American Economic Review, 72, 480-487.
Colander, D. & van Ees, H. (1996). Post Walrasian macroeconomic policy. In D. 
Colander (Ed.), Beyond microfoundations: Post Walrasian macroeconomics (pp. 
207-220). Cambridge, UK: Cambridge University Press.

Crutchfield, J.P. (1994). The calculi of emergence: Computation, dynamics, and 
induction. Physica D, 75, 11-54. 

Davidson, P. (1996) Reality and economic theory. Journal of Post Keynesian Economics, 
18, 479-508.

Day, R. 1992. "Chaos and Evolution in Economic Processes," in K. Velupillai (ed.),
 Nonlinearities, Disequilibria and Simulation: Essays in Honour of Björn 
 Thalberg, London: Macmillan Press Ltd. 

Day, R.H. (1994). Complex economic dynamics, volume 1: An introduction to dynamical 
systems and market mechanisms. Cambridge, MA: MIT Press.

Debreu, G. (1959). Theory of Value. New York: Wiley.

Dechert, W.D. (Ed.). (1996). Chaos theory in economics: Methods, models and evidence. 
Aldershot: Edward Elgar.

Delli Gatti, D., Gallegati, M., & Gardini, L. (1994). Complex dynamics in a simple 
macroeconomic model with financing constraints. In G. Dymski & R. Pollin 
(Eds.), New perspectives in monetary macroeconomics: Explorations in the 
tradition of Hyman P. Minsky (pp. 51-76). Ann Arbor: University of Michigan 
Press.

Desai, M. (1973). Growth cycles and inflation in a model of class struggle. Journal of 
Economic Theory, 6, 527-545. 

Di Matteo, M. (1984). “Alternative monetary policies in a classical growth cycle,” in 

Goodwin, R.M., Kruger, M. and Vercelli, A., eds. Nonlinear Models of 

Fluctuating Growth. New York: Springer-Verlag.
Dore, M.H.I. (1993). The macrodynamics of business cycles. Cambridge: Basil       
Blackwell.

Dore, M.H.I. (1998). Walrasian general equilibrium and nonlinear dynamics. Nonlinear 
Dynamics, Psychology, and Life Sciences, 2,  59-72.

Dore, M.H.I, (1999).  “Introduction”, M.H.I Dore, and T. Mount (eds.) in Global 

Environmental Economics, Oxford: Blackwell Publishers.

Dore M.H.I., Chakravarty, S. and Goodwin, R. (eds) (1989). John Von Neumann and Modern Economics. Oxford, UK: Clarendon Press.

Dwyer, G.P., Jr. (1992). Stabilization policy can lead to chaos. Economic Inquiry, 30, 40-
46.

Engle, R.F. (1982). Autoregressive conditional heteroskedasticity with estimation of the 
variance of United Kingdom inflation. Econometrica, 55, 987-1007.

Farmer, J.D., Gillemot, L., Iori, G., Krishnamurthy, S., Smith, D.E., & Daniels, M.G. 
(2006). A random order placement model of price formation in the continuous 
double auction. In Blume & Durlauf (pp. 133-173).

Foley, D.K. (1987). Liquidity-profit rate cycles in a capitalist economy. Journal of 
Economic Behavior and Organization, 8, 363-377.

Foley, D.K. (1994). A statistical equilibrium theory of markets. Journal of Economic 
Theory, 62, 321-345.

Föllmer, H. (1974). Random economies with many interacting agents. Journal of 
Mathematical Economics, 1, 51-62.

Friedman, M. (1968). The role of monetary policy. American Economic Review, 58, 1-17.

Gibbard, A. (1973). Manipulation of voting schemes: A general result. Econometrica, 41, 
587-602.

Gilmore, C.G. (1993). A new test for chaos. Journal of Economic Behavior and 
Organization, 22, 209-237.

Goodwin, R.M. (1947). Dynamical coupling with especial reference to markets having 
production lags. Econometrica, 15, 181-204.

Goodwin, R.M. (1951). The nonlinear accelerator and the persistence of business cycles. 
Econometrica, 19, 1-17.

Goodwin, R.M. (1967). A growth cycle. In C.H. Feinstein (Ed.), Socialism, capitalism 
and economic growth: Essays presented to Maurice Dobb (pp. 54-58). Cambridge, UK: Cambridge University Press.

Goodwin, R.M. (1989). Swinging along the autostrada: cyclical fluctuations aslong the Von Neumann Ray. In Dore M., Chakravarty, S. and Goodwin, R. (eds) John Von Neumann and Modern Economics. Oxford, UK: Clarendon Press.

Goodwin, R.M. (1990). Chaotic economic dynamics. Oxford: Oxford University Press.
Grandmont, J.-M. (1985). On endogenous competitive business cycles. Econometrica, 
53, 995-1045.

Greenspan, A. (2004). Risk and uncertainty in monetary policy. American Economic 
Review, Papers and Proceedings, 94, 33-40.
Guesnerie, R. (1993). Successes and failures in coordinating expectations. European 
Economic Review, 37, 243-268.

Haken, H. (1983). “Synergetics.” Non-equilibrium phase transitions and social 
measurement, 3rd edition. Berlin: Springer-Verlag.

Hausdorff, F. (1918). Dimension und äusseres mass. Mathematischen Annalen, 79, 157-
179.

Heller, W.P., Ross M. Starr, David A. Starrett (eds) 1986. Social choice and public decision making. Cambridge and New York : Cambridge University Press, 1986- 

Hayek, F. A.  1924.  "A Survey of Recent American Writing: Stabilization Problems in 
Gold Exchange Standard Countries".  In Good Money, Part I.
Hayek, F.A. (1948). Individualism and economic order. Chicago: University of Chicago 
Press.

Hayek, F.A. (1967). The theory of complex phenomena. In F.A. Hayek,  Studies in 
Philosophy, Politics, and Economics (pp. 22-42). London: Routledge & Kegan 
Paul. 

Henkin, G.M. & Polterovich, V.M. (1991). Schumpeterian dynamics as a nonlinear wave 
model. Journal of Mathematical Economics, 20, 551-590.

Hicks, J.R. (1950). A contribution to the theory of the trade cycle. Oxford: Oxford 
University Press.

Hommes, C.H. (1991). Chaotic dynamics in economic models: Some simple case-studies. 
Groningen: Wolters-Noordhoff.

Horgan, J. (1997). The end of science: Facing the limits of knowledge in the twilight of 
the scientific age, pb. edition. New York: Broadway Books.

Houthakker, H.S, and Taylor, L. 1966.  Consumer demand in the United States; Analyses 


and Projections.  Cambridge: Harvard University Press.  
Hsieh, D.A. (1991). Chaos and nonlinear dynamics: Applications to financial markets. 
Journal of Finance, 46, 1839-1877.

Intriligator M.D. 1971. Mathematical optimization and economic theory. Englewood Cliffs, N.J.: Prentice-Hall.
Israel, G. (2005). The science of complexity: Epistemological problems and perspectives. 
Science in Context, 18, 1-31.

Kaas, L. (1998). Stabilizing chaos in a dynamic macroeconomic model. Journal of 
Economic Behavior and Organization, 33, 313-332.

Kaldor, N. (1940). A model of the trade cycle. Economic Journal, 50, 78-92.

Kaufmann, S.A. (1993). The origins of order: Self-organization and selection in 
evolution. New York: Oxford University Press.

Kalecki, M. (1935). A macrodynamic theory of business cycles. Econometrica, 3, 327-
344. 

Keynes, J.M. (1936). The general theory of employment, interest and money. London: 
Macmillan. 

Kydland, F. and E. Prescott (1982).  “Time to build and aggregate fluctuations”,  Econometrica, 50(6), 1345-1370.

Kuhn, T.S. (1962). The structure of scientific revolutions. Chicago: University of Chicago Press.

Lavoie, D. (1989). Economic chaos or spontaneous order? Implications for political economy of the new view of science. Cato Journal, 8, 613-635.

Leijonhufvud, A. (1981). Information and coordination: Essays in macroeconomic theory. New York: Oxford University Press.

Leijonhufvud, A. (1997). Macroeconomics and complexity: Inflation theory. In Arthur, Durlauf, & Lane (pp. 321-335).

Lewis, A.A. (1985). On effectively computable realizations of choice functions. Mathematical Social Sciences, 10, 43-80.

Lorenz, E.N. (1993). The essence of chaos. Seattle: University of Washington Press. 

Lorenz, H.-W. (1992). Multiple attractors, complex basin boundaries, and transient motion in deterministic economic systems. In G. Feichtinger (Ed.), Dynamic economic models and optimal control (pp. 411-430). Amsterdam: North-Holland.

Lucas, R. 1981. Understanding Business Cycles.  In Studies in Business Cycle Theory, 

MIT Press, Cambridge, Massachusetts.
Mankiw, G. 1998. Principles of Economics. Fort Worth: The Dryden Press.
Mantegna, R. & Stanley, H.E. (2000). An introduction to econophysics: Correlations and complexity in finance. Cambridge, UK: Cambridge University Press.

Markose, S.M. (2005). Computability and evolutionary complexity: Markets as complex adaptive systems (CAS). The Economic Journal, 115, F159-F192.

Mas-Colell, A., Whinston, M.D., & Green, J.R. (1995). Microeconomic theory. New York: Oxford University Press.

McCauley, J.L. (2005). Dynamics of markets: Econophysics and finance. Cambridge, UK: Cambridge University Press.

Mirowski, P. (2006). Markets come to bits: Evolution, computation and markomata in economic science. Journal of Economic Behavior and Organization, forthcoming.

Von Mises, L. 1924. Incorporated in the second German-language edition of The Theory of Money and Credit. Part 2, Chapter 7.
Nash, J. (1951). Non-cooperative games. Annals of Mathematics, 54, 286-295.

Neumann, J. von. (1937). Über ein ökonomisches gleichungssystem und eine verallgemeinerung des Brouwerschen fixpuktsatzes. Ergebnisse eines mathematischen Kolloquim, 8, 73-83. (English translation, 1945. A model of general equilibrium. Review of Economic Studies, 13, 1-9).

Nicolis, G. & Prigogine, I. (1989). Exploring complexity: An introduction. New York: W.H. Freeman.

Okun, A.M. 1980.  Rational-expectations-with-misperceptions as a theory of the

 business cycle.  Journal of Money, Credit, and Banking, 12, pp. 817-25.
Patinkin, D. (1965). Money, interest, and prices, 2nd edition. New York: Harper & Row.

Pesaran, M. and Potter, S. 1992.  Nonlinear Dynamics and Econometrics: An 


Introduction. Journal of Applied Econometrics, Vol. 7, pp. S1-S7.

Pohjola, M.T. (1981). Stable, cyclic, and chaotic growth: The dynamics of a discrete time version of Goodwin’s growth cycle. Zeitschrift für Nationalökonomie, 41, 27-38.

Poincaré, H. (1899). Les methods nouvelles de la mécanique célèste, 3 vols. Paris: Gauthier-Villars. 

Pol, B. van der & Mark, J. van der. (1927). Frequency demultiplication. Nature, 120, 363-364.

Prasad, K. (1991). Computability and randomness of Nash equilibria in infinite games. Journal of Mathematical Economics, 20, 429-442.

Puu. T. (1989). Nonlinear economic dynamics. Heidelberg: Springer-Verlag.

Puu, T. (2003). Attractors, bifurcations & chaos: Nonlinear phenomena in economics, 2nd edition. Heidelberg: Springer-Verlag.

Rabin, M. (1998). Psychology and economics. Journal of Economic Literature, 36, 11-46.

Rissanen, J. (1989). Stochastic complexity in statistical inquiry. Singapore: World Scientific.

Robertson, D. H. 1915. A study of industrial fluctuation; an enquiry into

the character and causes of the so-called cyclical movements of trade.

London: Aldwych.
Robinson, P. 1977.  The Estimation of Nonlinear Moving Average Model. Stochastic

 Processes and Their Applications, 5, pp. 81-90.

Rosser, J.B., Jr. (1999). On the complexities of complex economic dynamics. Journal of Economic Perspectives, 13(4), 169-192.

Rosser, J.B., Jr. (2000). From catastrophe to chaos: A general theory of economic discontinuities, volume I: Mathematics, microeconomics, macroeconomics, and finance (2nd edition). Boston: Kluwer. 

Rosser, J.B, Jr. & Rosser, M.V. (1997). Complex dynamics and systemic change: How things can go very wrong. Journal of Post Keynesian Economics, 20, 103-122.

Sargent, T.J. 1979.  Macroeconomic Theory. New York: Academic Press.

Satterthwaite, M. (1975). Strategy-proofness and Arrow’s condition: Existence and correspondence theorems for voting procedures and social welfare functions. Journal of Economic Theory, 10, 187-217. 

Schelling, T.C. (1971). Dynamic models of segregation. Journal of Mathematical Sociology, 1, 143-186.

Shubik, M. (1997). Time and money. In Arthur, Durlauf, & Lane (pp. 263-283).

Soliman, A.S. (1996). Fractals in nonlinear economic dynamic systems. Chaos, Solitons & Fractals, 7, 247-256.

Solow, R.M. 1990. “Goodwin’s Growth Cycle: Reminiscence and Rumination,” in 

Velupillai, K. ed. 1990. Nonlinear and Multisectoral Macrodynamics: Essays in Honor of Richard Goodwin. New York: New York University Press.

Stanley, H.E., Gabaix, X., Gopikrishnan, P., & Plerou, V. (2006). Statistical physics and economic fluctuations. In Blume & Durlauf (pp. 67-100). 

Strotz, R.H., McAnulty, J.C., & Naines, J.B, Jr. (1953). Goodwin’s nonlinear theory of the business cycle: An electro-analog solution. Econometrica, 21, 390-411.

Tong, H. and Lim, K.  1980.  Threshold Autoregression, Limit Cycles, and Cyclical Data.

Journal of the Royal Statistical Society. Series B, 42, pp. 245-292.

Turing, A.M. (1952). The chemical basis of morphogenesis. Philosophical Transactions of the Royal Society B, 237, 37-72.

Varian, H.R. (1979). Catastrophe theory and the business cycle. Economic Inquiry, 17, 14-28.

Velupillai, K.V. (Ed.). (2005). Computability, complexity and constructivity in economic analysis. Victoria: Blackwell.

Weidlich, W. (2002). Sociodynamics: A systematic approach to mathematical modelling in the social sciences. London: Taylor & Francis.

Weintraub, E.R. (2002). How economics became a mathematical science. Durham: Duke University Press.

Whang, Y.-J. & Linton, O. (1999). The asymptotic distribution of the nonparametric estimates of the Lyapunov exponent for stochastic time series. Journal of Econometrics, 91, 1-42.

Woodford, M. (2003). Interest and prices: Foundations of a theory of monetary policy. Princeton: Princeton University Press.

� These nonlinear investment functions play the role of the accelerator relations in multiplier-accelerator models, which also generate business cycles, and in nonlinear formulations can generate chaotic dynamics (Hicks, 1950; Goodwin, 1951; Puu, 1989, 2003; Hommes, 1991).  Rosser (2000, chap. 7) provides a full summary of these and related nonlinear macroeconomic models.  


� A symbol of this difficulty is that for many years William Brock kept a cartoon on his office door at the University of Wisconsin-Madison about searching for chaos that involved the “Where’s Waldo?” story book, with chaos depicted as a tiny Waldo in a sea of many other figures.


� This volume has been followed up by two others since (Arthur, Durlauf, & Lane, 1997a; Blume & Durlauf, 2006), both also representing the results of such conferences at the Santa Fe Institute.


� A possible exception is certain coupled linear systems (Goodwin, 1947; Turing, 1952), although these will be nonlinear when reduced to a normalized uncoupled equivalent form.


� While we have briefly discussed chaos theory above and mentioned one catastrophe theory model (Varian, 1979), we shall not further discuss these other branches of the broader complexity here.  Also, while we emphasize the role of the Santa Fe Institute, these ideas had previously been developed by physicists and chemists and applied to economics by the Prigogine group in Brussels (Allen & Sanglier, 1981; Nicolis & Prigogine, 1989) and the Haken group in Stuttgart (Haken, 1983; Weidlich, 2002).  One of the first examples of this approach was the urban segregation model of Schelling (1971).


� Another idea widely thought to be fundamentally linked to complexity is the non-convexity of increasing returns (Arthur, 1994).


� This reflects an old conundrum in Post Keynesian economics.  On the one hand Keynes stressed that economies exhibit fundamental uncertainty that cannot be modeled using standard statistical methods (Keynes, 1936, chap. 12), an argument reiterated by some Post Keynesians such as Davidson (1996).  However, Keynesians (and Post Keynesians) generally support interventionist policies by governments to stabilize macroeconomies, leading critics to question how this can be done if the policymakers also face fundamental uncertainty regarding the outcomes of their actions (Coddington, 1982). Nevetheless there can be “rights-based” microeconomic interventions in the form of social programs that we find in Canada and in all social democracies in Europe. 


� Some Austrian economists have even used complexity theory to argue that the self-organizing economy is efficient (Hayek, 1948; Lavoie, 1989).
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