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Abstract

We give resource bounded versions of the Completeness Theorem for
propositional and predicate logic. For example, it is well known that
every computable consistent propositional theory has a computable com-
plete consistent extension. We show that, when length is measured rela-
tive to the binary representation of natural numbers and formulas, every
polynomial time decidable propositional theory has an exponential time
(EXPTIME) complete consistent extension whereas there is a nondeter-
ministic polynomial time (N P) decidable theory which has no polynomial
time complete consistent extension when length is measured relative to the
binary representation of natural numbers and formulas. It is well known
that a propositional theory is axiomatizable (respectively decidable) if and
only if it may be represented as the set of infinite paths through a com-
putable tree (respectively a computable tree with no dead ends). We show
that any polynomial time decidable theory may be represented as the set
of paths through a polynomial time decidable tree. On the other hand,
the statement that every polynomial time decidable tree represents the
set of complete consistent extensions of some theory which is polynomial
time decidable, relative to the tally representation of natural numbers
and formulas, is equivalent to P = N P. For predicate logic, we develop a
complexity theoretic version of the Henkin construction to prove a com-
plexity theoretic version of the Completeness Theorem. Our results imply
that that any polynomial space decidable theory A possesses a polynomial
space computable model which is exponential space decidable and thus A
has an exponential space complete consistent extension. Similar results
are obtained for other notions of complexity.

*Dept. of Commerce Agreement 70-NANB5H1164 and NSF grant DMS-9306427.



1 Introduction

Complexity theoretic or feasible model theory is the study of resource-bounded
structures and isomorphisms and their relation to computable structures and
computable isomorphisms. This subject has been developed during the 1990’s
by Cenzer, Nerode, Remmel and others. See the survey article [11] for an intro-
duction. Complexity theoretic model theory is concerned with infinite models
whose universe, functions, and relations are in some well known complexity
class such as polynomial time, exponential time, polynomial space, etc. By
far, the complexity class that has received the most attention is polynomial
time. One immediate difference between computable model theory and com-
plexity theoretic model theory is that it is not the case that all polynomial time
structures are polynomial time equivalent. For example, there is no polynomial
isomorphism f with a polynomial time inverse f~! which maps the binary rep-
resentation of the natural numbers Bin(w) = {0} U {1}{0,1}* onto the tally
representation of the natural numbers Tal(w) = {1}*. This is in contrast with
computable model theory where all infinite computable sets are computably
isomorphic so that one usually only considers computable structures whose uni-
verse is the set of natural numbers w.

There are two basic types of questions which have been studied in polynomial
time model theory. First, there is the basic existence problem, i.e. whether a
given infinite computable structure A is isomorphic or computably isomorphic
to a polynomial time model. That is, when we are given a class of structures C
such as a linear orderings, Abelian groups, etc., the following natural questions
arise.

(1) Is every computable structure in C isomorphic to a polynomial time struc-
ture?

(2) Is every computable structure in C computably isomorphic to a polynomial
time structure?

For example, the authors showed in [3] that every computable relational struc-
ture is computably isomorphic to a polynomial time model and that the standard
model of arithmetic (w, +, —, -, <, 2%) with addition, subtraction, multiplication,
order and the 1-place exponential function is isomorphic to a polynomial time
model. The fundamental effective completeness theorem says that any decidable
theory has a decidable model. It follows that any decidable relational theory has
a polynomial time model. These results are examples of answers to questions
(1) and (2) above. However, one can consider more refined existence questions.
For example, we can ask whether a given computable structure A is isomorphic
or computably isomorphic to a polynomial time model with a standard universe
such as the binary representation of the natural numbers, Bin(w), or the tally
representation of the natural numbers, Tal(w). That is, when we are given a
class of structures C, we can ask the following questions.

(3) Is every computable structure in C isomorphic to a polynomial time struc-
ture with universe Bin(w) or Tal(w)?



(4) Is every computable structure in C computably isomorphic to a polynomial
time structure with universe Bin(w) or Tal(w)?

Tt is often the case that when one attempts to answer questions of type (3) and
(4) that the contrasts between computable model theory and complexity theo-
retic model theory become more apparent. For example, Grigorieff [15] proved
that every computable linear order is isomorphic to a linear time linear order
which has universe Bin(w). However Grigorieff’s result can not be improved
to the result that every computable linear order is computably isomorphic to
a linear time linear order over Bin(w). For example, Cenzer and Remmel [3]
proved that for any infinite polynomial time set A C {0,1}*, there exists a
computable copy of the linear order w4+ w* which is not computably isomorphic
to any polynomial time linear order which has universe A. Here w + w™* is the
order obtained by taking a copy of w = {0,1,2,...} under the usual ordering
followed by a copy of the negative integers under the usual ordering.

The general problem of determining which computable models are isomor-
phic or computably isomorphic to feasible models has been studied by the au-
thors in [3], [4], and [7]. For example, it was shown in [4] that any computable
torsion Abelian group G is isomorphic to a polynomial time group A and that
if the orders of the elements of G are bounded, then A may be taken to have a
standard universe, i.e. either Bin(w) or Tal(w). It was also shown in [4] that
there exists a computable torsion Abelian group which is not isomorphic, much
less computably isomorphic, to any polynomial time (or even any primitive re-
cursive) group with a standard universe. Feasible linear orderings were studied
by Grigorieff [15], by Cenzer and Remmel [3], and by Remmel [25, 26]. Feasible
vector spaces were studied by Nerode and Remmel in [20] and [22]. Feasible
Boolean algebras were studied by Cenzer and Remmel in [3] and by Nerode and
Remmel in [21]. Feasible permutation structures and feasible Abelian groups
were studied by Cenzer and Remmel in [4] and [7]. By a permutation structure
A = (A, f), we mean a set A together with a unary function f which maps A
one-to-one and onto A.

General conditions were given in [10] which allow the construction of models
with a standard universe such as Tal(w) or Bin(w) and these conditions were
applied to graphs and to equivalence structures. An equivalence structure A =
(A, R*) consists of a set A together with an equivalence relation. For example,
it was shown that any computable graph with all but finitely many vertices of
finite degree is computably isomorphic to a polynomial time graph with standard
universe. On the other hand, a computable graph was constructed with every
vertex having either finite degree or finite co-degree (i.e. joined to all but finitely
many vertices) which is not computably isomorphic to any polynomial time
graph with a standard universe. An equivalence structure A = (A, R*) consists
of a set A together with an equivalence relation. It was also shown that any
computable equivalence structure is computably isomorphic to a polynomial
time structure with a standard universe.

The main goal of this paper is to study the relationship between theories
whose decision problem lies in some standard complexity class between poly-



First order theory of Upper Bound Lower Bound
1-1 Unary Function | DSPACE(2"), NTIME(QC”Q) ¢ NTIME(QCI")

(for some ¢’)

One Successor DSPACE(n?) ¢ NSPACE(cdn)
(N, <) DSPACE(n?) ¢ NSPACE(cdn)
(Z,+,<) DSPACE(2*") ¢ NTIME(2>"")

(for some ')

Table 1: Complexity of Certain Theories

nomial time and exponential space and the complexity of the models of that
theory. For example, an obvious first question is to study the complexity of
the basic Henkin construction for proving Goédel’s Completeness Theorem. It
is well known that the Henkin construction is effective in that it can be used
to prove that any complete decidable theory I' has decidable model. See the
survey paper by Harizanov [16] for details. Here we say that a set T of for-
mulas in some first order language is decidable if the set of consequences of
I, Cn() = {¢ : I F ¢}, is computable. Note that if I" itself is computable,
then the set of consequences of I' is, in general, only computably enumerable
(c.e.) and not necessarily computable. Similarly we say a model or structure
M whose universe is a computable set M C {0,1}* is decidable if the complete
theory of M is computable, i.e. the set of all formulas ¢[aq, ..., ax] such that
ay,...,a, € M and M = @lay,...,ax] is a computable set. We say that M is
computable if the atomic diagram of M is computable, i.e. the set of all atomic
formulas ¢[ay,...,a] such that a1,...,a, € M and M [ ¢lay,...,ax] is a
computable set.

For predicate logic, we develop a complexity theoretic version of the Henkin
construction. Our basic result on the complexity of the Henkin construction
will imply that a polynomial space decidable theory will have an exponential
space decidable model M. Hence a polynomial space decidable theory always
has an exponential space complete consistent extension. In addition, we show
that M may be constructed to have a standard universe, Bin(w) or Tal(w),
where the atomic diagram of M is polynomial space computable. In general,
the complexity of the complete theory will be exponential over the complexity
of the given theory. We shall also study the complexity of the omitting types
theorem and the complexity of the completeness theorem for propositional logic.

The complexity of logical theories was studied from a different point of view
in Ferrante’s and Rackoft’s book [14]. In [14], the goal was to study the com-
plexity of well known theories such as the theory of the natural numbers N
under the usual ordering <, Th(N, <), or the theory of the natural numbers
with successor, Th(N, S). In particular, one wants to give upper and lower
bounds on the complexity of these theories. Table 1 provides some of the basic
results in the subject. A longer table is given in [14].

To understand this table, row two says that the theory of one successor is de-



cidable in deterministic space n? but is not decidable in non-deterministic space
s(n) for some s(n) such that s(n) is O(n) while row four says that the theory
of the integers with addition and order (Z,+, <) is decidable in deterministic
space 22" for some ¢, but there is a ¢ such that (Z,+, <) is not decidable in

non-deterministic time 22°".

We note that there is often a lower limit on the complexity of non-trival
propositional or predicate logic theories. To be more precise, in propositional
logic, the set of consistent, or satisfiable, sentences is the classic NP complete
set. Now a sentence ¢ is valid if and only if —¢ is not satisfiable. Thus the
smallest theory, the set of valid sentences is Co-N P complete. On the other
hand, any complete propositional theory is determined by its underlying set of
propositional variables. That is, let V' = {Ag, A1,...} be a set of propositional
variables, S be any subset of V and I'(S) be the consequences of {A; : i €
S}U{-A; :i ¢ S}. Then S is computable from T'(S) in constant time. On
the other hand, given any sentence ¢ containing variables A;, ..., 4;,, we can
decide whether ¢ € T'(S) by first making each A; true if it is in S and false if not,
and then evaluating ¢. That is, ¢ € I'(S) if and only if the value of ¢ is true.
Thus I'(S) is computable from S in linear time and linear space. Thus there are
complete propositional theories in any of the standard complexity classes such
as linear time, linear space, polynomial time, polynomial space, etc.

For predicate logic, the set of valid sentences is ¥9-complete so that the set
of satisfiable sentences is I19-complete. For most computable structures M, the
theory of M is PSPACE hard by the following observation. Suppose that M
is a computable model and that there is a formula ¢(x1, ..., zx) such that both
¢ and —¢ are satisfiable in M. Then the theory of M is PSPACE hard. This
follows from the fact that the decision problem, QBF, of the satisfiability of
quantified Boolean formulas is PSPACE hard. (See Papadimitriou [24].) QF B
is the decision problem for the set of satisfiable quantified Boolean formulas of
the form

B = (Q1p1)(Q2p2) - - . (Qnpn)a

where « is a Boolean expression in z1, ..., T,, each quantifier Q; is either 3 or
V, and the sequence of quantifiers @)1, ...Q, alternates between 3 and V. Now
let ¢(x1,...,x) be given so that both ¢ and —¢ are satisfiable in M. Then /3
may be simulated in M by

lel,l s lel,k s ann,l N Qnmn,ka(¢(x1,17 s 7x1,k)7 s ;¢(xn,17 (RS xn,k))

Thus unless P = PSPACE, no non-trivial polynomial time decidable theory
can be complete.

There are nice examples of computable models M whose theories are in
PSPACE. That is, consider structures A = (A, f) where f : A — A is unary
function. Note that our structures will always include the equality relation.
We say that A is an injection structure if f is one-to-one and we say that A
is a permutation structure if f is a bijection from A onto A. As seen in the
table above, the complexity of the general theory of injection structures is in
nondeterministic exponential space and is not NP. Cenzer and Remmel also



studied injection structures in [4, 7]. Before we can give some examples of
computable injections and/or permutation structures whose theories have low
complexity, we need to establish some notation. The orbit O(a) of an element
a of (A, f) is defined to be

Ola)={be A: (Fnecw)(f"(a)=>bV f*(b) =a)}.

There are two types of infinite orbits, one of type w which is isomorphic to
(w, S) and the other of type Z which is isomorphic to (Z, S). The order |a| of
an element a € A is card(O(a)) if O(a) is finite, is w if O under f is isomorphic
to (w,S), and is Z if O under f is isomorphic to (Z,S). The full spectrum of
(A, f) consists of all pairs (0,n) such that there are at least n+ 1 orbits of type
w, (1,n) such that there are at least n+ 1 orbits of type Z, and (g, n) such that
q > 1 and there are at least n + 1 orbits of size ¢ — 1 in (4, f4).

We can use Ehrenfeucht-Fraisse games to show that for certain permutation
structures A = (A, f), Th(A) is in PSPACE. Recall that two structures are
n-equivalent if they satisfy the same sentences of quantifier rank < n. Given
two structures A and B, the Ehrenfeucht-Fraisse game G, (A, B) of length n
has two players, the “duplicator” and the “spoiler”. At turn ¢ of the game,
the spoiler selects an element a; € A or b; € B from one of the two structures
and the duplicator then selects an element from the other structure. The du-
plicator wins a play of this game if for the chosen elements, the substructure
{a1,...,a,} of A is isomorphic to the substructure {b1,...,b,}. The classic
theorem of Ehrenfeucht shows that two structures are n-equivalent if and only
if the duplicator has a winning strategy for the Ehrenfeucht game G, (A, B).
See [12] for a detailed exposition on Ehrenfeucht-Fraisse games.

Now let M = (M, f) be the permutation structure which consists of infinitely
many orbits, each of finite size k. It is not hard to see that, for each n, the
structure (M, f) is n-equivalent to the finite structure (M,, g), consisting of n
orbits of size k. That is, given that {a1,...,a;_1} is isomorphic to {by,...,b;—1},
we note that at most ¢ — 1 orbits of M,, have elements among {b,...,b;—1}.
Now given a new element a; € M, there are two cases. First, we might have
a; = g'(a;) for some ¢ < k and some j < i. Then the duplicator just selects
b; = g'(bj) to extend the isomorphism. Second, we might have a; in a different
orbit from each of ai,...,a;_1. Then the duplicator simply selects b; from an
orbit which does not include any of by,...,b;_1. Now suppose we are given a
sentence ¢ of length n and hence of quantifier depth < n. To check whether
M = ¢, it suffices to check whether (M, g) = ¢. Since M, has only nk elements
and ¢ has length n, this can easily be done in polynomial space (nk)" for some
r. This shows that Th(M) is in PSPACE. It is not hard to generalize this
argument to permutation structures which consists of all finite orbits of finitely
many different sizes.

It was shown in [7] that any computable model of a 1-1 unary function is
isomorphic to a polynomial time model but not necessarily to a polynomial
time model with standard universe. Various conditions under which a standard
universe may be obtained were given, including when the tally representation of



the spectrum is in P. Now the spectrum of (A4, f) is computable in polynomial
time from the theory, since for example, (4,0) is in the spectrum if and only if

G2)[fff(z) = & [f(z) # ].

It follows first that any complete, decidable theory of a 1:1 unary function
has a polynomial time model and second that any complete polynomial time
decidable theory has a polynomial time model with standard universe. The main
theorem of this paper concerning the complexity of the Henkin construction
will give a more general result in the special case of polynomial time decidable
theories. That is, we shall show that every polynomial time decidable theory
has a polynomial time model with standard universe which is also exponential
time decidable.

The outline of this paper is as follows. In section two, we shall first establish
our basic notation for complexity classes. Then we shall study the complexity
of theories and models for propositional logic. In particular, we will show that
any theory which is polynomial time decidable in tally has a polynomial time
complete consistent extension while there exists a theory which is N P decidable
in binary but has no polynomial time decidable complete consistent extension.
We also consider the representation of the set of complete consistent extensions
of a theory by the IIY class of infinite paths through a tree. Here we show that
the following is equivalent to P = N P: Every polynomial time decidable tree
represents the set of complete consistent extensions of some theory which is
polynomial time decidable in tally. In section three, we shall prove our main
theorem that any polynomial space decidable theory has an exponential space
decidable model with standard universe which is also polynomial space com-
putable. Similar results are given for other notions of complexity. Our notation
will follow that of [10]. For more on the theory of computability, see Odifreddi
[23], Soare [27], for more on complexity theory, see Hopcroft and Ullman [17].
For more on computable model theory, see Harizanov [16].

2 Propositional Theories

2.1 Basic complexity definitions

We start this section by giving the basic definitions from complexity theory
which will be needed for the rest of the paper.

Let ¥ be a finite alphabet. Then ¥* denotes the set of finite strings of
letters from 3 and ¢ denotes the set of infinite strings of letters from 3 where
w=1{0,1,2,...} is the set of natural numbers. For any natural number n # 0,
tal(n) = 1™ is the tally representation of n and bin(n) = i....i1ip € {0,1}* is
the binary representation of n if n = ig+2-i1+---+2¢-i. and i, # 0. In general,
the k-ary representation by (n) =i....i140 if n = ig+41-k+---ie -k and i, # 0.
We let tal(0) = bin(0) = bx(0) = 0. Then we let Tal(w) = {tal(n) : n € w},
Bin(w) = {bin(n) : n € w} and, for each k > 2, By(w) = {bx(n) : n € w}.



For a string 0 = (0(0),0(1),...,0(n—1)), |o| denotes the length n of 0. The
empty string has length 0 and will be denoted by (). A constant string o of length
n will be denoted by k™. For m < |o|, o[m is the string (¢(0),...,0(m — 1));
o is an initial segment of T (written o < 7) if ¢ = 7[m for some m. The
concatenation o7 (or sometimes just o7) is defined by

o~ 1 =(0(0),0(1),...,0(m —1),7(0),7(1),...,7(n — 1)),

where |o| = m and |7| = n; in particular we write 0" a for 07 (a) and a "o for
(a)"o.

Our basic computation model is the standard non-deterministic multitape
Turing machine of Hopcroft and Ullman [15]. Note that there are different heads
on each tape and that the heads are allowed to move independently. This implies
that a string o can be copied in linear time. An oracle machine is a multitape
Turing machine M with a distinguished work tape, a query tape, and three
distinguished states QUERY, YES, and NO. At some step of a computation on
an input string o, M may transfer into the state QUERY. In state QUERY, M
transfers into the state YES if the string currently appearing on the query tape
is in an oracle set A. Otherwise, M transfers into the state NO. In either case,
the query tape is instantly erased. The set of strings accepted by M relative to
the oracle set A is L(M, A) = {o] there is an accepting computation of M on
input o when the oracle set is A}. If A =0, we write L(M) instead of L(M, ().

Let t(n) be a function on natural numbers. A Turing machine M is said
to be t(n) time bounded if each computation of M on inputs of length n where
n > 2 requires at most t(n) steps. A function f(z) on strings is said to be in
DTIME(t) (respectively, NTIM E(t)) if there is a t(n)-time bounded determin-
istic (resp. non-deterministic) Turing machine M which computes f(z). For a
function f of several variables, we let the length of (z1,...,z,) be |x1]|+- - -+|zy|.
A set of strings or a relation on strings is in DTTM E(t) if its characteristic func-
tion is in DTIME(t). A Turing machine M is said to be t(n) space bounded
if each computation of M on inputs of length n where n > 2 the work space
required to carry out the computation is bounded by ¢(n). A function f(z) on
strings is said to be in DSPACE(t) (respectively, NSPACE(t)) if there is a
t(n)-space bounded deterministic Turing machine M which computes f(x). A
set of strings or a relation on strings is in DSPACE(t) (resp. NSPACE(t)
if its characteristic function is in DSPACE(t). For a family 7 of functions,
DTIME(T) = Ujer DTIME(f) and similarly for NTIME, DSPACE and
NSPACE. The family f(O(n)) denotes {f(cn) : ¢ € w}. In particular,
LIN = DTIME(O(log(n))), DEXT = DTIME(2°(™) (exponential time),
and EXPSPACE = DSPACE(2°™). In addition to the standard complex-
ity classes P, NP and PSPACE, we will also consider double exponential time
and space as well as the interesting class DTIM E(n(log n)®™M), which was
studied by R. Brent in [1], plus the following:.

LOG = 5, DSPACE(c - loga(n)),



EXPTIME =] ,5, DTIME(2"), and
NEXPTIME =J,o, NTIME(2""). DOUBEXT = J,5, DTIME(2>""),

DOUBEXPSPACE = Uczo DSPACE(ch'"),

We fix enumerations {P;};en and {N;};cn of the polynomial time bounded
deterministic oracle Turing machines and the polynomial time bounded non-
deterministic oracle Turing machines respectively. We may assume that p;(n) =
max(2,n)" is a strict upper bound on the length of any computation by P; or
N; with any oracle X on inputs of length n. PX and N;X denote the oracle
Turing machine using oracle X.

For A, B C ¥*, we shall write A <P B if there is a polynomial-time function
f such that for all z € ¥*, x € A iff f(z) € B. We shall write A <E B if A
is polynomial time Turing reducible to B. For r equal to m or T, we write
A=l Bif A<P B and B <I' A and we write A |F'B if not A <P’ B and not
B <P A

2.2 Complexity of propositional theories

We start this subsection with some definitions and background. Let the propo-
sitional language £ have propositional letters Ag, A1,... and connectives -, V
and A and let Sent(L) be the set of sentences in this language. For any subset
A of Sent(L), let Cn(A) be the set of consequences of A, that is, Cn(A) = {¢ :
Al ¢}, Let SAT(A) = {¢ : AU {¢} is consistent (or satisfiable)}. A subset
T of Sent(L) is said to be a theory if it is closed under consequences, that is,
if Cn(T") =T. A theory T is said to be aziomatizable if there is a computably
enumerable set A such that I' = Cn(A). A theory T is said to be decidable if
there is a computable algorithm for deciding whether a given sentence ¢ is in T'.

Shoenfield observed in [28] that for any axiomatizable predicate logic or
propositional logic theory T', the set E(T) of complete consistent extensions of
I' may be represented as a II{ class, that is, as the set of infinite paths through
a computable tree. For a decidable theory, this tree may be taken to have no
dead ends. In fact, Ehrenfeucht [13] proved that any IIY class represents an
axiomatizable theory. For a tree without dead ends, the theory may be taken to
be decidable. This representation is central to the discussion of the complexity
of theories. See [11] for a more complete discussion of the relationship between
axiomatizable (decidable) theories and II{ classes. Next we shall consider com-
plexity theoretic versions of these results.

It is first necessary to define the length |¢| of a formula ¢. Suppose that the
underlying set of propositional letters in our propositional language is { Ag, A1, ...}
In the standard or binary representation of a sentence ¢, the numeral ¢ in
a propositional letter A; is written in binary representation bin(i) so that
the length |A;| in binary is 1 + |bin(z)|. That is, |bin(4;)] = r + 2 when



2" < 4 < 2"l In the tally representation, the numeral i is written as 1°
so that [tal(A4;)] = i+ 1. A complete consistent theory I' is represented by a
subset of w, S(T') = {i : A; € A}, or, equivalently, by the characteristic function
in {0,1}* of S(I'). The set of all complete consistent extensions of a consis-
tent set A of sentences is denoted as CC(A). We shall let a finite sequence
o € {0,1}" represent the sentence B(c) = By A By A ... By, where B; = A; if
o(i)=1and B; = -4; if 0(i) = 0.

Lemma 2.1 tal(B(0)) has length O(n?) and may be computed in time O(n?)
and Bin(B(c)) has length O(n-log n) and may be computed in time O(n log n).

A set A of sentences is said to be P-decidable in binary (in tally) if there
is a polynomial time Turing machine which given as input the binary (tally)
representation of a formula ¢, computes 1 if A F ¢ and computes 0 otherwise.
We say that A is weakly P-decidable in binary (in tally) if there is a polynomial
time Turing machine which given as input the binary (tally) representation
of a conjunction ¢ of literals, computes 1 if ¢ € SAT(A) and computes 0
otherwise. One can define the notion of A being (weakly) C-decidable in binary
or tally for any complexity class C in a similar manner. A theory I is said to
be P-axiomatizable if it possesses a polynomial time set A of axioms such that
I' = Cn(A). Again similar definitions apply to other notions of complexity.

For a tree T' C {0,1}<%, we say that T is a P-tree if the set {o € {0,1}" :
o € T} is a polynomial time set. We will say that T is P-decidable if T is a
P-tree and the set of dead ends of T is also in P (so that there is a P-tree
S with no dead ends such that [S] = [T]). Similar definitions apply to other
notions of complexity. The complexity of various aspects of trees was studied
by the authors in [6].

We say that the tree T represents CC(A), the set of complete consistent
extensions of A, if the set [T] of infinite paths through T equals the family
of sets S C {Ag, A1,...} such that T'(S) is a complete consistent extension of
A. We observe that there is a canonical tree T' which represents CC(A) where
o €T < B(o) € SAT(A).

Theorem 2.2 Let A be a propositional theory.

(i) If A is weakly DTIME(n log(n)°M) decidable in binary, then CC(A)
may be represented as the set of paths through a tree in DTIM E(n log(n)°™).

1 15 weakly P-decidable (respectively . either binary or
If A kly P-decidabl ly PSPACE her b
tally, then CC(A) may be represented as the set of paths through a P-tree
(resp. PSPACE-tree).

(iii) If A is weakly DEXT-decidable (respectively, EX PSP ACE-decidable) in
tally or binary, then CC(A) may be represented as the set of paths through

an EXPTIM E-tree (resp. Uyc, DSPACE(2™)-tree).

10



Proof: In each case, we shall let T" be the canonical tree which represents
CC(A). That is, 0 € T <= B(0) € SAT(A).

(i) Suppose that A is weakly DTIM E(n log(n)°(") decidable in binary. By
Lemma 2.1, we can compute bin(B(0)) from o in time O(n log n), so that T is
in DTIME(n log(n)®™M).

(ii) It easily follows from Lemma 2.1 that we can compute bin(B(c)) and
tal(B(o)) in polynomial time and space from o. Thus if A is weakly P-decidable
(weakly PSPAC E-decidable), then T is a P-tree (PSP AC E-tree).

(iii)If A is weakly DEXT-decidable in tally (EX PSAC E-decidable), it will
require on the order of 2/°I" time (space) to determine if B(o) € SAT(A) so
that 7' is an EXPTIM E-tree (U, DSPACE(2"k)—tree). Similarly if A is
weakly DEXT-decidable in binary (EX PSAC E-decidable), it will require on
the order of 2/19(71) time (space) to determine if B(o) € SAT(A) so that
again T' is an EX PTIM E-tree (|, DSPAC’E(Q"R)—tree). O

The corresponding result for axiomatizable theories does not require any
restriction on the complexity of the set of axioms. In fact, our next result
strengthens Theorem 4.1 of [5] which showed that any II{ class may be repre-
sented as the set of paths through a polynomial time tree.

A computable function f is said to be time constructible if and only if there

is a Turing machine which on every input of size n halts in exactly f(n) steps.
In particular, the functions logh(n) are time constructible for k& > 1 where
we define logh(n) by induction as log!(n) = log(n) and for k > 1, logh(n) =
loga(logs=*(n)).
Theorem 2.3 Let f be any time constructible function which is nondecreasing
and unbounded. If a propositional theory I' has a computably enumerable set of
azioms, then it has a DTIME(O(f)) set of axioms and may be represented as
the set of paths through a DTIME(O(f))-tree.

Proof: First we need to construct a computable nondecreasing unbounded
function g such that

1. g(n) < f(n)'/* for all n and
2. g € DTIME(O(f)) relative to the tally representation.

It is easy to compute such a g. That is, suppose that m < f(n)%, then we
can compute the tally representation of m* in time cm* for some constant c. It
follows that we can compute m* for j =0,1,...,m, in time

m
ch4 < em® < ef(n)'/?,
§=0

Now for sufficiently large n, c¢f(n)*/? < f(n). Thus to compute g(n), we start
computing the values of j* for 5 = 0,1,... until we have used f(n) steps.
g(n) is the largest m such that we have finished the computation of j* for
7 =0,1,...,m. Note that g is clearly nondecreasing and is unbounded since f
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is unbounded. Since g(n) is computed in time f(n), we must have g(n)* < f(n)
so that (1) and (2) hold.

Since I has a c.e. set of axioms, it follows that I' itself is computably
enumerable. For each t, let I'y be the set of sentences enumerated into I' by
stage t. Now given a finite path o € {0,1}", put o € T if and only if, for
all m < g(n), ~B(o[m) ¢ Tyuy. Then for each m < g(n), B(o[m) may
be computed in time O(m?) and has length O(m?). Since T'y(,,) has at most
g(n) strings, we need only make g(n) comparisons to see if ~B(c[m) ¢ T'y(y.
Since each comparison takes O(n?) time, it take O(m?)g(n)) time to decide if
—B(o[m) ¢ I'y,). Thus the total time needed to test o € T is less than or

equal to Zfr(bz)o_l em?g(n) < cg(n)* < cf(n) for some constant c.

We claim that = € [T] if and only if = represents a complete consistent
extension of I'. Suppose first that @ ¢ T and recall that = represents the
theory I'(z) which contains A,, whenever z(n) = 1 and contains —A,, whenever
z(n) = 0. That is, I'(z) contains B(xz[n) for all n. Since x ¢ T, there exists m
such that ¢ = x[m ¢ T. Then by the definition of T, =B(c[n) € T for some
n < m which shows that I'(x) is not consistent with I". Next suppose that I'(x)
is not consistent with I'. Then for some n, ~B(z[n) € T'. Thus there is an s
such that =B(z[n) € T's. Now let r = maz{n, s} and choose m large enough so
that g(m) > r. It follows from our definitions that z[m ¢ T

Finally, we note that I" has a DTIME(O(f(n))) set of axioms A where A
is simply the set of =B(o) such that o ¢ T. O

Thus for any k and any axiomatizable theory I', I has a DTTM E(O(log* (n)))
set of axioms and may be represented as the set of paths through a tree which
lies in DTTM E(O(log*(n))).

The reverse question of representing a I1{ class of prescribed complexity by
a decidable or axiomatizable theory is more interesting. We shall modify the
classic proof of Ehrenfeucht [13] to give a converse of Theorem 2.3. As in the
Theorem 2.3, there is no solid connection in the axiomatizable case between the
complexity of the class and the complexity of the corresponding theory.

Theorem 2.4 For any 1Y class Q and for any time constructible function f
which is nondecreasing and unbounded, there is a propositional theory I' with a
DTIME(O(f)) set of azioms such that Q represents the set of complete con-
sistent extensions of I.

Proof: We can establish the desired result by modifying the proof of the
previous theorem. Given a computable tree S such that Q@ = [S], first define
a DTIME(O(f)) time tree T with Q = [T] as follows. First put the empty
sequence in T. Next, for any given o = (01,...,0,) € {0,1}", run the com-
putations to test whether (o1,...,0;) € S for ¢ = 1,2,...,n in order for f(n)
steps. If there is some ¢ such that we have completed the computation to test
whether (o1,...,0;) € S and (01,...,0;) ¢ S, then we declare that o ¢ T.
Otherwise, we put o € T. Now it is easy to see that if x = (z1,22,...) is an
infinite path in [S], then (x1,...,2,) € T for all n so that « € [T]. However,
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if ¢ [S], then there is some m such that (x1,...,2,,) ¢ S. Since f is un-
bounded, there is an n large enough so that we can compute the computations
to test whether (x1,...,2;) € S for i =1,...,m with in f(n) steps. It follows
that if ¢ = (01,...,0,) is a string which extends (z1,...,2.), then o ¢ T
so that « ¢ [T]. Thus T is a DTIME(O(f)) tree such that [T] = [S] so that
Q@ = [T]. Then Q represents the set of complete consistent extensions of the the-
ory with a DTIME(O(f)) set A of axioms defined as in the proof of Theorem
2.3. U

The results for decidable trees are somewhat surprising. Let us first give a
few definitions. Recall that SAT is the set of satisfiable, or consistent, proposi-
tional sentences and is the standard N P-complete set.

Theorem 2.5 The following are equivalent:
(i) P=NP;

(ii) Ewvery P-decidable tree represents the set of complete consistent extensions
of some theory which is P-decidable in tally.

Proof:  [(ii) — (i)] Let T = {0,1}* and suppose that A is a theory which
is P-decidable in tally such that {0,1}* = [T] represents the set of complete
consistent extensions of A. Then it is easy to see that SAT(A) = SAT. But
this means that

¢ € SAT = ﬁ[A F ﬁ(b] (1)

Since A is P-decidable in tally, (1) would imply that SAT is polynomial time
and hence P = NP.

[(i) — (ii)] Next suppose that P = NP and let T be a P-decidable tree.
Let ¢(Ao,...,A,) be a propositional formula whose propositional letters are a
a subset of {Ay,...,A,} and which contains A,,. The canonical theory A such
that [T] represents the set of complete consistent extensions of A is defined by

AF ¢(Ag, ..., An) = (Yo e TN{0,1}")(B(o) F ¢(Ao, ..., Ap)).

We will show that SAT(A) is NP and hence in P by our assumption. In
tally, n < |B(0)| < 2n?, so that for each o € {0,1}", we can test whether
B(o) F —=¢(Ay,...,A) in polynomial time in the length of ¢(Ay, ..., A,). Thus
we can test ¢(Ag,...,An) € SAT(A) in the usual NP fashion, by guessing a
string o of length n and checking that ¢ € T and B(c) implies ¢(Ay, ..., Ay).
Thus SAT(A) is in P. O

The corresponding result does not follow relative to the binary representation
of theories. That is, the direction [(ii) — (i)] still holds, since the SAT problem
is N P-complete in either tally or binary. However, the argument given for
the reverse direction only shows that SAT(A) is DTIM E(2°()-decidable in
binary. This is due to the fact that a short formula ¢ with a high numbered
variable, such as a propositional variable As»_7 requires us to check whether
B(o) F ¢(Ay,...,Ay) for |o| = 2™ — 1 which would require time of order 2™
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since |B(c)| > 2™. Thus since |Aan_1| = n + 1, such a check would require
exponential time in |¢|.

Next we consider the problem of relating the complexity of a propositional
theory to the complexity of particular complete consistent extensions.

Theorem 2.6 Relative to the tally representation, the following hold.
(i) Any P-decidable theory has a P-decidable complete consistent extension.

(ii) Any PSPACE-decidable theory has a PSPACE-complete consistent ex-
tension.

(iii) Any DEXT-decidable theory has an EX PTIM E-decidable complete con-
sistent extension.

(iv) Any EXPTIM E-decidable theory has an EX PTIM E-decidable complete
consistent extension.

(v) Any EXPSPACE-decidable theory has an |, DSPACE(?”k)—decz'dable
complete consistent extension.

Proof:  Let A be the given theory. A complete consistent extension I' can
be defined as follows.

Stage 0. Put Ay € © and let By = Ap if A A and otherwise put by —Ay € ©
and let B() = _|A(].

Stage n+1 Put 4,41 € ©if A+ B, — A,41 and let B,11 = B, ANA,4+1 and
otherwise put =A,,4+1 € © and let B,41 = B, A —A,4+1.

It is clear that the resulting set I' = Cn(©) is a complete consistent extension
of A. It remains to estimate the complexity of I'. At stage n + 1, we apply the
algorithm for the decidability of A to the sentence B,, — A,+1, which has length
of order n?. We then have the following. (i) Suppose A is P-decidable, say it
take time c|¢|®, for some ¢ and k, to determine whether A - ¢. Then it takes
time on the order of an?®, for some constant a, to decide if A F B, — A,
so that stage n + 1 requires time on the order of bn2?*, for some constant b,
to compute stage n. It thus takes time on the order of Z:-L;Lll bi?k < (bnk)?
to compute stages 1,...,n + 1. Hence, for any n > 0, it requires time on the
order of b?n** to determine which of A, or =A,,; is in ©. Finally given
any sentence ¢, we can decide whether ¢ € I" within the required complexity
because once we know for each A; which occurs in ¢ which of A; or —A4; is in
I, it only takes polynomial many steps to check if I' - ¢.

Items (ii) to (v) are straightforward modifications of (i). O

We note that if A is LIN-decidable, our argument would only show that A
had a DTIM E(cn?)-decidable complete consistent extension for some c.

Theorem 2.7 Relative to the binary representation, the following hold.

14



(1) Any P-decidable theory has an DEXT-decidable complete consistent exten-
sion.

(ii) Any PSPACE-decidable theory has an EXPSPACE-decidable complete
consistent extension.

(iii) Any EXPTIM E-decidable theory has an DOUBEXT -decidable complete
consistent extension.

(iv) Any EXPSPACE-decidable theory has an DOUBEX PSPACE-decidable
complete consistent extension.

Proof: Define the complete consistent extension I' of the given consistent
theory A as in the proof of Theorem 2.6. The difference relative to the binary
representation the length of B, is of order n-log n and also the number of steps
n is exponential in the length 1 + bin(n) of A,,.

Thus, for example, if A is P-decidable, then stage n + 1 still requires p(n)
steps for some polynomial p and there is a polynomial g such that we can decide
if A, is in © in g(n). Thus if ¢(n) is of the form en” for some constant ¢ and
integer k, then it requires 0(21092("))k < 2K14nl steps to decide if A, is T for
some constant K. It easily follows that I' is DE X T-decidable. The arguments
for parts (ii) to (iv) are straightforward modifications. O

Next we show next that this difference in the complexity of the complete
consistent extension between the tally and binary representations is necessary.

We need to consider an effective enumeration of the polynomial time func-
tions on L. Let ¢, be the e-th computable function and let ¢, s(x) be the result,
if any, of running the e-th Turing machine on input x for s-steps. Then we let
Te(T) = ¢e,(14]2))e () if defined, and 0 if not. Clearly each function 7. is poly-
nomial time. On the other hand, given e and r such that ¢, is a total function
such that the e-th Turing machine always computes ¢.(x) in time < (1 + |z|)",
we can always choose d > r such that for all =, ¢4(z) = ¢.(x) and the two
computations take exactly the same number of steps, so that ¢4(x) is computed
in time < (1 + |#|)" < (1 + |z))¢. Thus ¢, = 74 and hence 7g,71,... is an
effective list of all polynomial time functions.

Theorem 2.8 (i) There is a propositional theory which is N P-decidable in
binary but has no P-decidable complete consistent extensiton in binary.

(ii) There is a propositional theory which is DEXT-decidable in binary but has
no EXPTIM E-decidable complete consistent extension in binary.

Proof: (i) We first define a P-decidable tree T' such that [T] # () but there
is no path 6 € [T] which is computable in polynomial time. Given a string
o € {0,1}*, we describe the algorithm for testing whether o € T. For all e such
that 22° < k, compute the string 6, = (m(0),..., (22" — 1)). If there is an e
with 22° < k and §, C o, then ¢ is not in T" and if there is no such e, then o
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is in T. Let us compute the time required for this procedure. For each e, the
computation of 7. (0),...,7.(2%° — 1) requires time

bin(0)[¢ + |bin(1)[° + - - + |bin(2% — 1)[¢ < 22" - (2¢)° = 227+¢" < 922",

If we let e be the largest such that 22° < k, then there are e+1 such computations
to be done with a total computation time < (e 4+ 1)222° < 232° < k3. The
required comparisons with o do not significantly increase the time so that it
easily follows that T is a polynomial time tree. Observe that T has no dead
ends by the following. Suppose o € {0,1}* N T so that 22" <k — —d, C o.
Then 0~i € T unless k + 1 = 22" and 07 = de+1, which can happen for at
most one value of .

Let A be the theory such that [T] represents the set of complete consistent
extensions of A. That is, as described above, ¢(Ay,...,An—1) € SAT(A) if
and only if there is a path o € T'N {0, 1}"™ such that B(c) F ¢. We claim that
SAT(A) is NP.

First we show that if ¢ is a conjunction of literals, then we can decide in
polynomial time whether ¢ € SAT(A). That is, suppose that

C=B; AN By AN---ANBy,

is a conjunction of literals where each B; is either A,, or —A,, for some
ni,...,ng. Let Bo = {By,...,Br} and n = maxz({ny,...,nt}) + 1. Suppose
that 22° < n < 22'"". For any string v, we will say that ~ is consistent with
C if and only if for all n; < |y|, An, € Be implies y(n;) = 1 and -4, € Be
implies y(n;) = 0. Then it is clear that C' € SAT(A) if there is a node y € T
with length at least 22" _ 1 such that v is consistent with Bc. Note that
f < loga(loga(n)) and loga(n) < |C| since either A, _; or —A,,_1 occurs in C
and hence

f < logx(|C)). (2)

Next let m be the least r such there exists exactly f+1 elements s < r such that
neither A; nor —A; are elements of Bo. Note C has at least m — f — 1 literals
so that [C] >2(m — f—1)—1=2m —2f —3. Hence m < (|C|+2f +3)/2 <
(|IC|4+1og2|C|+3)/2 < 2|C|. Tt requires m scans of C to find the f+ 1 elements
51 < ...sp41 < m such that neither A, nor —A,; occur in Bc. Since m < 2|C|,
we can find m and sq,...,sy41 in polynomial time in |C|.

Let [m] = {0,...,m — 1} and consider the 2/*! strings  of length m such
that ~ is consistent with C'. We can easily compute all such « in polynomial time
in |C| because (i) =1 <= A; € Beifi € [m]—{s1,...,ss4+1} and the values
of y(s;) € {0,1} for j = 1,..., f+1. There are 2/ +1 = 2.2/ < 2.20092(IC) < 2/C|
such strings and hence we can test all such strings for membership in T in
polynomial time in |C] since T is a polynomial time tree.

We claim that C' € SAT(A) if and only if there is a - of length m which
is consistent with C' which is in T so that we can non-deterministically test
whether C' € SAT(A) in polynomial time in |C]. Our claim follows from the
following lemma. Let {0,1}<" = {0 € {0,1}* : |o| < n}. For any string
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o € {0,1}=", let Ext,(c) = {y € {0,1}<" : ¢ C ~}. Note that for our tree
T, T, = TN {0,1}=" = {0,1}=" — | J!_, Ext(8.). Suppose that E and F are
disjoint subsets of [n]. Then we say that v € {0,1}" separates the pair E, F" if
v(@) =1if i € E and (i) = 0 if i € F. Note that if E = {n; : A,, € B¢} and
F ={n;:-A,, € Bc}, then v € {0,1}" separates the pair E, F if and only if
7 is consistent with C. For each j < n, we let E; = EN[j] and F; = F N [j].
Observe that if vy separates (E, F), then, for all j < |y|, v[j separates (E;, F}).
With this notation, it is clear that our next lemma will show that C € SAT(A)
if and only if there is a v € T of length m which is consistent with C, and hence
that we can decide if C' € SAT(A) in polynomial time in |C].

Lemma 2.9 Suppose that T = {0,1}=" — U{:o Ext, (B;) where By, ...,[Bf are
elements of {0,1}=" and E and F are disjoints subsets of [n] such that |E| +
|F| <n—f—1. Let j < n be such that |[j| — (E; U F;)| > f + 1 and suppose
that there is § € {0,1}Y N'T such that & separates the pair (E;, F}), then there
is ay €T such that v separates the pair (E, F)

Proof:  For any set D C [n], we let vp,, € {0,1}"™ be the string of length n
such that v4(i) =1 <= i € D. Suppose f = 0 and let a be the least element
of [j] — (E; U F}). There are two cases.

Case l.a || < a.

In this case, it cannot be the case that Gy separates the pair (Elﬁo\vFlﬁo\) since
otherwise by our choice of a, E|3,| U Fig,| = [|Bo]] and hence every sequence of
length j separating (E;, F;) would extend §y and therefore could not be in T.
Thus the string vg ,, is in T' and separates the pair (E, F').

Case 1.b |5y] > a.

In this case, if Bp(a) = 1, then the string vg,, is in T since g ,(a) = 0 and
YE,n separates the pair (E, F'). Otherwise, fp(a) = 0 and the string yguay,n is
in T and separates the pair (E, F).

Now assume by induction that the lemma is true for f < e and consider the
case where f = e+1. Assume that we have numbered the strings fy, . . ., Bet+1 SO
that |G| < 61| < -+ < |Bet1]. Again let a be the least element of [j]—(E;UF;).
There are three cases.

Case 2.a |fy| < a.

Again it cannot be the case that [y separates the pair (Eg,|, Fg,|). Thus any
string v which separates the pair (E, F) is automatically in {0, 1}<" — Ext,,(8y).
Thus we can apply the induction hypothesis to the tree T' = {0,1}=" —
Uf+11 Ext,(8;) to conclude that there is a v € T” such that + separates the

pair (F, F'). But then we know that v ¢ Ext,(8) so that in fact  is in T

Case 2.b |Gg| > a and there is a j € {0,1} such that §8;(a) = j fori =0,..., f.
In this case, if j = 1, then the string vg, is in T since vg(a) = 0 and vg ,
separates the pair (I, F'). Otherwise, j = 0 and the string ygu{a},, is in 7" and
separates the pair (E, F).
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Case 2.c Not case 2.a or case 2.b.

Thus |G| > a and there exist strings £, and (, with u,v < e + 1 such
that G,(a) = 1 and B,(a) = 0. Now consider the string ¢ of the length j
in T such that § separates the pair (E;, F;). If §(j) = 1, then, by induc-
tion, the lemma holds for the pair (E U {a}, F) relative to the tree T =
{0,135" = Usele1)—{rpn(a)=0y Exta(B8;). That is, e + 1] — {r : B,(a) = 0}
is a set of size at most e and [j] — (E U {a} U F) is of size at least e+1 and
hence we can apply the lemma by induction. Hence there is a string v of
length n in 77 which separates the pair (F, F) such that v(a) = 1. But then
Y & Uietr6, (a)=0y £21n(0;) and hence y must be in 7. The case when 4(j) =0
is similar. This completes the proof of the lemma. O

The non-deterministic polynomial time procedure for checking whether an
arbitrary sentence @¢(Ay,,...,An,) is in SAT(A) is the following. Guess a
conjunction C'= By A By A---A By of literals where B; is either A,,, or —A,,
for i = 1,2,..., k. (This is equivalent to guessing a sequence in {0, 1}* where
k < |¢|.) The verification procedure has two parts. First, verify that C' + ¢,
which is accomplished simply by substituting the values for A; indicated by C.
Second, verify that C € SAT(A) as indicated above. Thus SAT(A) is in NP
and hence A is N P-decidable.

However, the only complete consistent extensions of A are of the form
Cn({4; : 7(i) = 1} U {4, : 7(i) = 0}) where 7 = (7(0),7(1),...) is an in-
finite path. But it is easy to see that 7" has no infinite path which is in P since
we ensured that for every e, there is no path extending 7.(0),...,7.(2%" — 1)).
Now T has infinite paths since one can construct a path = = (7(0),7(1),...)
by a simple diagonalization argument such that 7, Z 7 for any e. Thus A has
complete consistent extensions but it does not have any complete consistent
extensions which are in P.

(ii) The proof follows the outline of part (i), so we just sketch the differences.

First we have to define the e-th EXPTIME function, 7, as follows. Let
fle,t) =204 and let . (z) = @e, f(e,jz)) (2) if defined, and 0 if not.

The tree 7T is defined so that for o € {0, 1}*, we compute (i) for all e with
2¢° < k and all i with i < 2°° and check whether me(i) = o(i) for all i < 2¢
lelen we put o € T if and only if there is no e such that o and 7, agree up to
2¢,

Next we compute the maximum time required to check o € T. For the
computation of 7/ (i), we have |bin(i)| < e? < 2¢ — 1, so that the time required

is < 2297 = 2262 < 2% Since we have i < 2¢? < k and e < k, there are fewer
than k2 such computations. This gives a total time on the order of 22, so that
T is exponential time, as desired.

The exponential time theory A is again chosen so that [T] represents the
set of complete consistent extensions of A. To test whether a conjunction C =
By AByA-+- A By is in SAT(A), we check for all e such that 9¢? < k, whether
A; occurs in C for every i < 22° and whether the corresponding string 7, is in
T, as described in part (i).
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The exponential time procedure for checking whether ¢(4,,,...,A4,,) €
SAT(A) again consists of guessing truth values for each A,, and then verifying
that the corresponding conjunction C' is in SAT(A) and implies ¢. Now there
are only 2* different choices for the conjunction C' and each verification can be
done in exponential time of order 2%*. O

3 Complexity Theoretic Completeness Theorem
for Predicate Logic

The Completeness Theorem of Godel showed that every consistent first order
theory has a complete consistent extension and has a model. Henkin’s construc-
tion is effective and hence the Computable Completeness Theorem holds, that
is, every decidable consistent first order theory has a complete consistent decid-
able extension and has a computable model. A theory which is just computably
axiomatizable does not necessarily have a computable complete consistent ex-
tension. For example, Peano Arithmetic is computably axiomatizable but does
not have a computable complete consistent extension. In the last section, we
saw that for propositional theories, a polynomial time decidable theory in tally
always has a polynomial time complete consistent extension and that an NP
time theory in binary does not always have a polynomial time complete consis-
tent extension. In this section, we consider the same questions for first order
logical theories.

We now give the main theorem of the present paper which is concerned with
the problem of starting with a decidable first order theory 7' whose decision
problem lies in some well known complexity class such as P, PSPACE, etc. and
constructing a decidable complete consistent extension A of T whose decision
problem lies in a slightly higher complexity class along with a decidable model
M of A. Since any consistent, computable relational theory has a computable
model and therefore has a linear time computable model by [3], one expects to
obtain a model M which lies in a lower complexity class than the complexity
class of A.

There are three components to our complexity theoretic version of the Henkin
construction. The central construction will show how a decidable first-order
theory T in a given complexity class may be extended to a complete consistent
theory A of slightly higher complexity class. For example, a PSPACE decid-
able theory can be expanded to an EX PSPACE-decidable complete theory.
An infinite set of new constants cg, ¢y, ... are introduced and we will use these
constants to help construct the EX PSPACE model M of our complete theory
A.

Next we study the question of whether the EX PSP AC E-decidable model M
is isomorphic to a model which is in a lower complexity class such as PSPACE.
This seems reasonable given the result described above that every decidable
relational theory has a polynomial time model. In our case, the standard Henkin
construction of our EX PSPACFE-decidable complete consistent theory A is
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modified by reordering the sentences so that for any fixed relation, say R(x),
the sentences of the form R(c,) occur in a polynomial sequence, say as the kn?2-
th sentence in our modified list. This fact will allow us to show that complexity
of the model M is in PSPACE.

The final part of our construction deals with the problem of ensuring that M
has a standard universe. We know that there are computable relational models
which have no primitive recursive computable models with a standard universe
so it is somewhat surprising that here we can obtain a model M of A with a
standard universe. Here the key idea is to assume that our theory has an infinite
model. Thus the sentences of the form ¢; # ¢;, which make all of the constants
distinct, are consistent with the given theory and we can simply add all such
sentences to the theory in the beginning of the construction. Note that if the
theory has a finite model, then of course there is a model in P.

Theorem 3.1 (i) Suppose A is a PSPACE-decidable theory in binary (tally).
Then A has a PSPACE computable model with universe Bin(w) (Tal(w))
which is EX PSPACE-decidable in binary (tally).

(ii) Suppose A is a P-decidable theory in binary (tally). Then A has an
P-computable model with universe Bin(w) (Tal(w)) which is a DEXT-
decidable in binary (tally).

(iii) Suppose A is an EXPSPACE-decidable theory in binary (tally). Then

A has an | J,- DSPACE(Q"k)-computable model with universe Bin(w)
(Tal(w)) which is DOUBEX PSPACE-decidable in binary (tally).

(iv) Suppose A is an DEXT-decidable theory in binary (tally). Then A has
an EXPTIM E-computable model with universe Bin(w) (Tal(w)) which
is DOUBEXT-decidable in binary (tally).

Proof: The proof uses a Henkin-style construction of the model. We will
give the proof of part (i) and then indicate the necessary changes for the other
parts.

Suppose that we are given a PSPAC E-decidable first order theory A. As-
sume that the underlying language L is finite or countably infinite. We assume
the variables of the underlying language are xg,z1,.... We let £* consist of £
plus countable infinitely many new constant symbols cg,cq,.... In the binary
(tally) representation of £ or L£*, the n-th variable x,, is written as 27~ bin(n)
(z"tal(n)), the n-th constant symbol a,, is written as a"bin(n) (a"tal(n)),
the n-th relation symbol R,, is written as R bin(n) (R tal(n)), and the n-th
function symbol f,, is written as f~bin(n) (z"tal(n)). In either the binary
or tally representation of £*, the standard algorithm will determine whether a
sequence of symbols ¢ in our language is a well-formed formula or is a sentence
in time on the order of O(|¢| - log(|¢|). We order the underlying symbols of L£*
in increasing order as (,),—, V, A\, —, <, ¥, 3, = R, f,a,c,0,1.

We will construct a complete consistent extension of A in the expanded
language and then define the EX PSP AC E-model using the set of constants as
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the domain. The proof will be established in a series of claims. The first task
is to enumerate the formulas of the expanded language.

Let ¢g, ¢1,... enumerate the sentences of L* first by length and then lexi-
cographically within sentences of the same length. We first establish that there
are on the order of 2¢ sentences of each length n.

Claim 3.2 For some constant a and integer N, there are > 2°"*+1) sentences
of length n for alln > N.

Proof: Suppose that there is a sentence ¢ of length k. Then the sentences
(Vz;)(¢) and (Fx;)(¢), for i € w, will show that there are at least 2 sentences
of length n for all n > 1 = k+ 7. Now for any m > [, the sentences (3x¢)(¢)
and (Vxo)(¢) will show that if there are p sentences of length m, there are at
least 2p sentences of length m + 7. Hence for every k > [, there are at least
2%p sentences of length [ + 7k. Thus for any n > [, there are at least 9 5 +1
sentences of length n. O

We can deduce from Claim 3.2 an upper bound on the length of the i-th
sentence ¢;. For any i, let log(i) be the least k such that 2¥ > i, so that
i <209t <24,

Claim 3.3 There is a constant b such that for all i, |¢;] < b-log(i).

Proof: Choose a and N by Claim 3.2 so that for n > N, there are > 2"
sentences of length n — 1. Let |¢;| = n where n > N. Then ¢ > 2% so that
log(i) > an and n < 1 log(i). Now let b be the maximum of 1 and the number
of sentences of length < V. O
Claim 3.4 For some constant c, there are < 2°™ formulas of length < n, for
sufficiently large n.

Proof: This follows from having a finite alphabet. Thus if there are k
symbols in the alphabet, then clearly there are k™ strings of length n and thus
< k™*! strings of length < n. Taking ¢ so that 2¢ > k, we have the claim. [

Claim 3.5 For some constant d, there is a procedure which computes the list
of sentences do, ..., ¢ in time < (2n)%.

Proof: By Claim 3.3, we know that |¢,| < b-log n. Now the number of
strings of length b-log n is < 2199 ™ < (2n)® so that the total number of strings
of length < b-log n is < (2n)**!. Thus to find ¢,, we enumerate all strings
of length < b-log n, test whether each one is a sentence and keep a list of the
sentences until we reach the n-th one. Since each string being tested has length
< b-log n, each test can be done in time of order < log n - log log n, so that
the total time required is of order < (2n)**!-log n-log log n < (2n)*+3. O

Observe that none of the claims 3.3-3.6 depends on whether we write our
formulas in tally or in binary notation.

We now sketch the Henkin-style construction needed to obtain the complete
consistent extension and model of A. The construction will proceed in stages s >
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0. The standard Henkin construction is modified so that all of the new constants
are kept distinct. That is, we can assume that our theory has only infinite models
since otherwise A has a model in P whose theory is NSPACE(O(n))-decidable
so that A would have a DEXT-decidable complete consistent extension. So
assume that A has only infinite models. Thus AT = AU {¢; # ¢j : i < j}
is consistent. We will ensure that AT is included in our complete consistent
extension.

Claim 3.6 1. If A is PSPACE-decidable, then AT is PSPACE-decidable.
2. If A is P-decidable, then AT is P-decidable.
3. If A is EXPSPACE-decidable, then At is EXPSPACE-decidable.
4. If A is DEXT-decidable, then A" is DEXT-decidable.

Proof:  Let |¢.| = n and suppose that ¢;,, ..., ¢;, is alist of the new constants
occurring in ¢.. Then k < n and, for all s <t < k, |¢;, # ¢;,| < n+3. It follows
that the conjunction 1, of all such inequalities has length < (n + 3)® and that
we can construct ¢, from ¢, in polynomial time. Parts (1)-(4) now easily follow
from the fact that

AT F ¢ = AF (e — @)

O
The complete theory I' = {§. : e = 0,1,...} is defined in stages as follows.

Stage s = 2e: See whether AT F (6o A -+ Adae_1) — de. If so, then §5 = .
If not, then ds = =¢e. (For e = 0, just check AT F ¢g.)

Stage s = 2e + 1 > 1: See whether . has the form (3z,)0(z,). If not, then
just let 65 = d5_1. If so, then we will select one of the new constants ¢; and
let §; = 0(c;). We cannot simply choose the first constant which has not been
used in any of dg,...,ds_1, because it may be that we have already declared
that 8(cp) € T and A ensures that a unique element satisfies 8(x). Thus we first
check whether 6(c;) for any of the constants ¢; occurring in dy,...,ds—1 and
let ¢; = ¢; for the least such j if there is one. Otherwise, we let ¢; be the first
constant which has not been used in any of dg,...,0s_1.

It follows as usual that I' is a complete consistent extension of AT. Our
next goal is to show that since A is PSPACE-decidable, I' is EXPSPACE-
decidable. We give a series of calculations.

Claim 3.7 There is a constant r such that, for each s and for each c; occurring
in ¢s orin ds, |ct| < r-log s in the binary case and |c;| < s” in the tally case.

Proof: Let b be given by Claim 3.3 so that |¢s] < b-log s. Then for ¢
in ¢, we also have |¢;| < b-log s hence log t < b-log s and t < s*. Now
the total number of new constants added by stage s is fewer than s by the
construction. Hence if ¢; € &5, then t < s® + s < s®*1. Thus |¢;| < s**1 in tally
and |¢;| < (b+1) - log(s) in binary. O
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Claim 3.8 There is a constant q such that for each s, |6s| < q-log?(s) in the
binary case and |§5] < s? in the tally case.

Proof: Let q=(b+1)(r+1) > b+r, where b and r are the constants given
by Claims 3.3 and 3.7.
We may omit the case where §; = §;_1, which leaves three cases:

Case 1: s =2e and 05 = @.. Then |0s| = |pc| < b-log(e) < q-log s by Claim
3.3.

Case 2: s =2¢ and 5 = (—¢e). Then |d5| = |pe| +3 < 4b-log(e) < 4q - log(s)
by Claim 3.3.

Case 3: s =2¢+ 1 and §; = 0(¢;) where 6, = (3x;)(0).

In Case 3, consider the sentence J.. It is not a negation, so either e =
2d and 6. = ¢4 or e = 2d + 1 and either 6. = d._1 or 6. = 0'(c,), where
e =2f+1and §; = (3z)0". It follows by induction that for some d < e,
some k > 1 and some variables x;,,...,x; and constants cj,,...,c;,, ¢4 =
(Fzi,)(Fzs,) - . (T, )0(xsy, - - - 4,,) and ds = 0(cyy, ..., ¢ )-

By Claim 3.3, |¢4| < b-log(s).

First consider the tally case.

For each ¢, |c;,| < s” by Claim 3.7; let ¢; have maximal length. Now there
can be no more than |¢4| occurrences of the constants ¢;, in ds, so that in the
tally case,

164 < |alle;| < b-log(s)s™ < s°s™ < .

In the binary case, we can conclude that |¢;| < 7 -log(s), so that
0] < |¢allej| < b-log(s) -7 -log(s) < q- log®(s).

O
The key to the argument lies in the following bound on the complexity of
the construction.

Claim 3.9 Stage s of the construction takes space O(s*) for some fized k.

Proof: By Claim 3.5, we may assume that we have a list of the first s sen-
tences ¢qg,...,¢»s_1. Then we first see which of the two cases s falls into, that
is, we test whether s is even or not. This takes time O(s). The construction of
¢s now falls into the two cases.

Case 1: s = 2¢, where we use our PSPACE decidability algorithm to test
AT (g A+ ANds_1) — ¢e. By Claims 3.3 and 3.8,

[(Bo A= ANbe_1) — ¢e| < 551 +b-log(e) < sPTF2

in either binary or tally. If our algorithm runs in space |$|", then we need space
at most s*(T9+2) to decide whether to put ¢. or =¢. into I' at this stage in
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either the binary or the tally representation.

Case 2: For s = 2e+ 1, e > 1: We read . and determine whether it has
the form (3x;)0(x;). This again takes time at most O(s?). Next we test

ATE((So A+ Ads—1) = 0(cs))

for all ¢; occurring in &g, ...,0s_1.

Then |6(c;)| < s"s? by Claims 3.7 and 3.8 and it follows as in Case 2 that
each such test can be done in space < (s - 59 4 s"19)¥ < g2w(r+a+2)  Finally, if
necessary, we take the next ¢; from our list and write §s = 6(¢;), which takes
additional time at most < s7(s? + 1). O

It follows that the total space required to complete the computations for
stages 1 through s is of order s* for some k.

Claim 3.10 We can decide whether ¢, € T using at most 2€1%<l space for some
fized c.

Proof: Let n = |¢¢|. By the construction, ¢, is decided by stage s = 2e. By
Claim 3.4, we have e < 2", Thus by Claim 3.9, the space required to decide ¢,

1S
< (2cn+1)k — 2k(cn+1).

O
By the usual Henkin argument, I' is an EX PSP AC E-decidable complete
consistent extension of AT so that we can obtain a EXPSPAC E-decidable
complete consistent extension of A by restricting I' to the language £. Now we
will describe the EXPSPACE model. The universe of the tally model A is
Tal(w) and the universe of the binary model B is Bin(w). The relations and
functions of the structures A and B are defined using the theory I". That is, for
any relation symbol R,, and any tal(ni),...,tal(ng) € A, we have

RA(tal(ny),...,tal(ng)) <= TF Rp(CnysererCny).
Then

|Ri(Cnyy---seny)l = [tal(ng)|+ -+ [tal(ng)| +2k+2+m + 1
5(tal(ny)| + -+ + [tal(ng)]) + m + 1.

A

Since T' is EX PSPACE-decidable and |c,| = n+ 1 = |tal(n)| 4+ 1, it follows
that R4 is EXPSPACE computable.
For any function symbol F,, and any tal(ni),...,tal(ng),tal(n), we have

F;‘(tal(nl), oo tal(ng)) =tal(n) <= Tk Fy(cn,,---sCny) = Cn.
Now let m = |nj + - - - 4+ ng| and consider the formula

¢e(n1,...,nk) : (3:61)(171 = Fp(cn17~ ) an))-
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Ife =e(ny,...,nk), then |¢p.| < m-+d for a fixed constant d so that by Claim 3.4,
e < 2¢(m+d) Tt follows from the construction that by stage s = 2e < 2¢(m+d)+1
we have 6, = ¢, and that by stage 2s+1 < 2¢(m+Td+3 e have chosen a constant
¢t and put ¢ = Fy(Cpyy...,0p,) in T'. It follows from Claim 3.9 that we can
compute ¢; = F(cp,,...,cn,) in space < (25 + 1)F < 2ke(mtd+4) which makes
F, an EXPSPACE computable function.

It then easily follows that the atomic diagram of A is in EXPSPACE.

For the binary structure B, the relations R7 and functions F,? are similarly
defined. The difference is that now |c,| = |bin(n)] + 1 = log(n) + 1. The
argument for the complexity of the relation RZ goes through as above. For
the computation of the function F?(bin(ny),...,bin(ny)), let m = |bin(n1)| +
<o+ bin(ng)|. If e = e(nq,...,ng), then || < m + d for a fixed constant d so
that by Claim 3.4, e < 2¢0m+4) Tt follows from the construction that by stage
s = 2e < 2¢(m+d)+1 we have 6, = ¢, and that by stage 2s + 1 < 26+ +3 e
have chosen a constant ¢; and put ¢; = F(cp,,...,cCn,) in I'. It follows from
Claim 3.9 that we can compute ¢; in space at most (2s+2)F < 2ke(m+d+4) which
makes F, an EXPSPACE computable function.

Furthermore, it follows from Claim 3.7 that

lee] <1471 -log(2s +1) < 2r - log(2FD+3) = 2r¢(m + d) + 6r-.

It then easily follows that atomic diagram of B is in EXPSPACE.

Next we deal with the problem of reducing the complexity of the model
constructed above. We will describe the necessary modification to the proof
of the main theorem given above to produce a polynomial space structure in
case (i). First suppose that A is PSPACE-decidable in tally. The idea is to
simply define a new enumeration of the formulas ¢, as follows. Let R; be an
enumeration of the relation symbols and let F; be an enumeration of the function
symbols. Fix some polynomial time pairing function [,]; : Tal(w) x Tal(w) —
Tal(w) and extend [, ]+ to a n-tuples for n > 3 by the usual inductive definition
[tal(ar),tal(as), ..., tal(ay)]: = [tal(a)1, [tal(az),...tal(ay)]i]s- Then, we let
¢;e+1 = ¢e and we let ¢;[tal(0),tal(e),tal(k),tal(nl) ..... tal(ng)]e be Re(cnﬂ ce ’an)
and we let @31, 1) sai(e) tat (k) tal(nr).... tat(ne)], P€ (320)(X0 = FelCnys ooy eny ). I
2k is not of the form [tal(0),tal(x)]; or [tal(1),tal(x)]s, then we let ¢35, = o.
If 2k is of the form [tal(0),tal(e),tal(k),tal(x)]; where R, is either not in the
language £ or is R, in £ but is not a k-ary relation, then we let ¢35, = ¢o.
Similarly, if 2k is of the form [tal(1),tal(e),tal(k),tal(z)]; where F, is either
not in the language £ or is F, in £ but is not a k-ary function symbol, then we
let 63, = o.

Now relative to the tally representation, it is the case that for any fixed e,
Re(cnyy---,cn,) is decided by stage 2[tal(0), tal(e), tal(k), tal(ny),. .., tal(ng)]:
and Fe(cp,,...,cn,) is computed by stage

2(2[tal(0), tal(e), tal(k), tal(ny), ..., tal(ng)]:) + 1
so that, by Claim 3.10, both the relations and the functions of A are polynomial

space computable.
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If A is PSPACE decidable in binary, then we can use the same idea except
that we use polynomial time pairing function [, ], : Bin(w) x Bin(w) — Bin(w).
Then relative to the binary representation, it is the case that for any fixed e,
Re(cnys-- -, Cn, ) is decided by stage 2[bin(0), bin(e), bin(k), bin(ny), ..., bin(ng)]s
and Fe(cp,, ..., cn,) is computed by stage

4(2[bin(0), bin(e), bin(k), bin(ny), . .., bin(ng)]s)* + 1,

so that, by Claim 3.10, both the relations and the functions of B are polynomial
space computable.

This completes the proof of part (i).

For the other parts of the theorem, we need only re-examine the proof in
Claim 3.9 and Claim 3.10. That is, we have the following.

Claim 3.11 1. If A" is P-decidable, then stage s of the construction takes
time O(s*) for some fized k.

2. If AT is EXPSPACE-decidable, then stage s of the construction takes
time O(25k) for some fized k.

3. If AT is DEXT-decidable, then stage s of the construction takes time
O(28k) for some fized k.

Proof: By Claim 3.5, we may assume that we have a list of the first s sen-
tences ¢, ..., ¢»s—1. Then we first see which of the two cases s falls into, that
is, we test whether s is even or whether s = 2e + 1 for some e > 1. This takes
time O(s). The construction of ¢, now falls into the two cases.

Case 1: s = 2¢, where we use our decidability algorithm to test AT = (dp A
<+ ANds—1) = ¢e. By Claims 3.3 and 3.8,

|(50A..~A55_1) — ¢e| § 5.3Q+b.log(e) g Sb+q+2_

If our algorithm runs in time ||, then we need time at most s*(+9+2) to
decide whether to put ¢, or =¢, into I' at this stage in either the binary or the
tally representation.

If our algorithm runs in space 2*!?l then we need space at most qus(Tat?)
to decide whether to put ¢. or —¢, into I' at this stage in either the binary or
the tally representation.

If our algorithm runs in time 2%!?!, then we need time at most qusTIE 4
decide whether to put ¢, or =¢, into I' at this stage in either the binary or the

tally representation.

Case 2: For s = 2¢e+ 1, e > 1: We read d. and determine whether it has
the form (3x;)0(x;). This again takes time at most O(s?). Next we test

AT E((Bo A ANbs—1) — 0(ci))
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for all ¢; occurring in dg, ..., 0s—1. In the tally representation, each |¢;| < s" by
Claim 3.7. and thus there are at most s” such tests for the tally representation.
Tt follows that in either the tally or binary representation, |0(c¢;)| < s"s?

If our algorithm runs in time |¢|*, then we need time at most s"(ss? +
s759)w < s2w(r+a+2) to decide whether to put ¢, or —¢, into I' at this stage in
either the binary or the tally representation.

If our algorithm runs in space 2%/?!, then we need space at most s
to decide whether to put ¢. or —¢. into I' at this stage in either the binary or
the tally representation.

If our algorithm runs in time 2¥!¢l then we need time at most s2”2%(
to decide whether to put ¢, or =¢. into I' at this stage in either the binary or
the tally representation.

Finally, if necessary, we take the next ¢; from our list and write 65 = 6(ct),
which takes additional time < s9(s? + 1). O

Thus we have the following.

2r2w(ssq+s"sq)

ss945"s7)

1. If A is P-decidable, then the total time required to complete stages 1
through s is of order >;_, i* < (s%)? = s?* for some k.

2. If Ais EXPSPACE-decidable, then the total space required to complete
stages 1 through s is of order 525" < 25" for some k.

3. If A is DEXT-decidable, then the total time required to complete stages
1 through s is of order 525" < 25" for some k.

Claim 3.12 1. If A is P-decidable, then the time required to decide whether
b €T is at most 2"l for some fized h.

2. If A is EXPSPACE-decidable, then the space required to decide whether
¢e €T is at most 2l¢el" for some fized h.

3. If A is DEXT-decidable, then the time required to decide whether ¢, € T’

is at most 2%<|" for some fized h.

Proof:  Let n = |¢¢|. By the construction, ¢, is decided by stage s = 2e. By
Claim 3.4, we have e < 2", Thus by Claim 3.11,

1. if A is P-decidable, the time required to decide whether ¢, is in I' is at
most < (2cn)2k < 22kcn7

2. if A is EXPSPACE-decidable, the space required to decide whether ¢,
is in T is at most < 227 < 22" and

3. if A is DEXT-decidable, the time required to decide whether ¢, is in T’
is at most < 2(2m)2k < 222km.

O
By using a similar analysis as was used in the proof of case (i), we can
establish the following.
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1. If A is P-decidable, then I' is DE X T-decidable and the atomic diagrams
of the models A and B are in P.

2. If Ais EXPSPAC E-decidable, then ' is DOUBEX PSP AC E-decidable
and the atomic diagrams of the models A and B arein |, o DSPACE(27Lk).

3. If Ais DEXT-decidable, then I' is DOU BE X T-decidable and the atomic
diagrams of the models A and B are in EXPTIME.

This completes the proof of the Main Theorem. U

Corollary 3.13 (i) Any first order theory which is PSP AC E-decidable in bi-
nary (tally) has a complete consistent extension which is EXPSPACE-
decidable in binary (tally).

(ii) Any first order theory which is P-decidable in binary (tally) has a complete
consistent extension which is DEXT-decidable in binary (tally).

(iii) Any first order theory which is EX PSP ACE-decidable in binary (tally)
has a complete consistent extension which is DOUBEX PSP ACE-decidable
in binary (tally).

(iv) Any first order theory which is DEXT-decidable in binary (tally) has a
complete consistent extension which is DOUBFEXT-decidable in binary

(tally).

Finally, we can modify the proof of the main theorem to include an omitting
types argument. Let us say that a non-principal type 7o(z),71(z),... in a
theory A is PSPAC E-computable in binary (tally) if the following are all true.

(i) For each n, A F yp11 — Yo
(ii) For each n, A ¥ v, — Ynt1;

(iii) There is a PSPACE algorithm which computes 7, from bin(n) (resp.
tal(n)) and furthermore |7, | is bounded by a polynomial in |bin(n)| ([tal(n)]).

Similar definitions can be given for other complexity classes and for types
over more than one variable. We just give one result here.

Theorem 3.14 Let A be a first order theory which is PSP AC E-decidable in bi-
nary (tally) and let {7, (x) }imew be a PSPACE-computable nonprincipal 1-type.
Then A has a PSP ACE-computable model which is EX PSP ACE-decidable in
binary (tally) and which omits the type.

Proof:  We modify the proof of the main theorem as follows. Before starting
the construction, we expand AT to A* by adding {—V,+1(cn) : n < w}. The
conditions (i) and (ii) above for a non-principal type imply that A* is still
consistent. To see that A* is still PSPAC FE-decidable, observe that for any
formula ¢ which contains only constants from {cg,...,c,—1}, we have
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A*F ¢ — At E (y1(co) A+ A mlen-1)) — ¢.

In fact, the conjunction can be restricted only to those —v;(¢;—1) for which

c;—1 occurs in ¢. Thus we can compute each necessary -; from ¢ and the length
of the conjunction will be bounded by a polynomial in the length of ¢, so that
we can use the PSPACE procedure for A" again to decide whether A* I ¢ in
space polynomial in |¢]|.

O

Similar results of course hold for other complexity classes and for tally as

well as binary.
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