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Modal expressions, such as “necessarily” and “possibly”, are those which qualify the truth or acceptability of a proposition in some way. Such expressions come in a variety of “flavors”: Alethic, teleological, epistemic or evidential, and deontic. As a first pass, deontic modal expressions (e.g. “should”, “must”, and “may”) are modal expressions characterized by their distinctive evaluative uses, uses that evaluate an embedded proposition against some standard of ideality. To get a sense for what is distinctive about such uses, consider two contrasting uses of a single modal sentence.

1. Sobel should be in his office.

It’s Tuesday afternoon and a colleague is looking for Sobel. Usually, he’s in his office on Tuesday afternoons, but you haven’t checked today. You might utter (1) as a way of communicating (roughly) that given your information, it’s most likely he’s in his office. Suppose you and your colleague then knock on his door, only to discover that he’s not there. But these are his office hours! You might then utter (1) as a way of communicating that his being there is best or required, given his commitments to his students. This second use is evaluative in our sense. It treats his commitments to his students as a standard against which to assess the comparative ideality of possible facts about his location on Tuesday afternoon.

Given this feature, deontic modal expressions are a source of interest not only to linguists and philosophers of language, but also to philosophers working on ethics, value theory, and the theory of rationality. Here I focus primarily on issues that have received attention in the literature on natural language semantics over the last fifteen years. In the first section, I introduce the canonical semantics for deontic modal expressions, noting some of its main advantages. The dominant view in linguistics has been that modal expressions are quantifiers over sets of possibilities [Kratzer 1991, 2012; Lewis 1975]. Necessity modals (like “must”) function as universal quantifiers, while possibility modals (like “may”) function as existential ones. Different modal flavors are determined by different values for the parameters which determine restrictions on a modal’s domain of quantification. The values for those parameters are determined as a function of the context of utterance. Whether deontic modal~~s~~ expressions are context-sensitive in this way is one issue that has arisen in the recent literature.

In the second section, I turn my attention to desiderata that have achieved the status of fixed points in the debates about whether the canonical semantics is correct. These include the observations that deontic modal sentences have both deliberative and evaluative readings and both information-sensitive and insensitive readings. Adequate resolutions of certain puzzles in deontic logic, such as Chisholm’s and Ross’s Paradoxes, as well as the Frege-Geach problem for Expressivism, have also achieved this status.[[1]](#footnote-1)

In the third section, I introduce a representative sample of the array of rivals to the canonical view on offer--expressivist, dynamic, and contextualist. Contexualist rivals to the canonical view add additional parameters to the formal semantics for deontic modal expressions. In contrast, expressivist and dynamic rivals hold that declarative, deontic modal sentences do not express classical, truth-conditional propositions.[[2]](#footnote-2) These connections to issues concerning truth-conditional semantics and context-sensitivity are both sources of broader interest in this debate about deontic modal expressions.
 In the fourth section, I’ll offer an overall assessment of the comparative advantages of these different views along the dimensions introduced in section 2, and, in section 5, briefly discuss some outstanding issues, and note constraints on plausible responses.

**1. The Canonical View**

As mentioned above, the dominant view in linguistics has been that modal expressions function as quantifiers over sets of possibilities. Restrictions on the domain of quantification are supplied by the context of utterance. In the case of modal expressions that have a deontic use (for example, “ought”, “may”, and “must”) that restriction is two-fold. First, context supplies a value for the *modal base*, *f*, a function from a world of evaluation, *w*, to a set of worlds, the *modal background*. On the canonical view, the value for *f* in the case of deontic modals is *circumstantial*. Roughly, the value for *f* tells us to look for the circumstances in *w* that share certain characteristics. The modal background, then, will be the set of worlds alike with respect to those *f*(w) circumstances obtaining [Kratzer 1991]. To illustrate: One common restriction is to those circumstances which fix an agent’s action-options in *w*, for example, her abilities, resources, and environment.

Second, the possibilities in the modal background are ranked in accordance with the degree to which they conform to some standard of ideality. That standard gets determined by the contextually determined value for the *ordering source*, *g*. Like *f*, *g* is a function that takes a world of evaluation as its argument. Roughly, the value for *g* tells us to go to *w* and select the standard which has some characteristic. The canonical view permits a wide variety of values for *g*. Such a value might select the rules of some club or the laws in some locality in *w*, for example. It may select some individual’s preferences or normative commitments in *w*. Or it may select the content of morality in *w*. Those worlds in the modal background that conform to *g*(w) to the greatest extent are ranked most highly. These most highly ranked worlds make up the domain for the modal [Kratzer 1991].

The canonical semantics for deontic modals enjoys several advantages over extant rivals. First, it shares a formal semantics with modal expressions more broadly. As noted above, modal expressions have a variety of uses: Alethic, teleological, and epistemic, as well as deontic. On the canonical view, possibility and necessity modals have a unitary formal semantics with the different flavors being expressed by different values for *f* and *g*. This semantics represents the conventional meaning of modal expressions as comparatively simple—that is, simpler than rival views. This fits with evidence concerning the early age at which children typically acquire competence with modal expressions [Matthewson 2016]. In addition, the canonical semantics, in contrast to its rivals, enjoys cross-linguistic support[Kratzer 1981].

**2. Desiderata**

 Some observations about the behavior of deontic modal expressions have achieved the status of fixed points in the literature. These provide desiderata any theory of deontic modal expressions must accommodate. Here I mention a few.

A. *Miners and Information-sensitivity*

The need to distinguish between information-sensitive and -insensitive uses of deontic modals has been widely recognized in the recent literature.[[3]](#footnote-3) Parfit’s miners scenario is the most discussed example illustrating that need. Here’s a standard statement.

Ten miners are trapped either in shaft A or in shaft B, but we do not know which. Flood waters threaten to flood the shafts. We have enough sandbags to block one shaft, but not both. If we block one shaft, all the water will go into the other shaft, killing any miners inside it. If we block neither shaft, both shafts will fill halfway with water, and just one miner…will be killed. [Kolodny and MacFarlane 2010: 115.]

A widespread judgment is that (2) expresses the correct answer to the question of what to do in this case.

 (2) We ought to block neither shaft.

Since we know that in the circumstances, blocking neither is suboptimal, (2) must be correct relative to the information in the scenario. In this sense, (2) is information-sensitive.

 Suppose, though, that before we need to arrive at a decision, we discover that the miners are in A. In that case, it we are now strongly inclined to accept (3) instead.

 (3) We ought to block A.

This change in our judgments illustrates the way in which information-sensitive uses are “*seriously information dependent*”: Changes in an agent’s information can make a difference to which of her options is best. Some have concluded that serious information-dependence must not only be representable within a semantic theory for such expressions, but must be incorporated into their semantics. It has been argued that the canonical semantics is unable to capture information-sensitive readings, as in (2).[[4]](#footnote-4) We’ll return to issue in section 3.

In contrast, some uses are clearly information-insensitive. Suppose we are wondering what would be best in the original miners scenario, given the circumstances. In that case, the following sounds fine.

 (4) Either we ought to block A or we ought to block B. We just don’t

 know which.

What is best in those circumstances is to save all of the miners. (4) expresses this.

A common conclusion from Parfit’s case is that deontic modal claims are uniformly information-sensitive.[[5]](#footnote-5) However, the felicity of (4) shows that that is not so. We’ll return to this issue, too, in section 3.

B. *Evaluative Versus Deliberative Uses of Deontic Modals.*

Recently, much attention has also been paid to the distinction between the so-called “deliberative” and “evaluative ‘ought’s”. Many discussions rely upon Mark Schroeder’s (2011) characterization of the distinction. According to Schroeder, the “deliberative ‘ought’” is characterized by five hallmarks. Such an ‘ought’,

1. “matters directly for advice”
2. “is the right kind of thing to close deliberation”, i.e. it “settles the question of what to do”
3. is the one tied to responsibility, i.e. what one can be praised or blamed for complying or failing to comply with
4. is constrained by what is in “one’s power to do” and
5. is “more closely connected to” the notion of obligation (than the “evaluative ‘ought’”)

For example, if I’m at a racetrack deciding whether to bet on Blue Blazer or Exploder and I know that in the past, the former has reliably proven the faster horse, I might conclude

1. I ought to bet on Blue Blazer.[[6]](#footnote-6)

There are important distinctions in the neighborhood of Schroeder’s hallmarks that can be sharpened and made less controversial. First, it would be less controversial to characterize the distinction as a distinction in the use of deontic modal sentences than to characterize it in terms of distinct “ought”s. Second, there are scenarios in which there are distinct and incompatible deontic modal claims, each of which has some of these hallmarks, but neither of which has both. Consider a case in which what it is advisable to do is not the same as what is most reasonable for an agent to do, given their information. For example, suppose again I am at the racetrack. My information is as before. But now someone more informed overhears my deliberations. This individual knows that the race has been rigged--Blue Blazer has been drugged--and thus Exploder is most likely to win. In that case, she can say,

1. That woman should bet on Exploder.

In such a case, what it is advisable for an agent to do ((6)) is distinct from what they would be rationally criticizable for failing to do ((5)). In other words, here Schroeder’s hallmarks (i) and (iii) come apart. Which of these deserves the title of “the” deliberative use? A more useful taxonomy recognizes these further distinctions. I’ll call uses as in (6) “advisability uses” and reserve “deliberative uses” for those like (5), which will be characterized primarily in terms of his hallmark (ii).[[7]](#footnote-7) On this way of marking the distinction, deliberative and evaluative uses of deontic modal sentences are distinguished by the sorts of question they may serve as answers to. Deliberative uses, in contrast to evaluative ones, are full or partial answers to questions of what to do, where such answers are treated as *normative* or *action-guiding*.[[8]](#footnote-8)

 Their potential action-guidingness is another much-discussed feature of deontic modals expressions. What is it for a use to be action-guiding in the reserved sense? Three distinct interpretations are available. First, there is the idea that to be action-guiding, the acceptance of a deontic modal claim must be *reason-giving*.[[9]](#footnote-9) Second, there is the idea that it is to be *motivating*[[10]](#footnote-10) and third, that it is to be *treated as reason-giving for conversational* purposes.[[11]](#footnote-11) Glossing over these distinctions, we might say that to be minimally action-guiding, the acceptance of a deontic modal claim must “point” an agent in the direction of some action. The distinct interpretations may then be treated as precisifications of this general notion.[[12]](#footnote-12)

 In contrast, evaluative uses merely rank a state of affairs along some measure of ideality. For example, a researcher studying the global distribution of existing food resources might conclude,

(7) There ought to be less famine than there is.[[13]](#footnote-13)

Prima facie, (7) represents states of the world in which there is less famine than there actually is as more ideal than the actual state of affairs. It does not settle a question of what to do or serve as a guide to action. Capturing these two distinctive uses of deontic modals is a further constraint on an adequate semantics and pragmatics.

C. *Deontic Logic*

Another source of recent dispute concerns deontic logic and some of its classic puzzles. Two puzzles that are widely thought to place constraints on a plausible semantics and pragmatics for deontic modals are Ross’s Paradox and Chisholm’s Paradox. Ross’s Paradox concerns the interaction between deontic disjunctions such as (8) and free choice.

 Suppose you have promised to mail an important letter for a friend. In that case, (8) seems felicitous.

 (8) You ought mail the letter.

Now consider,

 (9) You ought to either mail the letter or burn it.

Intuitively, (9) does not clearly express what you ought to do. It suggests that there are two ways to do as you ought, burning the letter being one of them. Any semantics, such as the canonical one, which validates *Inheritance*, however, holds that (8) entails (9).

 *Inheritance:* If *ϕ* entails *ψ*, *ought ϕ* will entail *ought ψ*.

Accounting for the data in Ross’s Paradox and other puzzles[[14]](#footnote-14) that target *Inheritance* are widely thought to require revisions to the canonical semantics.[[15]](#footnote-15)

 Chisholm’s Paradox targets two further inference rules, *Factual Detachment* and *Deontic Detachment*.

*Deontic Detachment*

(DD i) Ought ϕ.

(DD ii) If ϕ, then ought ψ.

 (DD iii) Therefore, ought ψ.

*Factual Detachment*

 (FD i) ϕ.

 (FD ii) If ϕ, then ought ψ.

 (FD iii) Therefore, ought ψ.

Here’s a typical statement of the paradox.

(CP i) Jones ought to help his neighbor.

(CP ii) If Jones helps his neighbor, he ought to tell him he’s coming.

(CP iii) If Jones doesn’t help his neighbor, he ought not tell them he’s coming.

(CP iv) Jones doesn’t help his neighbor.

Most are able to consider a scenario in which (CP i)-(CP iv) strike them as true. If those judgments are all sensitive to a single point of evaluation and Deontic Detachment is valid, then (CP i) and (CP ii) together guarantee the truth of,

 (CP v) Jones ought to tell his neighbor he’s coming

relative to that same point of evaluation.[[16]](#footnote-16) Given that Jones does not help him, however, (CP v) strikes many as unacceptable in this scenario. (Call these “the Chisholm judgments”.) Instead, (CP iii) and (CP iv) together incline them to accept

(CP vi) Jones ought not tell his neighbor he’s coming.

Factual Detachment licenses the inference from (CP iii) & (CP iv) to (CP vi). Since (CP v) and (CP vi) are incompatible,[[17]](#footnote-17) Chisholm’s Paradox appears to pit these two inference rules against each other. Since many find (CP vi) more intuitively compelling than (CP v), a common reaction is to hold onto Factual Detachment, giving up Deontic Detachment. Since the canonical semantics validates the latter, but not the former, some take this as evidence that the canonical semantics cannot be correct.[[18]](#footnote-18)

 Whether either of these puzzles poses a genuine challenge to the canonical semantics is an issue we will return to in section 3.

D. *Compositionality and Frege-Geach*

*Compositionality* is a near-universally accepted constraint on any semantic theory. The idea is that the meaning of a complex expression should be a function of the meaning of the simpler expressions that make it up, together with the compositional rules. One test of a semantic theory for an expression, then, is its embedding behavior in larger constructions. According to expressivists about deontic modal expressions, the use of sentences in which the modal takes widest scope do not express representational states of mind. This thesis is a bit surprising, given the declarative form of such sentences and that sentences with declarative form are paradigmatic examples of representational discourse. For example, suppose in explaining why our friend Alex is happy, I say

 (10) Pat is in town.

(10) represents the world as being a certain way. But suppose I say instead,

 (11) Alex may skateboard.

On the face of it, (11) has the same representational function as (10). The difference is that, in the latter case, unlike the former, the world is represented it terms of what it makes permissible. One reason to think this hypothesis on the right track is that (10) and (11) share embedding behavior. Expressivists, however, do not take this to be decisive evidence against their central thesis. The challenge for expressivists is to explain that behavior. This is *the Frege-Geach problem* for Expressivism. Mark Schroeder (2008, 2015) has argued that the most difficult such challenge stems from its alleged inability to explain mixed disjunctions, disjunctions of representational sentences, such as (10), with putatively non-representational ones, such as (11). Suppose, for example, I am uncertain why Alex is happy, but have limited the possible explanations down to two. In that case, I might say,

 (12) Either Pat is in town or Alex may skateboard.[[19]](#footnote-19)

According to Schroeder, the challenge for the expressivist is to explain, compositionally, what overall state of mind sentences like (12) express. In Starr’s version of the challenge, he asks what an expressivist could hold is communicated by a sentence like (12). I’ll return to this challenge to Expressivism in discussing expressivist proposals in the next section and again in assessing them in section 4.

**3. Rivals to the Canonical Semantics**

A. *Complex Contextualism*

 Fabrizio Cariani, Magdalena Kaufmann, and Stefan Kaufmann (2013) have developed what is perhaps the least revisionary update to the canonical semantics. Their semantics is also contextualist. But, in addition to the usual modal base and ordering source, they add a parameter δ representing a decision problem to contexts of utterance.[[20]](#footnote-20) This decision parameter is introduced to capture the information-sensitivity of deliberative uses exhibited in (2). The basic idea is that the value for δ partitions worlds in the modal background into a set of cells (subsets of those worlds) where each world *w* in each cell is alike with respect to which of an agent’s action-options that agent performs in *w*. We may then think of each cell as a proposition, the proposition that the agent chooses the particular option, of those open to her, that distinguish that cell from the others. In deliberative uses, the ordering source *g*, then, ranks cells instead of worlds.

In addition, values for *g* are purely qualitative. For example, in the miners case, the ordering source delivers

 *10 miners save <9 miners saved<8 miners saved….0 miners saved.*

To capture serious information-dependence, values for *f* are epistemic. Putting these together, an agent’s options are ranked to the extent that the relevant qualitative priorities are guaranteed, given the contextually relevant information [Cariani, Kaufmann, and Kaufmann 2013: 247-8]. This is in effect to encode a MaxiMin decision rule[[21]](#footnote-21) into the semantics.[[22]](#footnote-22) Capturing serious information-sensitivity is one of their proposal’s significant advantages. In the original miners case, for example, the option that guarantees the best worst-case outcome is doing nothing. Thus, the theory correctly predicts the truth of (2) and also of (3) in the case in which we learn that the miners are in A. A second advantage is its ability to capture both deliberative and non-deliberative uses, such as (4). In non-deliberative uses, the value for *f* may be epistemic or circumstantial. Moreover, the value for *g* will rank worlds, not options. What is best, given the circumstances, according to the qualitative ordering source, is to save 10 lives. Blocking the shaft they are in (either A or B, we don’t know which) would guarantee that. On that reading, (4) comes out true.

 One difficulty for the view as stated concerns low probability, low ranked outcomes. To see this, consider a version of the miners scenario in which we learn that there is a 99.99% chance the miners are in A. (Indeed, perfect certainty being rare, this version of the scenario is nearer a real case.) Since blocking A does not guarantee the highest ranked outcome, the Cariani, Kaufmann, and Kaufmann semantics still predict that (2) is true. But, from a normative point of view, it does not seem true in that case that we ought to do nothing. Instead, it seems that (3) is true—we ought to block A. This isn’t a fatal objection to the overall semantics. However, it does show that the view requires revision.[[23]](#footnote-23)

B. *Pragmatic Expressivism*

 The Cariani, Kaufmann, and Kaufmann semantics is representationalist. “Ought ϕ” represents the possible options or world states in which ϕ is the case as having a certain property, namely, as being best relative to a set of parameter values. The remaining rivals to the canonical semantics discussed here are non-representationalist. Like contextualists, Seth Yalcin defends a static semantics for deontic modal expressions. A traditional, static semantics treats contents as representational truth-conditions. On a *representationalist* view, the content of deontic modal sentences on an occasion of use represents a way a world can be. Such a semantics is then supplemented with a separate pragmatic theory explaining how the acceptance of utterances with such contents change the context for subsequent discourse. Like traditional views, Yalcin’s semantics relegates an utterance’s update effects to a separate pragmatic theory. But unlike traditional views, Yalcin eschews representational contents. The fundamental idea motivating his view is an expressivist one, namely, that the states of mind expressed by the use of deontic modal sentences are not representational, but plan-laden. This is a pragmatics-first approach. We begin with the states of mind expressed by the use of such sentences and the conversational effects of their acceptance. We then work backwards to identify the semantics they must have in order to play their pragmatic role [Yalcin 2012: 132-135.]

 To home in on the sort of state of mind expressed by a deontic use of a sentence like (1), Yalcin considers what would make a sentence like (13) true.

(13) The chair believes that Sobel should be in his office.

The plan-laden states of mind which make sentences like (13) true are modeled using a set *H* of hyperplans. A hyperplan is a view about what to do, given an information state. An information state is modeled as a set *s* of possible worlds representing a choice situation. A hyperplan *h* is a function which takes an information state *s* and delivers a subset of that state, namely, those worlds in *s* with permissible outcomes according to *h*. (2012: 147) Following Gibbard (1990), Yalcin builds from these ingredients a view about what it is for a proposition to be required, forbidden, or permissible.

 *Requirement:* Realizing a proposition p is *required* in *s* just in case for every hyperplan *h*∈ H, *h*(*s*) ⊆ p.

*Forbidden:* Realizing a proposition p is *forbidden* in *s* just in case for every hyperplan *h*∈ H, *h*(*s*) ⊆ ~p.

*Permission:* Realizing a proposition p is *permissible* in *s* just in case for every hyperplan h∈ H, *h*(*s*) ∩ p is non-empty.

To be unopinionated about the deontic status of p is for none of these conditions to obtain.

 The compositional semantics for “ought” Yalcin’s proposes to capture Gibbard’s ideas is the following:

[[ought ϕ]]w,h,s=1 iff ∀w’∈h(s): [[ϕ]]w’,h,s =1

The addition of an information state to the points of evaluation ‘ought ϕ’ is sensitive to is motivated by the observation that deontic modals sometimes exhibit serious information dependence, as observed in connection with the miners case discussed in section 2.[[24]](#footnote-24)

 Yalcin’s Expressivism is captured in his pragmatic story about how unembedded deontic modal claims update a conversational state. First, the needed conversational states will be plan-laden information states, represented by a pair of an information state *s* and a set of hyperplans, *H*. Conversational states represent joint states of mind, roughly, what is jointly presupposed about that the world is like and what is jointly planned.[[25]](#footnote-25) The pragmatic function of a deontic claim is to add a constraint to the hyperplans in *H*, [Yalcin 2012: 150]. For example, updating the conversational state <s, H> with “must ~p” will result in a state <s, H’> such that for every hyperplan *h*∈ H’, *h*(*s*) ⊆ ~p. We may think of accepting “must ~p”, then, as jointly planning to rule out realizing p-worlds.

As noted earlier, a central objection to expressivist proposals for deontic language rests on the claim that the needed semantics cannot be made compositional. Yalcin’s proposal suggests, however, that this objection rests on a confusion. Compositionality is a constraint on a semantics, not a pragmatics. There is nothing particularly expressivist about Yalcin’s semantics. As he himself notes, it is compatible with non-expressivist views about the function of deontic language. (2012: 148). That said, it will be helpful to consider in detail how his view might treat the conversational effect of mixed disjunctions, thought by some to present the most difficult embedding challenge to Expressivism.[[26]](#footnote-26) I’ll return to this issue in the next section.[[27]](#footnote-27)

C. *Dynamic Semantics[[28]](#footnote-28)*

In contrast to Yalcin, Malte Willer (2014) proposes a dynamic semantics for deontic modal expressions. A dynamic semantics, in contrast to a static one, integrates the update effects of an utterance’s acceptance into the semantics. Such semantics treat the meaning of an expression as its *context change potential*, a function from contexts of utterance to contexts of utterance. We may think of an expression’s context change potential as a set of instructions for updating a context of utterance. Replacing truth at a point of evaluation, the central notion for a dynamic semantics is acceptance in a context. Very broadly, a context accepts a sentence *p* just in case updating with *p* does not result in an empty context. For a simple illustration, suppose we represent a context of utterance as a set *S* of information states *s*. Consider now a context such that for each *s* ∈ *S*, *s* ⊆ ~*p*. In that case, updating each *s* with *p* will result in the empty set. We may say, then, that a set *S* of information states *s*  in which ~*p* is true throughout will not accept *p*.

Willer represents contexts as a set S of information states *s*. An information state *s* is represented as a set of possible worlds. Deontic contexts in addition determine a deontic ordering source *o*. An ordering source is represented as a set of propositions, where propositions are represented as sets of possible worlds [Willer 2014: 6 & 9]. The ordering source identifies an ideal subset of *s* for each *s* ∈ *S*. It does this by ranking worlds. A world *w* is strictly more deontically ideal than another *w’* relative to *o* (w <d w’) if and only if (i) for every proposition ϕ ∈ od , if w’∈ ϕ, then so is w and (ii) there is some proposition ϕ ∈ od such that w ∈ ϕ and w’ is not. A world *w* is among those deontically ideal in *s* (sd) just in case there is no other world in *s* strictly more ideal than it [Willer 2014: 9]. A context <*S*, *o*> accepts “must ϕ” just in case for each *s* in *S*, the deontically best subset of *s*, *sd*, is a subset of ϕ [Willer 2014:10].

Willer argues that one advantage of his semantics is that it solves Chisholm’s Paradox while also validating both Factual and Deontic Detachments. Instead, Willer’s semantics is non-monotonic. This non-monotonicity allows the view to capture serious information dependence. This means that while (CP i) and (CP ii) entail (CP v) by Deontic Detachment, that inference is subsequently defeated by the additional information that Jones does not help. Factual Detachment then supports the inference from (CP iii) and (CP iv) to (CP vi) [Willer: 2014: 1-3].

However, a semantics that validates Factual Detachment is not clearly desirable. To illustrate, consider a version of Forrester’s Gentle Murder Paradox.[[29]](#footnote-29) We might find all of (GM i-iii) acceptable, thus rejecting (GM iv).

(GM i) No one should murder anyone.

(GM ii) Jones will murder his neighbor.

(GM iii) If Jones murders his neighbor, he should murder him painlessly.

(GM iv) Jones should murder his neighbor painlessly.

But by Factual Detachment, (GM ii & iii) entail (GM iv). While some may find (GM iv) clearly acceptable here, the judgment is far from universal. Intuitively, the blanket prohibition against murder applies even to those determined to do so and even after the fact. To express that, we want available a true reading of (GM v) in this context.

(GM v) Jones should not murder his neighbor—painfully or painlessly.[[30]](#footnote-30)

It is not clear how to make the needed reading of (GM v) available in Willer’s semantics.

D. *Dynamic Semantic Expressivism*

 Will Starr proposes an expressivist, dynamic semantics for deontic modals. On that proposal, “the meaning of an expressive sentence is characterized in terms of how its acceptance changes a preference ordering” [Starr 2016: 361]. Central to his motivation for moving from a static to a dynamic semantics are his claims that (i) there is nothing distinctively expressivist or non-representational about Yalcin’s semantics [Starr 2016: 372-73] and (ii) putting together Yalcin’s proposal regarding the states of mind expressed using descriptive language, as in (10), with his proposal regarding the states of mind expressed using deontic language, as in (11), ~~either~~ results in a view according to which the use of mixed disjunctions like (12) either do not communicate anything at all or a view on which “or” ha~~s~~ve merely pragmatic significance [Starr 2016: 372-3]. These claims will be assessed in the next section. For now, let’s focus on Starr’s positive proposal.

 Dynamic meanings, recall, are functions from contexts to contexts. To model deontic language, Starr represents a context as a state S, where S is made up of a set of substates, 〈si, ≥j〉. Each *s* represents *a state of information*, a set of worlds compatible with what interlocutors are mutually presupposing. Each ≤j is *a preference frame* made up of two relations on preferences, strict and equal preference, which comparatively rank the worlds in *s*. The substates that make up a context are in competition. Each information state *s* is competing to be what is presupposed for the purposes of the conversation. And each preference frame ≥j is competing to be the preference ordering which motivates interlocutors [Starr 2016: 378].

Starr proposes to capture ‘the expressivist’s guiding slogan’ that “must ϕ” “promotes certain motivational attitudes towards ϕ” as follows. First, “must ϕ” updates each preference frame in each substate so that the worlds in *s* that are ϕ are strictly preferred to any that are ~ϕ. Second, the result is tested for whether it makes ϕ a practical necessity in each substate (roughly, whether it makes all of the strictly preferred worlds in *s* ϕ-worlds). If so, “must ϕ” updates the context. Since preference frames represent joint preferences and preferences are motivational, the result is a context in which interlocutors are jointly moved towards realizing ϕ over ~ϕ possibilities [Starr 2016: 381].

Starr’s proposal nicely captures our sense that deontic discourse can be action-guiding. However, as mentioned in section 2, some uses of unembedded deontic modal sentences are clearly not action-guiding. Recall (7).

(7) There ought to be less famine than there is.

(7) is not action-guiding. Yet the modal is clearly deontic. Perhaps Starr could suggest that, although not motivational, (7) still serves to express a strict preference for less famine than there is over the actual state of affairs. However, consider another example. Imagine one feminist telling another about the rules of a local all-men’s club she has recently learned of. In listing the rules she says,

(14) Members must not bring women to networking events.

Certainly, (14) sounds felicitous in such a scenario. “Must” here does not have an epistemic reading. It is deontic. It serves a communicative purpose. But it’s acceptance isn’t preference-updating for the interlocutors in this conversation. Feminists strongly disprefer excluding women from networking events! Building a preference-updating function into the semantics for deontic discourse seems to deprive the resulting language of an ability to communicate what is required according to a set rules, whenever compliant states are dispreferred in a context.[[31]](#footnote-31)

**4. Assessments**

 How well do each of these views fare with respect to capturing the desiderata from section 2? Let’s consider them in turn.

A. *Miners and Information-sensitivity*

It is easy to see how the canonical semantics can capture information-insensitive readings of deontic modal sentences, as in (4).

(4) Either we ought to block A or we ought to block B. But we don’t know which.

Here, the ordering source *g* ranks each world *w* in the modal background in accordance with how many miners are saved by the action performed in *w*. The modal background is circumstantial. The circumstances are that the miners are all in a single shaft, either A or B. So the worlds in the modal background are either all worlds in which the miners are all in A or worlds in which they are all in B. Depending upon which of those possible circumstances are actual, either all of the most highly ranked worlds are those in which A is blocked or those in which B is blocked. So, (4) comes out true.

*Pace* Cariani, Kaufmann, and Kaufmann, the canonical semantics can just as easily capture the information-sensitivity of uses like (2) in the miners case.

(2) We ought to do nothing.

 It does this by permitting evidence-sensitive values for *g*. The deliberative question raised in the miners case is: Which action can be expected to save the most lives, given our evidence regarding the miners’ location? The relevant circumstances are those which fix our evidence regarding that location and regarding the different possible outcomes for each of our choices. They also include the circumstances which fix those choices, such as the limited number of sandbags available. Given those circumstances and the goal of choosing the action which can be expected to save the most lives, doing nothing ranks most highly. So, (2) comes out true.[[32]](#footnote-32)

 The Cariani, Kaufmann, and Kaufmann semantics is also able to capture both readings. On their view, deliberative readings are always information-sensitive. As discussed previously, they capture the information-sensitive readings with epistemic values for *f*, combined with a value for the decision parameter δ which partitions worlds in the modal background into an agent’s action-options. Evaluative readings may take either epistemic or circumstantial values for *f* and *g* ranks worlds, rather than action-options. This allows them to capture purely evaluative uses like

(7) There ought to be less famine than there is.

Worlds in the modal background will be like the actual world with respect to facts which determine the number of calories it is possible to sustainably produce and distribute. *G*(w) ranks each world in the modal background *w* comparatively depending upon how well it does at minimizing famine. Since the minimal famine worlds have less famine than the actual world, (7) comes out true.

 One drawback of this account of the distinction between deliberative and evaluative uses is that it is unclear how it can capture disagreement over which deontic modal claims are information-sensitive. Consider an Objective and a Subjective Consequentialist disagreeing about what morality’s primary requirements dictate in the miners scenario. The Subjective Consequentialist believes that those requirements are information-sensitive and so that (2) expresses those dictates. The Objective Consequentialist believes that those requirements are information-insensitive and so that (4) expresses their dictates. According to the Cariani, Kaufmann, and Kaufmann, however, (2) and (4) are compatible since their contents are determined relative to different parameter values. It is puzzling, then, how our Consequentialists could use (2) and (4) to express their disagreement over what morality primarily requires. After all, they each acknowledge the truth of both sentences under the readings given by the Cariani, Kaufmann, and Kaufmann view.[[33]](#footnote-33)

 In contrast to their contextualist rivals, the semantics of Yalcin, Starr, and Willer each build in information-sensitivity. This is because what plays the role in each of their views of the ordering-source in the canonical view—hyperplans, preference frames, and orderings, respectively—are all operations on an information state. This makes it difficult to see how to capture the needed information-insensitive readings of (7) or of (4) in the miners case. One option would be to give a separate semantics for deontic sentences that take such readings. But positing an ambiguity in deontic modal expressions is empirically less attractive than the unitary semantics for all modal expressions given by the canonical view. And here too it would be difficult to see how such a view could adequately represent disagreement over which deontic modal claims are information-sensitive.

B. *Deliberative Versus Evaluative Uses of Deontic Modals*

 While it is clear how our expressivist views can capture deliberative or action-guiding uses of deontic modal sentences, it is much less clear how they can capture purely evaluative readings in which a proposition is assessed for its comparative ideality relative to a standard which in context may be accorded no normative or action-guiding status whatsoever. For example, as we saw in section 3, it is not clear how a dynamic expressivist like Starr can represent felicitous readings of sentences like (14) which in context play no action-guiding role. There is a similar puzzle for Yalcin’s Gibbard-style Expressivism. For Yalcin, when

(14) Members must not bring women to networking events

is accepted into a conversational record, it functions to update the hyperplans which are live in context by eliminating any plan *h* which, relative to *s*, permits members bringing women to networking events. But, granting that there are planning states of mind of the kind Yalcin’s account of deontic language appeals to, they do not seem to be ones updated by the acceptance (14) into the conversational record of our feminists in the example above. Intuitively, what (14) communicates in that context is information about the comparative ranking of members’ bringing women to networking events and their not doing so, given the club’s rules. Thus, the use of (14) seems representational, not motivational.

What about Willer’s dynamic, non-expressivist view? That view ties what is best according to an ordering source to the set S of information states in the context. For this reason, it’s not clear how his semantics is able to represent evaluative readings that express obligations that it is known (relative to S) will not be fulfilled. For example, worried about his immortal soul, a Catholic father may say to his wife about their son, Sam

(15) He won’t go to confession, but he ought to.

Or, on learning he won’t go, Sam’s mother can lament,

(16) But he must![[34]](#footnote-34)

On his semantics as presented in section 3, neither (15) nor (16) can be accepted by any context in which the possibilities in the modal’s prejacent are already ruled out, relative to each *s* ∈ S. However, Willer introduces a technical fix for these cases. It involves an operation he calls “downdating” which adds the missing possibilities into each *s* ∈ S. While this solution may capture our judgments about the felicity of cases like (15) and (16), it is not clear how the availability of this operation interacts with the validation of Factual Detachment. The intuition that supports Factual Detachment is the idea that our information can make a difference to what it makes sense to do. That is, it is the intuition that at least some deontic modal claims are seriously information-dependent in the sense introduced in section 2A. The idea is that once we learn that Jones will not help his neighbor, the possibilities in which he does are no longer relevant for our thinking about what would be best for him to do. The introduction of an operation which sometimes requires the consideration of possibilities that are ruled out by our information and which sometimes does not in order to fit with our judgments about the different cases is a bit ad hoc. Better would be to provide a uniform account that explains how the intuitive readings get selected in the different cases.

C. *Deontic Logic*

Both Willer and Starr cite the non-monotonicity of their views as an advantage in resolving Chisholm’s Paradox.[[35]](#footnote-35) Similarly, their rejection of Inheritance permits resolutions of puzzles like Ross’s Paradox, which target Inheritance [Starr 389-90]. If invalidating Inheritance and embracing non-monotonicity were the only way to adequately resolve these puzzles, each of these views would enjoy a significant an advantage over the canonical view, which both validates Inheritance and is monotonic. However invalidating Inheritance is not required to resolve Ross’s Paradox.[[36]](#footnote-36) And it is far from clear that non-monotonicity is desirable.[[37]](#footnote-37) Finally, as we’ve seen, there are independent reasons to reject Factual Detachment, which the canonical semantics does not validate. This provides the canonical view with its own solution to Chisholm’s Paradox.

D. *Compositionality and the Frege-Geach Problem*

 It is straightforward for any representationalist semantics, like both our contextualist views, to explain the embedding behavior of deontic modal sentences. In his (2012), Yalcin discusses how such sentences embed under attitude ascriptions in his expressivist-friendly semantic framework. How, though, do each of our expressivist views do at explaining the embedding behavior of deontic modal sentences in mixed disjunctions, like

 (12) Either Pat is in town or Alex may skateboard?

Capturing this behavior is an advertised advantage of Starr’s account. First, “or” is given it’s usual dynamic meaning, the union of the updates associated with each disjunct [Starr 2016: 375].

Next, recall that Starr represents a context as a state S, where S is made up of a set of substates, 〈si, ≥j〉. Each substate is made up of an information state, aka a subset of the set of all possible worlds, and a preference frame which compares the worlds in s for their preferability. Let p=Pat is in town and q=Alex skateboards. A context that accepts (12) will be a set S’’’ which is the result of updating S with the union of the sets, S’ and S”, associated with the updates of (10) and (11), respectively. S’ will be the set of substates which results from removing all of the ~p-possibilities from each s∈ S. The resulting set of substates will be ones in which p is true at each world in each information state. S” will be the set of substates that results from adding a strict preference for q over ~q to each preference frame in the substates in S. To capture the effect on S of updating with (12), we simply take the state S’’’ which is the union of S’ and S”. This context will be one in which interlocutors are not fully opinionated about either Pat’s location or the permissibility of Alex’s skateboarding, as desired.

 In section 2, we saw that Starr does not see a solution in this neighborhood available to expressivists like Yalcin, who combine a static semantics with an expressivist pragmatics. What should we make of this claim? The previous section noted that Frege-Geach challenges to Yalcin’s expressivism are misplaced. Compositionality is a constraint on semantic theories, but Yalcin’s expressivism is captured by his pragmatics. Still, we might wonder: What is the conversational effect of the acceptance of a sentence like (12)? What joint state of mind does the resulting conversational state represent? This is essentially what Starr asks when he asks what a sentence like (12) communicates on Yalcin’s view.
 First, let’s see what Starr’s challenge is and then see whether there is a way for a view in the ballpark of Yalcin’s to meet it. Starr argues that because the first disjunct does not place a constraint on hyperplans, it does not rule any out. Likewise, the second disjunct does not place any constraint on states of information, so it too doesn’t rule any out. Since communication occurs by ruling out elements of contexts, he concludes that mixed disjunctions on pragmatic expressivist views like Yalcin’s can’t communicate anything [Starr 2016: 373]. Is that correct?

Yes and no. Mixed disjunctions do place constraints on Yalcin’s conversational states but, for reasons having to do with technical features of his view, the constraints are not ones that could clearly communicate anything. To see this, first recall that a context or conversational state on Yalcin’s proposal is a pair made up of an information state and a set of hyperplans, <s, H>. A context which accepts (12) will meet either one of two conditions. Either it will be one in which s⊆p or it will be one in which every *h*∈H is such that *h*(*s*) ∩ q is non-empty. Thus, no conversational state <s, H> which fails to meet one of these conditions will accept (12). The difficulty is that either a context already meets one of these conditions, so that accepting (12) does not communicate anything or it doesn’t and (12) does not provide any instruction on which of these two conditions to implement—do we update s? Or do we update H?

 That said, this new difficulty is due to technical features of Yalcin’s view that are inessential to the basic ideas behind it. To capture the mixed the conversational states we’re after, we will need to slightly enrich Yalcin’s states. Let us borrow an element of Starr’s proposal. For Starr, contexts are made up of a set of substates. Let us now represent a conversational state C in Yalcin’s framework as a set of <si, Hj> pairs. Call each such pair a “substate”.[[38]](#footnote-38) The pragmatic function of a deontic sentence ϕ is now to add a constraint to each of the hyperplans *h* in Hj, for each substate <si, Hj>. The pragmatic function of a descriptive sentence ϕ is to eliminate worlds from *si* in each substate <si, Hj> that are incompatible with its content. We may now build the overall conversational update associated with the use of a sentence like (12) out of the updates associated with each disjunct and their disjunction.

Here are the conditions on an updated conversational state that accepts (12) in this revised framework. Letting p=Pat is in town and q=Alex skateboards,

1. “Pat is in town” is accepted by any conversational state *C* such that each si in each substate <si, Hj> is such that *si* ⊆ p.
2. “Alex may skateboard” is accepted by any conversational state C such that for each substate <si, Hj>, each *h* ∈ Hj is such that *h*(*si*) ∩ q is non-empty.
3. (12) is accepted by any conversational state C which is a union of substates meeting either (i) or (ii).[[39]](#footnote-39)

This makes the update associated with (12) both precise and non-empty. Starr’s objection to this sort of solution on behalf of the pragmatic expressivist seems to be that it that would give “or” a wholly pragmatic meaning. But this is not so. It gives “or” a pragmatic conversational effect that is compatible with its having its usual truth-conditional meaning. The only new element will be that, on Yalcin’s semantics, contents are true and false relative to enriched indices, which require a hyperplan and a state of information in addition to a world.[[40]](#footnote-40)

 This suggests what is really at issue in deciding between Yalcin’s and Starr’s proposals is not how to build a plausible expressivist account of deontic language, but whether to accept a dynamic semantics or a static one with an expressivist pragmatics.[[41]](#footnote-41)

**5. Outstanding Issues**

There are several outstanding issues concerning deontic modal expressions that require further work. Here are a few.

A. *Semantic Neutrality and* *Normative and Metanormative Disagreement*

 Several authors have converged on the idea that a semantics for deontic modals should in some way be neutral with respect to how options or worlds get ranked. Nate Charlow, for example, argues that, while deontic modals are relative to a decision problem and a choice function, their semantics should be otherwise neutral with respect which choice functions they are relative to.[[42]](#footnote-42)

 Since not all deontic modal sentences are deliberative, though, we should not expect them all to be relative to a decision problem or choice function. Consider again

(7) There ought to be less famine than there is

and

(14) Members must not bring women to networking events.

These are not deliberative; they are not answers to questions about what to do. The kind of ordering-source neutrality we need is stronger than Charlow’s.

 To see what sort of semantic neutrality would be desirable, I suggest we start with the reasons why such a constraint is attractive. Like any semantics, a semantics for deontic modals should figure in plausible explanations of the use-facts we find. These include their ability to state a wide variety of normative and metanormative positions regarding value, morality, and rationality. They also include the ability of advocates of these various positions to disagree and debate their truth.[[43]](#footnote-43) For this reason, I propose

*Semantic Neutrality:*

A semantics for deontic modal expressions should be neutral between which normative and metanormative positions regarding value, morality, and rationality are correct to the extent such neutrality is possible.

By building risk-aversion into the semantics for deontic modals, the Cariani, Kaufmann, and Kaufmann view violates this constraint. As we saw in the example between our Subjective and Objective Consequentialists, any view which builds information-sensitivity into its semantics will also violate this constraint. One advantage of the Kratzerian semantics is its catholicism with respect to the types of value for *g* that can be supplied as a function of contexts of utterance. In the case of our Subjective and Objective Consequentialists, for example, she can say that their dispute is over what we should do in the miners case, given what morality primarily requires. That locates their dispute where it belongs—in the substantive, normative realm, rather than questions about natural language semantics.

B. *How is context-sensitivity resolved?*

Many of the considerations raised above suggest that the canonical contextualist semantics remains the odds-on favorite. But if contextualism is correct, how are the needed parameter values supplied as a function of context? In my (2011) and (2013), I offer an initial proposal in a framework that is Kaplanian in spirit. Kaplan suggests that speaker’s intentions play an important role in fixing the denotations of demonstratives [Kaplan 1989]. Noting that there is a prima facie puzzle about how private mental states could play a role in communication, I suggest that the needed role in fixing modal parameter values could only be played by publicly manifestable intentions. These would be communicative intentions that are made manifest by publicly available features of a conversational situation. Such features could be made manifest by prior discourse, as with a question under discussion. Or they could be made manifest by perceptually salient features of a conversational situation, together with shared general world knowledge, as when a discussion is taking place between a doctor and a patient in a medical examination room.

In her (2021), Una Stojnic defends a rival view. According to Stojnic, modals receive their parameter values entirely by linguistic convention, where the relevant conventions include discourse coherence relations. Much of Stojnic’s evidence for her proposal is compelling. That said, I am currently inclined to think that linguistic conventions cannot fully explain every case, even if they can explain many. Consider, for example, a busy doctor, who walks into an examination room containing a patient with a visible skin ailment, hands him a prescription and says,

(15) You should take this.

There does not seem to be a linguistic convention which determines that the modal in (15) is relative to the patient’s physical condition or that each of his options *o* are being ranked in accordance with the degree to which *o* improves it. These seem to be provided by general world knowledge that doctor and patient share about the point of going to a doctor’s office, a doctor’s professional role in such situations, and jointly perceptible facts about the patient’s physical condition.[[44]](#footnote-44)

C. *Generating Predictions*

 As we’ve seen, a significant test of a semantics and pragmatics for deontic modal expressions is its ability to plausibly fit with robust and widespread speaker judgments about cases. While “fitting with” merely requires that the needed readings are available within a semantic framework, *plausibly* fitting with our judgments requires an independently plausible story about why the needed readings are to be expected, compatible with the semantics, in the target cases. As just noted, some work on providing such a story for contextualists has been done. For non-contextualists, more work remains to be done. In the case of a dynamic semanticist a la Willer, we need an independently plausible explanation of the difference between cases in which the information of the context constrains which modals can be accepted and cases in which it does not. (This is to say, we want an explanation whose plausibility is independent of the mere fact that some operation, like Willer’s selective use of downdating, fits with our judgments.) We also need to know how contexts determine ordering sources. In the case of our expressivists, we need some explanation of how non-motivational, merely observational readings, as exhibited by (14), could get selected in a framework that ties the conversational effect of unembedded deontic modal sentences directly to motivation.

D. *Weak vs strong necessity modals*

 It is widely recognized that there is some distinction between weak and strong deontic necessity modals (e.g. between “ought” and “must”). But what that distinction is and whether and how to capture it in the formal semantics or pragmatically are subjects of ongoing debate. Exhortations like the following are illustrative of the contrast.

(16) You ought to help your elderly neighbor, but you don’t have to.

(16) does not express a contradiction. It might be tempting to explain this by a context-shift (perhaps induced by “but” which marks contrast). However, that would not explain why (17) is marked.

(17) You ought to help your elderly neighbor, but it’s not the case that you ought to.

A number of different proposals have been floated to account for this. Kai von Fintel and Sabine Iatridou (2006) have suggested a secondary ordering source which further restricts the domain of quantification for “ought”. In (16), for example, the domain for “must” might include worlds in which you fulfill your obligations. The domain for “ought” would be further restricted to that set of **worlds to that** meet some secondary desideratum, e.g. of meeting your obligations in some way that would do the most good.

Dilip Ninan (2005) and Paul Porter (2007) have suggested that the strong necessity modals exhibit a distinctive directive behavior shared with imperatives. Ninan suggests there is a difference between the felicity of (18) and (19).

(18) Sam should go to confession, but he’s not going to.

(19) Sam must go to confession, but he’s not going to.

According to Ninan (2005: 2), while (18) is fine, (19) is marked. The difference, he thinks, is that while “must” exhibits a practical force akin to an imperative, “ought” does not.[[45]](#footnote-45) Both Ninan and Portner propose to model this difference by positing a “to-do” list as an element of conversational scoreboards. The suggestion is that, just as an accepted imperative adds a commitment to an addressee’s to-do list, an accepted “must” claim does so as well. The explanation of the contrast, then, is that “must ϕ” requires that ϕ is a live possibility in the context—we cannot add the impossible (relative to the Common Ground) to an agent’s to-do list.
 However, these judgments about (18) and (19) are far from robust and universal. Moreover, “must” is often used to express obligation and obligations do not disappear even when we know that they will not be complied with. (19) is felicitous under just such a reading. A second observation Ninan (2005) makes is perhaps more suggestive of the contrast. In the scenario just mentioned, while it is ‘epistemically impossible’ that Sam goes to confession (it is conversationally presupposed that he won’t), he still possesses the *capacity* to do so. Perhaps “must” has a stronger action-guiding role by being more closely tied to “can” than “ought” is. To see why this might be so, consider a revised version of the Chisholm Paradox sketched above. Suppose I have promised to help my friend in another city. To do so at the appointed time, I needed to leave my home five hours ago. I now tell you of my predicament. Consider these two possible replies.

(21) You ought to have kept your promise to your friend.

(22) You must’ve kept your promise to your friend.

(21) sounds fine on a deontic reading. Sentences like (22), though, Ninan notes, seem incapable of a deontic reading. To get its felicitous reading, “must’ve” requires an epistemic interpretation. Perhaps the difference is that keeping my promise is no longer something that I can do and “must ϕ” requires the ability to realize ϕ.

E. *An Inferential Constraint on Deontic Necessity Modals?*

 Jessica Rett (2016) offers strong evidence that deontic necessity modals exhibit an interesting behavior shared by their epistemic counterparts. Others have observed that the strong epistemic necessity modal is infelicitous in contexts in which the speaker’s evidence for the prejacent is direct. Suppose, for example, that I am watching a downpour from my office window. It is not (humor aside) felicitous for me to say,

 (20) It must be raining.

The standard observation is that epistemic “must” requires support by indirect evidence. Rett notes, though, that some forms of indirect evidence likewise make (20) infelicitous. Suppose a colleague tells me that it is raining. Testimony is a form of indirect evidence. Yet if I pass this information along to another colleague, it would be infelicitous for me to do so with (20). Rather, I should simply report that it’s raining. Suppose instead, though, that I utter (20) after observing others enter my building with wet raincoats and umbrellas. My evidence here is not merely indirect, it is inferential. In this case, (20) is felicitous. The key observation, she concludes, is not that epistemic “must” merely requires *indirect* evidence, but that it requires *inferential* evidence.

 Rett suggests that the deontic necessity modals share this behavior. Both “ought” and “must” require inferential support by salient practical reasons.

**6. Summing Up**

 At the moment, the canonical semantics for deontic modal expressions remains the one with strongest empirical support. It is the only one that is part of an overall, unified semantics for modal expressions, making it the simplest. This fits well with what’s known about the early age children acquire modal vocabulary. It’s comparative simplicity also allows it to **capture ~~of~~ the** great variety of readings we find, deliberative and evaluative, information-sensitive and -insensitive, action-guiding and non-action-guiding. Unlike rivals which build information-sensitivity into the formal semantics, the canonical view is easily able to capture the needed information-insensitive reading of (4), as well as represent disputes over which deontic modal sentences are information-sensitive as normative, rather than linguistic disputes. Unlike rivals which build a parameter for a planning- or preference-state into the semantics, it is able to capture the needed, non-action-guiding uses of (7) and (14). Moreover, it fits with independently well-motivated solutions to puzzles in deontic logic and faces no special issues concerning compositionality or the conversational effects of using deontic modal sentences. Finally, the canonical view enjoys strong cross-linguistic support.

 That said, much work remains to be done. For example, the comparative advantages of dynamic versus a static semantics needs further exploration. The dynamic views we have considered all reject classical propositions (which have truth-conditions relative to worlds only) as the contents communicated by the use of deontic modal sentences. However, in recent work, Una Stojnic has shown that assigning dynamic meanings to modal sentences is compatible with assigning them classical truth-conditional contents on an occasion of use. Such an approach to deontic modal sentences has promise that requires further exploration.[[46]](#footnote-46)
 Further, all of the views we have discussed require further work to become fully prediction-generating. As we’ve seen, although work has been done[[47]](#footnote-47), further testing of contextualist hypotheses requires more precise accounts of how parameter-values get determined as a function of contexts of utterance. In the case of expressivist and dynamic views, more work needs to be done in connecting the semantics and pragmatics with our judgments about cases. These views require not only revisions which would allow them to capture the readings they currently render unavailable. In addition, they require an account of how the different readings get selected. For example, in the framework of a semantics or a semantics and pragmatics which build in motivational updates, what generates the needed non-motivational uses in (7) and (14)? Before rejecting any of the views we’ve considered, these issues would need to be further explored.
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