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Abstract

Williamson (2000a) has argued that posi-
tive introspection is incompatible with in-
exact knowledge. His argument relies on
a margin-for-error requirement for inexact
knowledge based on a intuitive safety prin-
ciple for knowledge, but leads to the counter-
intuitive conclusion that no possible creature
could have both inexact knowledge and posi-
tive introspection. Following Halpern (2004)
I put forward an alternative margin-for-error
requirement that preserves the safety require-
ment while blocking Williamson’s argument.
I argue that the infallibilist conception of
knowledge that underlies the new require-
ment provides a better account of inexact
knowledge and higher-order knowledge than
both Williamson’s and Halpern’s.

The positive introspection axiom (or principle KK)
states that if one knows, one knows that one knows
(Hintikka, 1962). It is routinely used in formal epis-
temology, at least as a reasonable idealisation. Inex-
act knowledge is knowledge that fails to distinguish
close possibilities: for instance, one might know that
a pen is not 3 inches long without knowing whether
it is 2 inches or 2.1 inches long. Clearly, most of our
knowledge is inexact knowledge. However, Williamson
(1992, 1994, 2000a) has argued that positive introspec-
tion is incompatible with a plausible margin-for-error
requirement for inexact knowledge. The requirement
is based on the appealing claim that knowledge re-
quires one’s belief to be safely true. But if Williamson
is right, it leads to the unexpectedly strong conclusion
it is impossible for any agent, however idealised, to
reach arbitrarly high orders of knowledge with respect
to any item of inexact knowledge.

Several authors have responded by rejecting the safety
requirement altogether. By contrast, I will for-

mulate an alternative margin-for-error requirement
that both preserves the safety intuitions and blocks
Williamson’s argument against positive introspection.
The proposed model of inexact knowledge is based on
(Halpern, 2004), but unlike Halpern’s, it does not vali-
date positive introspection either. Instead, it provides
conditions at which positive introspection may hold.
I will argue that the resulting view provides a better
account of inexact knowledge and higher-order knowl-
edge than alternative accounts.

Williamson’s argument is restated in section (1). The
alternative margin-for-error requirement is formulated
in section (2). Section (3) extends the account to
higher-order knowledge and provides motivations to
prefer it over Williamson’s and Halpern’s.

1 Williamson’s anti-luminosity
argument

In this section, I will state the argument, review avail-
able responses, and formulate a semantics for “know”
that validates Williamson’s rejection of (KK).

1.1 Williamson’s argument

Williamson (2000a) relies on the following situation
of inexact knowledge.1 Mr Magoo wonders how tall a
certain tree is. Magoo’s estimations of the tree’s height
are imperfect, but they do allow him to gain some
knowledge of the tree’s height, for instance that it is
not 10 nor 1000 inches high. Let us assume that Magoo
is liable to make errors of plus or minus 1 inch about
the tree’s height. For simplicity, I will abbreviate “the
tree is i inches tall” by “the tree is i”. Thus, for no i,
Magoo knows that the tree is i. However, for some i,

1In Williamson’s terminology, a condition (such as one
feeling cold or one’s knowing p) is luminous iff if the con-
dition holds, one is in position to know that it holds. Thus
Williamson’s argument against positive introspection is an
“anti-luminosity” argument.
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Magoo knows that the tree is not i.

According to Williamson (2000a), Magoo cannot know
of a tree of i that it is not i + 1. Even if he correctly
judged that the tree was not i + 1, he would not be
safe from error, because he could have easily made the
same judgment about a tree of i + 1. Thus Magoo’s
knowledge is subject to the following Margin-for-Error
requirement:

(MEW ) For all i, if the tree is i+ 1, then Magoo
does not know that it is not i.

Let pi be the proposition that the tree is i inches tall,
Kp the proposition that Magoo knows p, and let “→”
denote material implication:

(MEW ) ∀i(pi+1 → ¬K¬pi)

Williamson shows that if Magoo knows (MEW ), as
seems possible, positive introspection leads to a con-
tradiction. Let the tree be 100. Magoo knows that it
is not 0. By introspection, he knows that he knows it.
Since he knows (MEW ), he knows that, if he knows it,
the tree is not 1. By inference, he knows that the tree
is not 1. By reiterating those steps, he knows that the
tree is not 100. But that is impossible, since knowledge
entails truth and the tree is 100.

More rigorously, we need four background assump-
tions. First, the tree has some height, say 100, (F)
and second, Magoo has some inexact knowledge of
it, namely that it is not 0 (ik). Third, knowledge
is closed under known implication (EC). Fourth,
knowledge is factive (T):

(F) p100

(ik) K¬p0

(EC) for any p, q: (Kp ∧K(p→ q))→ Kq
(T) for any p: Kp→ p

The main premisses are Magoo’s knowledge of
(KMEW ) and positive introspection of his knowledge
of the tree’s height:

(KMEW ) ∀iK(pi+1 → ¬K¬pi)
(KK) ∀i(Kpi → ¬K¬pi)

The argument goes as follows. Suppose the tree is
100:

1 K¬p0 (ik)
2 KK¬p0 by (1),(KK)
3 K(K¬p0 → ¬p1) by (KMEW )
4 K¬p1 by (2), (3), (EC)
. . . (same steps for heights 1, 2,. . . )
n K¬p100

¬p100 by (n), (KF)
⊥

Two remarks. First, the situation involves several sim-
plifications: Magoo’s inaccuracy is itself precise and
constant across heights, and he knows it accurately.2

However, the argument would go through if we as-
sumed instead that Magoo’s inaccuracy was always
substantially more than a tenth of an inch, and that
Magoo knew that it is at least a tenth of an inch. Sec-
ond, as Williamson (2000a, p.118-9) argues, the argu-
ment does not rely on vagueness in the verb “knows”.
In a standard sorites argument, the induction premises
(e.g. Bald(i)→ Bald(i+1)) is intuitively justified be-
cause of the predicate’s vagueness. But in the present
argument, the corresponding claim (K¬pi → ¬pi+1)
is derived, and the argument goes through even if
“knows” is sharpened.

1.2 Responses to the argument

One of the premisses or assumptions must go. I will
not consider the extreme options of rejecting facts (F),
knowledge (ik) (scepticism), factivity (KF). Epistemic
Closure (EC) is much discussed, but as Williamson
(2000a, p.116-8) notes, the argument requires only a
restricted version that appears harmless.

Williamson rejects (KK), which seems reasonable
since (KK) is implausible anyway. However, giving
up (KK) because of the anti-luminosity argument has
problematic consequences. First, even more plausible
versions of (KK) are ruled out, e.g. if one knows, one
is in position to know that one knows. Second, no pos-
sible agent, however idealised, could satisfy (KK) with
respect to any item of inexact knowledge.3 Third, ev-
ery iteration of knowledge is costly: Magoo knows that
the tree is not i only if the tree is i + 1 or more, but
he knowsn that he knows it only if it is i + n + 1 or
more. Yet we find it hard to make any difference be-
tween higher orders. Fourth, no item of inexact knowl-
edge can be known at arbitrarly high orders. That is
surprising for Magoo’s knowledge that the tree is not
0.001 inch.

Several authors have rejected (MEW ) by arguing

2see Williamson (2000b)
3Unless one preserves (KK) by making ad hoc move of

restricting it to some subset of the propositions about the
tree’s height.
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against the safety requirement on which it is based.4

However, as Williamson (2005) notes, their putative
counter-examples to a generalised safety principle have
no bearing on the limited margin-for-error require-
ments used in the argument. Moreover, rejecting one
instance of (MEW ) seems incompatible with the idea
that Magoo’s knowledge is inexact: for instance, Ma-
goo would be able to know that the tree is not 100
when it is just 99.

Bonnay and Egré (2006) reject (KMEW ) without re-
jecting (MEW ). But their view has the implausible
consequence that Magoo could not even know a weaker
version of his actual margin-for-error requirement –
say, if he takes the margin to be 0.1 at least while it is
1)

Dokic and Egré (2004) and Egré (2007) advocate a dif-
ferent solution, by distinguishing two types of knowl-
edge: perceptual knowledge that satisfies (MEW ) but
not (KK); reflexive knowledge that satisfies (KK) but
not (MEW ). The view has to treat “know” as ambigu-
ous and implies that margins are not iterated at all,
which has implausible consequences (see section 3.3).

My proposal is to reject (MEW ) by providing an alter-
native margin-for-error requirement that preserves the
safety intuitions. Similar proposals have been hinted
at by Mott (1998) and made by Halpern (2004).

1.3 Williamson’s intransitive model of
inexact knowledge

Williamson (1992) formulates a simple propositional
modal logic KT for knowledge that validates (MEW ).
The logic crucially involves an intransitive accessibility
relation.

Let M = 〈W,∼, V 〉 be a Kripke structure where W =
{w1, w2, . . . wn} (n ∈ N), and wi ∼ wj iff |i − j| ≤ 1.
V is an interpretation function such that V (pi) = wi
for 0 ≤ i ≤ n. Intuitively, the possible worlds wi
correspond to the possible heights of the tree, each pi
is true exactly at the corresponding wi and the relation
w ∼ w′ represents Magoo’s inability to discriminate
between trees whose height differ by 1 or less. It is
easy to check that the relation is reflexive, symmetric
but not transitive (1 ∼ 2 and 2 ∼ 3 but not 1 ∼ 3).
We define satisfaction as follows:

(M,w) |= pi iff w ∈ V (pi)
(M,w) |= ¬p iff it is not the case that (M,w) |= p
(M,w) |= (p ∧ q) iff (M,w) |= p and (M,w) |= q
(M,w) |= Kp iff for all w′ s.t. w′ ∼ w, (M,w′) |= p

The model validates (MEW ): if K¬p100 is true at wk

4Brueckner and Fiocco (2002), Conee (2005), Neta and
Rohrbaugh (2004).

then ¬p100 is true at wk+1, so wk+1 cannot be a world
in which the tree is 100, and thus w cannot be a world
where the tree is 99. More generally, for any i, if K¬pi
then ¬pi−1.

For knowledge to be iterated, the semantics requires p
to be true at further worlds: Kp is true at wi iff for
any j s.t. |i− j| ≤ 1, p is true at wj , but KKp is true
at wi iff for any j s.t. |i− j| ≤ 2, p is true at wj . Each
iteration requires a wider margin for error, and that is
why (KK) cannot hold for any contingent proposition.

2 An alternative model for inexact
knowledge

Williamson (2000a, p.115) introduces (MEW ) in the
following passage:

To know that the tree is i inches tall, Mr
Magoo would have to judge that it is i inches
tall; but even if he so judges and in fact the
tree is i inches tall, he is merely guessing; for
all he knows it is really i − 1 or i + 1 inches
tall. He does not know that it is not. Equally,
if the tree is i− 1 or i+ 1 inches tall, he does
not know that it is not i inches tall.

The last sentence states (MEW ). But the first states
a different requirement, which I shall now present.

2.1 Halpern’s framework and the revised
margin-for-error principle

In Williamson’s framework, worlds are individuated by
objective facts such as the tree’s being 100. Halpern
(2004) advocates an alternative framework in which
worlds are individuated by objective facts and the sub-
ject’s state. For instance, given Magoo’s limited pow-
ers of discrimination, there are three possible cases in
which the tree is 100:

1. The tree is 100 and Magoo’s estimation is 99.
2. The tree is 100 and Magoo’s estimation is 100.
3. The tree is 100 and Magoo’s estimation is 101.

Conversely, if Magoo estimates that the tree is 100, it
might really be 99, 100 or 101. We thus have a matrix
of worlds:

E101 w w
E100 w w w
E99 w w w
E98 w w
E97 w

98 99 100 101
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The possible situations are marked as “w”. The situa-
tion (100, E101), for instance, is the situation in which
the tree is 100 Magoo estimates it as being 101.

Suppose that Magoo estimates that the tree is 100.
If he judged that it was not 99, he would not be safe
from error, because he might have made the same
estimation if the tree was 99, as (99, E100) shows.
Thus he cannot know that the tree is not 99. That
suggests a revised Margin-for-Error requirement:5

(MER) For all i, if Magoo estimates that the tree
is i + 1, then Magoo does not know that
it is not i.

Let Epi be the proposition that Magoo estimates that
the tree is i:

(MER) ∀i(Epi+1 → ¬K¬pi)

The condition is sufficient to rule out Mr. Magoo’s
having exact knowledge. 1) For no size i does Magoo
know that the tree is i. Even if he estimates that the
tree is i, he might have made the same estimation if
the tree was not i. 2) For any size i it is possible that
the tree is not i and Magoo fails to know that it is not
i. That might happen if the tree is i+ 1 or i− 1.

In some respects, (MER) is stronger than (MEW ). At
(99, E100), (MEW ) does not rule out Magoo’s know-
ing that it is not 101. But (MER) does so, because
Magoo could have made the same estimation if the
tree was 101. In other respects, (MER) is weaker. At
(100, E99), (MEW ) rules out Magoo’s knowing that it
is not 101. But (MER) does not so, because Magoo
would not have made that estimation if the tree was
101.

To see what goes on, consider the following condition-
als:

(a) If the tree is 100, Magoo knows that it is
not 99.

(b) If the tree is 100, Magoo does not know
that it is not 99.

Williamson’s framework makes it seem that either (a)
or (b) is true. (In the corresponding model, that is re-
flected in the fact that there is only one possible world
per tree height.) Since (a) grants Magoo with exact
knowledge, Williamson holds (b) – and more gener-
ally (MEW ). But (MER) implies only that if the tree
is 100, then Magoo might fail to know that it is not
99. Conversely, (MER) does not rule out that Ma-

5Mott (1998) has suggested a similar requirement.
Halpern (2004)’s “reports” operator is subject to the same
requirement.

goo knows that the tree is not 99 and the tree is 100
(100, E99).

Now, one can see why Williamson’s argument cannot
go through with the new requirement alone. Suppose
Magoo knows that the tree is not 99. (MER) does not
rule out that the tree is 100. So even if Magoo knows
that he knows it, he cannot infer that the tree is 100.
The sorites-like series cannot be initiated.

The contrast between (MEW ) and (MER) is shown
below. Let p be the proposition that the tree is not
101. By Williamson’s requirement, Magoo fails to
know p if the tree is 101± 1 :

E101 ¬Kp ¬Kp
E100 w ¬Kp ¬Kp
E99 w w ¬Kp
E98 w w
E97 w

98 99 100 101

The revised requirement rules out situations in which
Magoo estimates the tree as being 101± 1:

E101 ¬Kp ¬Kp
E100 ¬Kp ¬Kp ¬Kp
E99 w w w
E98 w w
E97 w

98 99 100 101

To sum up, there are two margin-for-error require-
ments that can be claimed to capture the limita-
tions of inexact knowledge. They are merely neces-
sary conditions on knowledge, and they are compatible
though distinct. But for his anti-luminosity argument
Williamson needs to argue that inexact knowledge is
subject to his requirement on top of, or instead of, the
revised one.

2.2 Halpern’s transitive model for inexact
knowledge

Following Halpern (2004), we can formulate a S5
modal logic in which (MER) and (KK) hold.

Let M = 〈W,∼, V 〉 be a Kripke structure where
W = {wi,j |i ∈ N, j ∈ N, |i − j| ≤ 1}, wi,j ∼ wi′,j′
iff j′ = j, and V is such that V (pi) = {wi′,j′ |i′ = i}.
Intuitively, wi,j is the world in which the tree is i and
Magoo estimates it as being j; given Magoo’s powers
of discrimination, there is no world in which he makes
a mistake of more than one inch. The accessibility re-
lation relates two worlds only if Magoo makes the same
estimation in both. We define satisfaction as before.
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The model validates (MER): if Magoo estimates that
the tree is k, then there is an accessible world (namely,
(k−1, Ek)) in which the tree is k−1, so Magoo cannot
know that the tree is not k − 1.

The model validates (KK): the accessibility relation is
transitive, since each world has access to all and only
worlds in which the estimation is the same. From this
(KK) follows straightforwardly.

Interestingly, the model invalidates (MEW ). At (100,
E99), Magoo knows that the tree is not 101, since it is
not 101 in all accessible worlds: (98, E99), (99, E99),
(100, E99). So Kpi → ¬pi+1 is not valid.

3 Extension to higher-order
knowledge

3.1 The underlying infallibilist conception of
knowledge

The intuition behind the revised margin-for-error
principle is infallibism: Magoo knows that p only
if he could not have been in his actual subjective
state if p was false. That can be turned into a
sufficient condition for knowledge. Let Ep be Magoo’s
p-relevant estimation:

(IK) Kp iff �(Ep→ p)

The intuition behind (IK) is the following. Suppose
Magoo estimates that the tree is 100. Given his pow-
ers of discrimimation, he could not have made that
estimation if the tree was 98. So he could not have
been wrong about the tree not being 98. That seems
sufficient for him to know that it is not 98. (Halpern’s
model validates (IK); the accessibility relation for �
is just W × W . More generally, (IK) implies that
Williamson’s (MEW ) is false.)

Infallibilism raises sceptical worries: surely, a mad
scientist could have Magoo estimating that the tree
is 100 while there is no tree. However, that can be
avoided in several ways, for instance by restricting the
necessity operator in the contextualist’s way (remote
possibilities are ignored in common contexts) or the
subject-sensitive invariantist’s way (remote possibili-
ties are not genuine in S’s particular situation). The
details do not matter here.

Estimations are subjective states that S could be in
only if certain facts obtain. They roughly correspond
to Lewis (1996)’s notion of evidence. Thus when I say
that an estimation E is incompatible with p, I do not
mean that E’s content implies not-p, but that S’s being
in E implies not-p. I need not specify them further

here: they can be experiences, judgements about the
way things look, or beliefs.

3.2 Extension to higher orders

The natural way of extending (IK) to higher orders is
to introduce estimations of estimations:

Magoo knows that he knows that the tree
is not 98 iff necessarily, if he estimates
that he estimates that the tree is 100, he
knows that the tree is not 98.

Again, estimations of estimations are just states S
could be in only if certain facts (here, estimations) ob-
tain. They can be jugdments about one’s experiences,
beliefs caused by those experiences, or more generally
one system’s information about another system’s infor-
mational state, whether in the brain or in an artificial
system.6

Thus, let E2p be Magoo’s estimation of his p-relevant
estimation, and similarly for Enp:

(IKn) Knp iff �(Enp→ p)

The left-to-right part of (IKn) implies that an equiva-
lent of the revised margin-for-error requirement is true
at each level.7

Consequently, (KK) holds between two orders only
if Magoo’s higher-order estimation of his lower-order
state is perfect. Assume Magoo is liable to make er-
rors of 1 about his lower-order estimations – which is
likely if they are experiences. Suppose he estimates
the tree as being 100, so he knows that it is not 98.
He also estimates rightly that he estimates so, but that
is compatible with his estimating the tree as being 99,
in which case he would not have known that the tree
is not 98. So he does not know that he knows it. Thus
(IKn) is compatible with (KK) but does not entail it.

Formally, we need a yet richer set of worlds: if Magoo
is liable to such higher-order errors, we need to distin-
guish (100, E100, EE100) from (100, E100, EE99) and
(100, E100, EE101). Accessibility on these new worlds
is such that (i,Ej,EEk) (i′,Ej′,EEk′) iff k = k′. On
this view, Halpern’s model represents the degenerated
case in which there is only one EE world for each E
world: that is, all Magoo’s higher-order estimations
are exact. That is why the model validates KK.

6Thanks to an anonymous referee here.
7To avoid inconstistency, we assume that higher-order

estimations are not more sensitive to facts that lower-order
ones.
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3.3 Defence of the revised view

There are three reasons to adopt the revised view of
inexact and higher-order knowledge presented here:

First, Williamson’s (MEW ) implies that inexact
knowledge states are strictly more informative that
their content. For instance, if Magoo knows that the
tree is between 99 and 101, then the tree is neither 99
nor 101. So the information carried by Magoo’s knowl-
edge state is richer that what Magoo knows. That is
the deep reason for (KK)’s failure: additional infor-
mation is required for Magoo to know that he knows
it. On the revised conception, knowledge states are
just as informative as their content : Magoo’s knowing
that the tree is between 99 and 101 only indicates that
the tree is between 99 and 101. That is welcome, since
there is no reason why the information carried by a
subject’s state should necessarily be partly hidden to
her.

Second, (MEW ) implies that subjects infer they own
states from the state of the world, in spite of direct in-
formation they might have about them. Consider why
(MEW ) rules out Magoo’s knowing that he knows that
the tree is not 101 at (99, E99). For all Magoo knows,
the tree might be 100. But if it was 100, Magoo might
be estimating it as being 100. Hence, the reasoning
goes, for all Magoo knows, he might be estimating it
as being 100. (Therefore, for all he knows, it might
be 101.) But that move is unacceptable if Magoo is
aware that he does not estimate it as being 100. So
(MEW ) is cogent only if Magoo has no direct infor-
mation about his own states. By contrast, on the re-
vised view, the epistemically accessible worlds are only
worlds in which Magoo makes the same estimation.
For instance, if Magoo estimates that he estimates the
tree as being 99, and would not do so if he estimated
it as being 101, then it is false that for all he knows, he
might be estimating it as being 101. Thus the revised
view allows subjects to have direct information about
their own states.

Third, Halpern’s view implies that subjects cannot
lack information about their own states.8 Suppose
Magoo estimates wrongly that he estimates the tree as
being 101 – in fact, he estimates it as being 100. On
Halpern’s view, that is sufficient for him to know that
he knows that the tree is not 101.9 On the present

8The same holds for other models that validate (KK),
such as Bonnay and Egré (2006) or Egré (2007).

9Note that the fact that Halpern’s model validates (KK)
is not simply a consequence of the accessibility relation’s
being Euclidean and transitive. In the model presented
here, the accessibility relation is such, and yet (KK) need
not hold. That is because in those models, whether (KK)
holds depends on whether there are several dimensions of
subjective states. (Thanks to an anonymous referee here.)

view, it is not, because Magoo could have made the
same second-order estimation if he did not know that
the tree was not 101. More generally, (IKn) is compat-
ible with different margins for error at each order, or
the absence of them. This is welcome, since subjects
can have merely partial information about their own
states.

The revised view thus leaves it open whether (KK)
holds between any two orders. For instance, it is
compatible with the following attractive view: from
a certain order n on, the very same cognitive state
of ours implements both our estimationn that p, our
estimationn + 1 that p and so on. That is reflected in
our ability to distinguish them. But by the same to-
ken, we cannot fail to be estimatingn that p when we
estimaten+1 that p, so (KK) holds from n on. By con-
strast, we do distinguish the first orders but are liable
to make errors about our own states at those orders,
so (KK) fails to hold there. On that view, if the tree
is 100, the closer i is to 100, the lesser Magoo is likely
to know that he knows that the tree is not i; neverthe-
less, he has arbitrary high orders of knowledge that it
is not 0.

4 Conclusion

I have defended a revision of Williamson (2000a)
Margin-for-Error principle for inexact knowledge that
preserves the safety intuitions while avoiding the im-
plausible consequence that no possible creature can
satisfy (KK) with respect to any piece of inexact
knowledge. On the basis of the revised principle,
I have defended an infallibilist conception of knowl-
edge that provides a more flexible account of higher-
order knowledge, allowing (KK) to hold or not between
any two orders, and giving the condition at which
it does. I have argued that the resulting view also
avoids two problematic consequences of Williamson’s
account: namely, that some information carried by
knowledge states is necessarily hidden, and that sub-
jects cannot rely on direct information about their own
states, and a problematic consequence of Halpern’s ac-
count: that subjects cannot lack information about
their own states.
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