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Gap Principles, Penumbral
Consequence, and Infinitely
Higher-Order Vagueness

Delia Graff

Philosophers disagree about whether vagueness requires us to admit tI']jlth—
value gaps, about whether there is a gap between the objects of which a glven
vague predicate is true and those of which it is false on an appropr.lately
constructed Sorites series for the predicate—a series involving small incre-
ments of change in a relevant respect between adjacent elements, but a large
increment of change in that respect between the endpoints. There appears,
however, to be widespread agreement that there is some sense in which vague
predicates are gappy which may be expressed neutrally by saying that on arlly
appropriately constructed Sorites series for a given vague predicate there will
be a gap between the objects of which the predicate is definitely true and those
of which it is defmitely false. Taking as primitive the operator ‘it is definitely the
case that’, abbreviated as ‘D’, we may stipulate that a predicate F is definitely
true (or definitely false) of an object just in case ‘DF(a)’, where ais a nar'n‘e for
the object, is true (or false) simpliciter.1 This yields the following conditional
formulation of a ‘gap principle’:

I am grateful to Alexis Burgess, Michael Fara, Gilbert Harman, and Harold Hodes for helpful

discussion of the topics in this paper, and also to audiences at the University of Connecticut.
Oxford University, and the University of Rochester where this material was presented.

' Throughout, single quotes are used for ‘scare’ quotation, direct quotation, name-forming

quotation, and also, instead of corner quotes, for ‘quasi-quotation’.
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(DD(x) A D=B(y)) — =R(x, y)

Here ‘@’ is to be replaced with a vague predicate, while ‘R’ is to stand for a
Sorites relation for that predicate: a relation that can be used to construct a
Sorites series for the predicate—such as the relation of being just one millimetre
shorter than for the predicate ‘s tall’. Disagreements about the sense int which it
Is correct to say that vague predicates are gappy can then be recast as
disagreements about how to understand the definitely operator. One might
give it, for example, a pragmatic construal such as ‘it would not be misleading
to assert that’; or an epistemic construal such as ‘it is known that or ‘it is
knowable that’; or a semantic construal such as ‘it is true that’.

Those who think that the gappiness of vague predicates amounts to a gap
between truth and falsity will also accept a formulation of the gap principle as
an argument schema without a definitely operator. Since they believe that a
verifier and a falsifier for a given vague predicate cannot be adjacent elements
of a Sorites series for that predicate, they will accept, for example, that it is not
possible for it to be true that x is tall and that yisn’t unless it’s true that x is
more than one millimetre taller than y; that from x’s being tall, together with

J's not being tall, it Jollows that x is not just one millimetre taller than .
Schematically:

D) A D)
SoR(xy)

In what follows | argue that acceptance of gap principles creates problems
for those who maintain that the gappiness of vague predicates amounts to a
gap between truth and falsity. In particular, I argue first that ‘higher-order’
gap principles, in their conditional formulation, lead to contradiction when
the definitely operator is given a semantic construal; and second, that super-
valuationists who accept gap principles in their formulation as arguments
must concede that the sense in which they endorse classical logic is more
qualified than is typically advertised. ’

1. The Paradox of Higher-Order Gap Principleé

Some say thata predicate is vague just in case it has, or could have, borderline
cases, where what it is to be a borderline case of a vague predicate such as ‘tall’

(for example) may be expressed using the definitely operatcr: to be borderline
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tall is to be neither definitely tall nor definitely not tall.” I prefer to say that a
predicate is vague just in case it has fuzzy boundaries of application on an
appropriately constructed Sorites series for the predicate. The metaphor of
fuzzy boundaries can be understood in at least two ways, which are them-
selves in turn metaphorically expressed. On one understanding, a predicate
has fuzzy boundaries of application just in case it has a grey area of applicability.
On this understanding, to have a fuzzy boundary of application just is to have
borderline cases. On another understanding of the metaphor of fuzziness, a
predicate has fuzzy boundaries of application along a Sorites series when there
is an apparently seamless transition along the series from cases where the
predicate applies to cases where it doesn’t apply. On this understanding,
fuzziness is associated with susceptibility to paradoxical Sorites reasoning. I
regard fuzziness understood as seamless transition as equally well described
using Crispin Wright’s (1975) notion of tolerance—the applicability of vague
predicates seems to us tolerant of small differences or changes yet not always
tolerant of large ones, which is paradoxical since small changes accumulate.
[ prefer to think of fuzziness qua seamless transition in terms of Mark
Sainsbury’s (1991a) notion of boundarylessness: although a vague predicate
clearly does apply to some initial segment of its Sorites series but clearly
doesn’t apply to some final segment, the transition from the former segment
to the latter seems boundaryless; the transition seems to occur along the
series while seeming not to occur at any point in the series.

Crucially, the two conceptions of fuzziness come apart. There could seem
to be a grey area of applicability on a Sorites series without an appearance of
boundarylessness, since a grey area may itself appear sharply bounded.
Conversely, there could in principle be an appearance of boundarylessness
without there seeming to be any grey area at all. The metaphor of fuzziness
may obscure this latter point, since it seems that a fuzzy boundary must
occupy an extended region, and hence that to lie within this region is to be a
borderline case. To that extent, the metaphor of fuzziness is not entirely apt.

The positing of a gap between a vague predicate’s definite cases and its
definite non-cases often seems, in theories of vagueness, to serve two func-
tions, corresponding to the two conceptions of fuzziness just outlined.
Consider the case of the predicate ‘tall (for a man). On the one hand,
there are men who seem to fall in the grey area—when asked whether
they are tall, we feel that some kind of hedged answer would be most

* Although [ do not think that gradable adjectives such as ‘tall' have predicate-tvpe semantic
values, I regard it as harmless in this context to call them predicates. .
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appropriate; and moreover it seems that no further information would make
us feel more confident in answering simply ‘ves’ or ‘no’. These men falling in
the grey area are classified as not definitely tall but not definitely not tall
either. On the other hand, when confronted (in our imagination) with 3
Sorites series for the predicate, we find ourselves unable to locate any point
marking the transition from the tall to the not tall. The proposed reason for
this inability is that between the men who definitely are tall and thoge who
deﬁnitely are not are some men who are neither, Thus a theory of definite.
ness on this picture is required simultaneously to be both a theory of what j¢ is
to fall in the grey area, i.e. cause us to hedge, and a theory of our inability to
locate a boundary.

But we are no more able to locate a point marking a transition from the
definitely tall to the nor definitely tall than we are able to locate one marking a
transition from the tall to the not tall. The push to accept higher-order
vagueness comes from requiring that the very same explanation be given for
this inability as was given for the first: just as we cannot locate a boundary
dividing the tall from the not tall because there are men who do not fall
definitely into either category between the men who fall definitely into one
or into the other, we cannot locate a boundary dividing the deﬁnitely tall
from the not definitely tall because there are men who do not fal] deﬁnitely
into either of these categories between the men who fal definitely into one or
into the other. So although there is no obvious phenomenon of second-order
hedging_anyone indecisive about whether to be indecisive about whether a
given man is tall just is being indecisive about whether the man is tall; the
claim that a given man is tallish-ish is not clearly even sensible—a theory of
definiteness is now on this picture required to accommodate there being not
only first-order borderline cases, men who are neither defmitely tall nor
deﬁnitely not tall, but also ‘second-order borderline cases’, men who are
neither definitely defimitely tall nor definitely not deﬁnitely tall.

The problem does not stop there, for we also cannot locate a boundary
between the definitely definitely tall and the not deﬁnitely definitely tall
(assurning, for the sake of argument, that we can understand what it would
be to fall into these categories). So in addition to our first-order gap principle

(in conditional formulation) for “tall’, we also have many higher-order gap
principles.

(DT() A D=T(y)) — =R(x, y)

Gap Principle for T(xy
(DDT(x) A D=DT(y)) — “R(x, y)

Gap Principle for ‘DT(xy

T
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(DDDT(x) A D=DDT(y)) — =R(x,y) ~ Gap Principle for ‘DDT(x)

[ will assume that we have classical equivalences governing the interztetionfof
the conditional with conjunction and negation, so that the f(s)llow‘ing,. or
example, are equivalent: (@ A Y) — —0 and 0 — (f —h> ). OBSZS e:lfuicyi;
lent’, | mean must have the same truth value, where for the purp " o
definition, a lack of truth value is stipulated to be a truth. value. !
equivalences in question are accepted by standard gap theorists, suycl acs1
supervaluationists and also those who adopt the Kleene strong three-va u;
truth tables. Now, using prime symbol notation to denote the successor of a
term in a Sorites series (following Crispin Wright), we may represint OL;I’i f:rli
principles schematically as follows, extended to cover any number o

ations of the definitely operator, as indicated by superscripts.

Gap Principle for D'®(x):  DD'®(x) — ~D—D"P(x)

Equivalent formulation: ~ D=D'®(x") — —~DD"P(x).

SOIIle leIlClpleS gOV eIIllIlg tlle l()glC ()f the deﬁllltely OpeI ator are uncontro-
VelSlal W hlle Otllels are a ropriate ()Ill tO par thulaI COHStI’ualS ()flt l;() e

relatively uncontroversial principles are the following:

(T) FDp — ¢
(K) = D(@ — ) — (Do — DY)
(RN) if - ¢ then I De.

The semantic construal of the definitely operator,paecording to,“{hlzh .1t
may be understood as akin to an operator such as lt. is true that, eals i)nf
addition to a principle to which epistemicists emphaticatlly object: a rule

D-introduction. In its strong form the rule allows one to infer D¢ from some

premises if one can infer @ from those same premises.
(D-intro) if I' = ¢ then I' - Do.

It is natural for a truth-value gap theorist to accept D—introductio?,dand in
particular (since @ I @) to regard the inference .frorn (p to D@ as valid, gi\S/etn
her construal of definiteness as truth. For it seems impossible for atsentence ) 0
be true while another sentence—it is true that $—that says (in effect) that

Ives; and also use concatenation

> T freely use symbols, such as = or D, as names of themse 0 use concatenatior

itself, rather ’than the concatenation symbol 7, to stand for the concatenation o ifor e
) . i = ‘Dg’ i i-quotes

for example, D = ‘D’ ¢ (using name-forming quotes) = ‘D@’ (using quasi-q ¥

formula ¢@.
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it’s true is not true. Standard supervaluationist semantics and conceptions of

validity such as that developed by Kit Fine (1975) and endorsed more recently
by Rosanna Keefe (2000)4 do indeed yield that D-introduction is validity-
preserving.5
Crispin Wright (1987, 1992) has argued that acceptance of a second-

order gap principle leads to paradox. Specifically, he has argued that given
D-introduction one can deduce from a second-order gap principle—
for ‘definitely tall'—the following Sorites sentence: for all x, if the Sorites-
successor of x definitely isn’t definitely tall, then x definitely isn’t definitely tall
as well.® This is paradoxical: a three-foot tall man definitely isn’t definitely
tall, so appeal to the deduced Sorites sentence yields that the preceding man

on the series, who is just one millimetre taller, also definitely isn’t definitely

tall. Repeated appeal to the Sorites sentence yields that the first man on the
series, who, we may presume, is 2.5 metres tall, also definitely isn’t definitely
tall. But this is false. Any 2.5-metre tall man definitely is definitely tall.

With some minor variations, Wright’s deduction is as follows (line
numbers in square brackets track premises):

1] (1) V«(DDT(x) — —~D—=DT(x)) Premise

1] (2) DDT(x) — —D—DT(x') (1) V-elim

3] (3) D=DT(x") Premise (for conditional proof)
4] (1) DI(x) Premise (for reductio)

4] (5) DDT(x) (4) D-intro

14] (6) ~D-DI(X)

1,34] (7) D=DT(X) A ~D-DT(x)
13 (8) ~DI(x)

1,3]  (9) D=DI(x) (8) D-intro

| (10) D=DT(¥) = D=DT(x) (93] ~-intro
| (11) V(D=DT(x") — D—=DT(x)) (10) V-intro

(2:5> —-elim
(3,6) A-intro
(NH4] —-intro

Dorothy Edgington (1993) and Richard Heck (1993) respond by claiming that
one cannot apply D-introduction within sub-proofs. As Heck formulates the
response, D-introduction is Vahdity—preserving, but in its presence rules
such as conditional-introduction and negation-introduction that involve

* See also Heck (1993) and Williamson (1994, ch. 5).

* VannMcGee and Brian McLaughlin are supervaluationists who do not accept D-introduction
because they think the principle conflicts with higher-order vagueness, but for reasons different
from the ones brought out here (McGee and McLaughlin 1998, forthcoming).

® Wright formulates the deduction so that it appeals only to a weakened form of
D-introduction: if DI" - @ then DU = Do, where PI' = {Dy:y € T'}.

1
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right hand you still have the object in your left hand that is tall, hence
definitely tall, and a new object in your right hand that’s a borderline case of
‘tall’, hence not definitely tall. Now to illustrate that there is no sharp
boundary between the definitely tall and the not definitely tall, you want
to move your right hand leftward again, to grasp an object that’s a borderline
case of the predicate ‘definitely tall’ that’s true of the object in your left hand
but false of the object in your right hand. Each time you do this, you find you
have an object in your left hand of which a predicate of the form ‘D"T(x)’ is
true, and an object in your right hand of which that predicate is false. The
collection of m—1 gap principles appealed to in my argument entails that you
can do this at least m~-1 times. But you cannot do this as many as m—1 times;
there were only m~2 objects between your hands at the start.”

We should get clear about what exactly has and has not been shown. It has
not been shown that there are higher-order predicates of the form ‘D"T(x)’ for
which there is no true gap principle. Let me explain. Compare two Sorites
series for the predicate ‘tall’; each beginning with a man whose height is 2.5
metres (definitely tall) and ending with a man whose height is 1.5 metres
(definitely not tall). One series consists of 101 men, each one centimetre taller
than the next; while the other series consists of 1,001, each one millimetre
taller than next. All we have shown is that the truth of gap principles
involving the successor relation from the first series must give out before we
get to 100 iterations of the definitely operator, while the truth of gap principles
involving the successor relation from the second series must give out before
we get to 1,001 iterations of the definitely operator.'® So it remains an open
possibility that for any predicate of the form ‘D"T(x)’, involving any number of
iterations of the definitely operator, there is some (perhaps very) finely discrim-
inating relation involved in a true gap principle for that predicate.

That that possibility remains open, however, has no bearing on the point I
wish to make. The point I wish to make is that given a particular finite-length
Sorites series for the predicate ‘tall’, involving a particular Sorites relation for
that predicate, we are no more able to locate a point on that series marking
the transition from the objects of which ‘definitely definitely...definitely

® A related challenge can be posed for Timothy Williamson's (1994) view that gaps in
knowledge rather than gaps in truth value explain our inability to locate boundaries for vague
predicates. See Gémez-Torrente (1997) for presentation, and Williamson (1997) for a reply. See
also Gomez-Torrente (2002) and Graff (2002) for further developments of the challenge, and
Williamson (2002) for a reply to those.

' This has been emphasized to me by Hartry Field, Stewart Shapiro, and Timothy Williamson.
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call’ is true to those of which it is false than we are able to locate one marking
the transition from the objects of which ‘tall’ is true to those of which it is
false. The truth of higher- and higher-order gap principles for the particu.lar
series—involving its particular successor relation—cannot be what explains
our inability to locate such points, since (given D-introduction) not all such
principles are true. | .

We correspondingly have also not shown that there is no such thlng as
infinitely higher—order vagueness. | take it that on the picture We"re work%ng
with a predicate is first-order vague if, on some Sorites series for it, ther? is ‘a
gap between the things of which it is definitely true and the.thlngs of which it
is definitely false. I take it also thata predicate is infinitely higher-order vagTJe
if it is vague to some order but not to any greatest order. We have not et said,
however, what it is for a predicate to be vague to an order greater than one. |
presume that the first-order vagueness of *definitely tall’ would suffice for the
second-order V‘agueness of ‘tall’, and in general that the first-order vagu?nes,s
of “definitely” tall’ would suffice for the (n + 1)th—order vagueness of tall’.
This does not amount to a definition, however,!" since there may be othe’r
higher-order predicates, including ‘definitely” not-tall’ and ‘borderhrtlf" tall’,
the first-order vagueness of which would also suffice for the (n+ 1) -order
vagueness of ‘tall’. But we won’t need a general definition for the Purposes ?f
the discussion here; it will be enough to have identified the sufficient condi-
tions for n'P-order vagueness already mentioned.

A gap principle for ‘definitely” tall’ is (the universal‘ closure ?D:
DD"T(x) — —D—D" T(+). If for each such predicate there 1? some Sorites
series—involving perhaps only very slight differences in height between
adjacent clements——that furnishes us with a successor relatlon. that ren.ders
the corresponding gap principle true, then, given the preceding co‘n51der—
ations, that suffices for ‘tall’ to be infinitely higher—order vague. For if a gap
principle for ‘definitely” tall’ is true, relative to some given Sorl.te's series, tkTe.n
nowhere on that series will we find an object which ‘definitely” tall’ is
definitely true succeeded by one of which it is definitely false. So if for every
predicat; of the form ‘definitely” tall’ there is some such Sorites series, ‘tall” is
infinitely higher-order vague.

One might think, in light of the foregoing discussion, that at the very least
we have shown that if ‘tall’ is infinitely higher-order vague, this cannot be

" See Williamson (1999) and the introduction to Graff and Williamson (2002, p. xxi) for a

. th .
general definition of n -order vagueness.

0



204 | Delia Graff

exhibited on any one finite-length Sorites series. Yet we have not shown even
that much. What we have shown, using reasoning the typical truth-value gap
theorist accepts, is that given a particular Sorites series for ‘tall’, not every
higher-order gap principle formulated with the successor relation from that
series is true. We have not, however, shown that a truth-value gap theorist
must accept that any such principle is false. It is only when a gap principle for
‘definitely” tall’ is false that we are assured of finding, on the Sorites series in
question, an object of which that predicate is definitely true right next to one
of which it is definitely false. If none of the higher-order gap principles are
false, then no matter how many iterations of the definitely operator we
ascend to, we will always find that between the objects thaé are definitely
definitely” tall and those that are definitely not definitely” tall are somJe
objects; but since not all of the higher-order gap principles are true, we will
not always be able to truly describe these objects as neither definitely nor
definitely not definitely” tall. We can represent the situation in a diagr;m:

2O ML e e s 1.5m
T(x) | = T(x)
DT (%) ' - D)
DDT (x) l ~  DDT(x)
DDDT(x) ‘ - DDDT (x)
D"T(x) l - D”T(.\‘)

Given D-introduction, those objects that are definitely” tall are precisely the
objects that are definitely""! tall. However, the envisaged truth—valué gap
theorist does not always accept arguments by reductio or contraposition of
implications. So in particular, those objects that are not definitely” tall may be
properly included among those objects that are not deﬁnitelyj"+1 tall. (For
example, the things that are definitely not tall, and also the things that are
borderline tall, are among the things that are not definitely tall.) But since
our series is finite, this proper inclusion cannot continue indefinitely. But still,
if no higher-order gap principle is false, then for any n there will still be a gap
between the objects of which ‘definitely” tall’ is definitely true and those of
which it is definitely false.
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This may count as infinitely higher-order vagueness. But what it really
brings out is that there is no connection between infinitely higher-order
vagueness and the presence of ‘fuzzy boundaries’, properly construed. We
could have infinitely higher-order vagueness exhibited on a series of three
objects: let ‘definitely” tall’ be true of the first object, for any #; false of the last
object, for any n; and let the middle object be such that for any n, we speak
neither truly nor falsely when we ascribe ‘definitely” tall’ to it. Then we have
infinitely higher-order vagueness in the sense that, for any #, the segment of
objects of which ‘definitely” tall” is definitely true is not contiguous with the
segment of objects of which it is definitely false, and in that sense there is no
sharp boundary (there being no boundary at all) between the two segments of
objects. But there is no sense in which it would be correct to say that thereisa

fuzzy boundary between these two classes of objects.

2. How Classical is the Supervaluationist’s Logic?

[ turn now to a different set of problems, directed at supervaluationists in

particular, that are raised by gap principles formulated as arguments.

D(x) /\‘—l(I)Q;)
CR(x Y)
Ordinary argumentation makes use of a notion of consequence with distinct-
ively classical properties. So, one ordinary way to argue for a conditional is to
assume the antecedent and argue for the consequent from that assumption.
It is well known, however, that argument by conditional-introduction for
example, or by contraposition or reductio ad absurdum, is not acceptable given
certain treatments of vagueness involving truth-value gaps. For those who
retain truth-functionality for the sentential connectives and quantifiers, no
classically valid formula is deemed valid, since any such formula may have
only ‘indefinite’ constituents (or instances, in the case of quantiﬁed formu-
las). Suppose, for example, that the sentence ‘Al is tall’ is indefinite, but that
‘Al is bald’ is false. Then given Kleene's strong three-valued truth tables (as
adopted, for example, by Soames 1999, Tappenden 1993, and Tye 1994) the
classically valid conditional ‘If Al is tall then he is either bald or tall” will itself
be indefinite. But still, the antecedent of this conditional is taken to imply its
consequent in the sense that it is impossible for the antecedent to be true
while the conclusion is not true. So conditional-introduction Gf o EY

*
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then I ]: @ — t//) fails. Supervaluationists, who eschew truth-functionality
along with bivalence, typically claim to have the upper hand here. For them,
the conditional ‘If Al is tall then he is either bald or tall’ is true (indeed, valid)
since classically true for every way (‘admissible’ or not) of making the vague
predicates in it completely precise. The conditional is classically true on
any precisification that falsifies its antecedent; and classically true also on any
precisification that verifies its antecedent, since any such precisification also
verifies its consequent.

Supervaluationists cannot endorse every case of argumentation by condi-
tional-introduction, however, but it has been suggested that this restriction
on our ordinary deductive practice is acceptable, because it is limited to
arguments involving the definitely operator, or similar constructions.
According to Fine (1975: 290), the failure of conditional-introduction ‘distin-
guishes the presence of D from its absence’, and according to Keefe (2000: 178)
‘the cases in which [conditional-introduction and other classical principles|
fail all involve the D operator (or similar such devices). While in one sense
these claims are incontrovertible, there is another sense in which they are
false. When relations of consequence other than the rather stringent logical
consequence relation are at issue, the supervaluationist must countenance
failures of conditional-introduction even in the absence of a definitely oper-
ator or any similar such devices.

The question whether supervaluationists really endorse classical logic has
received a fair amount of attention since Williamson’s (1994, ch. 5) discussion
of it. The reason some commentators have claimed that the supervaluation-
ist’s semantics for a language with a definitely operator yields something less
than classical logic is not that there turn out to be classically valid formulas or
even arguments that are not supervaluationally valid, but rather that the
supervaluationist’s semantics for the language with the definitely operator
vields a consequence relation that isn’t closed under such classical operations
as conditional-introduction, contraposition (if I', ¢ =, then T, ~f [z —¢),
or reductio ad absurdum (if I', o Eyy A =), then I'E—¢). For example,
on versjons of supervaluation semantics that endorse D-introduction,'” ‘Al is
bald’ implies ‘Al is definitely bald’; but the conditional ‘If Al is bald then Al is
definitely bald’ need not be true—it is not true when Al is a borderline case.
My focus in this section is on the question whether the classical closure
principles fail only in the presence of the definitely operator.

" Fine (1975); Keefe (2000).

Gap Principles, Penumbral Consequence | 207

Vann McGee and Brian McLaughlin (forthcoming) have recently contrib-
uted to the debate by arguing that commitment to classical logic requires
only that discharge of premises be permissible in the case of arguments that
are classically valid. No argument whose validity results from the special logic
of the definitely operator—or their ‘determinate truth’ predicate, or any
other expression not traditionally treated asa logical constant—is required to
support conditional-introduction. "

[ disagree with their general claim. We who accept classical logic accept
forms of argumentation involving conditional-introduction and contrapos-
ition irrespective of whether the consequence relation at issue is logical
consequence or just our everyday context-dependent conception of what
follows from what. For example, if you accept that it in some sense follows
from someone’s being a friend of yours that you have an obligation to convey
your condolences to him if he has recently suffered the death of a loved one,
Vthen you must—it seems to me—accept that in the same sense it follows
from your having no obligation to convey condolences to someone who has
recently suffered the death of a loved one that he is not a friend of yours.

Argument [A
X is a {riend of yours.
Therefore, if X has recently suffered the death of a loved one, then you
have an obligation to convey your condolences to X.

Argument [B
X has recently suffered the death of a loved one.
You have no obligation to convey condolences to X.
Therefore, X is not a friend of yours.

[ do not suggest that you must accept either argument; you might think that
you incur an obligation to convey condolences to your bereaved friend only
once you know about his loss. But that is not to object to my point, which is
rather that if you accept that in the A case the conclusion follows from the
premises then you must accept it in the B case as well. The converse also
holds. The two arguments stand or fall together.

Similarly, on the classical perspective, since Sorites paradoxes show us that
there is no sense in which it follows from X’s being tall and X’s being no more

" McGee and McLaughlin have a stake in the issue, since even though they do not endorse
D-introduction, they are still committed to failures of conditional-introduction in the presence
of the D operator, as pointed out by Williamson (forthcoming).
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than a millimetre taller than Y that Y is tall as well," it also shows us that
there is no sense in which it follows from X’s being tall and Y’s not being tall
that X is more than a millimetre taller than Y.

Argument IIA
X is tall.
X is no more than a millimetre taller than Y.
Therefore, Y is tall.
Argument 1IB
X is tall.
Y is not tall.

Therefore, X is more than a millimetre taller than Y.

Supervaluationists, however (and other truth-value gap theorists), do think
that there is at least some important sense in which in case IIB we have a
genuine entailment. For they think that on a Sorites series for the predicate
‘tall’, there are borderline cases between those of which the predicate is true
and those of which it is false. Argument IIB is an instance of the argument-
schema formulation of a gap principle. No definitely operator is involved, but
contraposition or conditional-introduction on the argument-schema formu-
lation of the gap principle yields a Sorites paradox.

Background

Since I'want in this section to spell out exactly what’s meant in saying that the
supervaluationist does or does not endorse classical logic, it will/help for the
sake of concreteness to include a brief presentation of a supervaluation
semantics.”” Tt will be important for what follows that the language for
which the semantics is given is a language whose predicates are expressions
of English. A supervaluational model (‘'model’ for short) is a specification space
consisting of one or more specification points, each of which may be thought of as
a classical model, including a domain of discourse and an assignment of

'* Richard Feld h inted
. man has pointed out to me that I should qualify my claim here, since there
are inductive or probabilistic notions of ‘follows from’. When I say that there is some sense in

which B follows from A, I mean that there is some sense in which the truth of A guarantees the
truth of B.

t5 I
My presentation is based on Fine’s.
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extensions from that domain to the predicates in the language.16 A formulais
true in a model just in case it is true at every point in the model; false in a
model just in case it is false at every point in the model."” Truth value at a
point for formulas is defined with the standard classical truth clauses, with
the result that at any given point in a model every formula is either true or
false (not both)."® A formula is neither true nor false in a model when it is
true at at least one point in the model and false at at least one other.

So what happens when a definitely operator is added to the language? As
before, any formula, including one containing D, is true in a (supervalua-
tional) model just in case it is true at every point in the model. What needs to
be added is a clause for truth-at-a-point for D-initial formulas. One might like
to say, as Fine provisionally does, that a formula D¢ is true at a point in a
model just in case @ is true at every point in the model. Adoption of this
truth clause, however, precludes the possibility of there being borderline cases
at even the second order (e.g. borderline definite cases or borderline border-
line cases), since it makes it impossible for the value of a D-initial formula to
vary from point to point within a model with the result that D-initial
formulas are bivalent. To avoid this we first enrich the structure of the
models by introducing an accessibility relation on the points in the
model.'? A formula D@ is true at a point in a model just in case @ is true at
every point in that model accessible to it, false otherwise.”® (Truth-at-a-point
remains bivalent.) One may add Further constraints on the accessibility
relation, depending on one’s view of the logic of the D operator. Minimally
one should require that the accessibility relation be reflexive, in order to
ensure the validity of Do — ¢. Nothing here will turn on any particular

16 Perhaps one would want to allow domains to vary from point to point within a space;
perhaps not. Nothing here turns on that decision, but for simplicity I assume invariant domains
within a space.

17 In the main text | leave implicit the relativization of truth in a model to a variable
assignment. A formula with free variables is true (false) in a model on a variable assignment
just in case it is true (false) at every point in the model on that variable assignment.

18 The models here are structurally simpler than those in Fine's work, where models include
an ‘extension’ relation on points and allow for there to be points at which evaluation is not
bivalent. Fine’s richer semantic framework allows for semantic theories other than supervalua-
tionism, such as ‘bastard intuitionism’. The simplifications here are appropriate for the super-
valuation theory advocated in Fine's (1975) papet.

9 Not to be confused with the “extension’ relation on points in Fine’s models for a D-less
language. See Fine (1975: 293-4) for his accessibility-relation semantics for D.

0 De is true at a point on a variable assignment, just in case ¢ is true at every accessible point

on that same variable assignment.
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properties required of the accessibility relation, though 1 make the minimal
assumption that it is reflexive.

Treating truth as the sole designated value, a relation of logical conse-
quence is defined as follows: an argument from a premise set of formulas I to
a conclusion formula @ is supervaluationally valid just in case every (super-
valuational) model in which all members of I are true is a model in which ¢
is true. A formula is valid when it is the conclusion of a valid argument with
an empty premise set, that is, when it is true in every model whatsoever.

In what sense does the supervaluationist’s semantics for the extended
language yield (or not) a classical logic? At this point I prefer to rephrase
the question by asking in what sense the semantics vields a classical conse-
quence relation. In order for a consequence relation to be a classical one, it
must have certain properties. It must, for example, be reflexive and transitive.
[t must also contain certain arguments in its extension, for example, any
argument with an instance of excluded middle as conclusion. Supervaluation
semantics for a standard first-order, D-less language yields a consequence
relation that coincides in extension with the classical consequence relation.
The semantics for the extended language, however, yields a consequence
relation possessing some of the classical properties but lacking some others.
Any classically valid argument or formula (including, e.g., D V —D@) is
supervaluationally valid.”® Others of the classical properties of the conse-
quence relation are guaranteed by the given model-theoretic characterization
of consequence. Examples are reflexivity and transitivity, and, more gener-
ally, reiteration (if ¢ € I' then I' | @), and generalized transitivity (if
I'E @ and A =y for every y € T' then A |= ), hence also monotonicity
(fIT'E@and ' CAthen A ¢@)and cut (f TUAE @ and T' = 6 for
every 0 € A then I' | ¢).

But, now leading up to the main point, other classical properties are lost.”
Examples already mentioned were failure of closure under contraposition,
conditional-introduction, and reductio ad absurdum. To the extent that the
supervaluationist wants to endorse such standard forms of argumentation
under the heading ‘classical logic’, her aim of preserving classical logic falls

short of its mark. Nevertheless, if failures of the classical closure principles

' The converse does not hold: since D is being treated as a logical constant, there are
arguments (e.g. from @ to D@) and formulas (e.g. =@ — —D@) that are supervaluationally
valid vet not classically valid.

? Williamson (1994) and Keefe (2000) discuss this point in detail. It is also discussed by
Machina (1976).
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always involved the definitely operator then, as Williamson (1994: 152) puts it,
‘ourgdeductive style might not be very much cramped’. I proceed by proving,
first, that failures of conditional-introduction do all involve the definitely
operator when the consequence relation involved is the supervaluationist’s
strict relation of logical consequence. 1 then go on to argue that the result
must be qualified and that in an important sense the supervaluationist is
committed to more rampant failures of conditional-introduction.

Suppose that a formula i is true in every supervaluational model in which
¢ and all members of premise set T are true, ie. that I', @ Egv Y. Suppose
also that there is a supervaluational model M in which every member of Tis
true, but in which ¢ — Y is not true, i.e. that T %SV ¢ — Y. We can prove
¢hat some formula involved in the argument contains D. In the model
M there is at least one point p at which @ — V) is false, hence at which ¢
is true and W is false. Every member of I is true at pin M. Now let M’ be the
model that has p as its only point. (There is only one such model given the
assumed reflexivity of the accessibility relation.) Suppose that D occurs
nowhere in T' or in @. Then @ and all members of I must have the same
truth value at p in M’ that they have at p in M since the truth-at-a-point
clause for D is the only one that makes reference to other points in a model.
So @ and all members of I are true at pin M’ so they are true in M since pis
the only point in M. Since I', ¢ [Fsv W, W is also true in M, hence true at
pin M’ Since Y has a different truth value at p in M’ from the value it has
at pin M, it contains D.”

More Inclusive Consequence Relations

The consequence relation so far under discussion has been a relation of logiical
consequence characterized model-theoretically: in order for some premises
to logically imply a conclusion it must be that every model in which the
premises are all true is one in which the conclusion is as well. But among
all the models are some seemingly very strange ones, since the language with

which we are working is a so-called ‘interpreted’ one containing expressions

2 Were there other expressions in the language, such as a truth predicate, or perhaps an -ish’
modifier, that had truth-at-a-point clauses that made reference to other points in a model, we
could conclude only that the argument in question involved at least one such expression. This is
what Keefe means by saying that the classical closure principles fail only in the presence of D ‘or
sirnilar such devices’ (Keefe 2000: 178).
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of English. For example, there are supervaluational models that consist of
exactly one point, at which ‘Tall’ and ‘Short’ have exactly the same non-
empty extension: there are, for example, models in which ‘Tall(Al)’ and
‘Short(Al) are both true. ‘= Short(Al) is not a logical consequence of
“Tall(Al)'. But arguments such as ‘Tall(Al), therefore = Short(Al)’ are ones
that the supervaluationist wants in some sense to validate, since they express
‘penumbral connections’ between the two vague predicates ‘tall’ and ‘short’.
Simijlarly, there are models in which an ordered pair in the extension of
‘Shorter’ at every point in the model has a first member in the extension of
“Tall’ at every point in the model, but a second member in the extension
of ‘Tall’ at no point in the model: there are, for example, models in which
‘(Tall(Al) A Shorter(Al, Joe) ) — Tall(Joe) is false. The sentence is not logically
true, but the supervaluationist wants in some sense to validate it. Preservation
of penumbral connections is supposed to be one of the main advantages of
the theory.

We don’t yet have a problem for the supervaluationist, just the makings of
one. The supervaluationist might try to forestall the problem by claiming
that sentences expressing penumbral connections aren’t in any sense sup-
posed to come out valid on supervaluation theory; they are merely supposed
to come out true as a matter of fact. Among all the models there are is one we
might call the correct (or ‘intended’, or ‘actual’) model. The correct model is
the one in which sentences have the truth value that they actually have.**
(Correctness must probably be relativized to times and contexts of utterance.)
Since Tam a short philosopher, the sentence ‘Ix (Short (x) A Philosopher (x) )
is true in the correct model, though false in many others. The collection of
classical models that make up the points in the correct model are those
that represent the extensions our predicates would have upon admis-
sible precisification. On no admissible precisification does a pair in the
extension of ‘Shorter’ have a first member in the extension of ‘Tall’ unless
its second member is as well. In the correct model, the penumbral sentence
VxVy((Tall(x) A Shorter (x,y) ) — Tall(y) ) is true. This alone constitutes an
advantage for supervaluations over a three-valued truth-functional theory
on which, due to the presence of borderline cases, the sentence is actually
neither true nor false. But still, in addition to desiring a theory on which
sentences expressing penumbral connections all come out true, the super-

™ One way that a supervaluationist might deal with higher-order vagueness would be by
saying that although itis true that there is exactly one correct model, there’s no model such that
it is true that it is the correct model.
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valuationist presumably also desires a theory on which arguments expressing
penumbral connections (*Al is tall, therefore not short’) come out as good in
some sense. Saying that an argument expressing penumbral connection has
the property that its conclusion is true in the correct model if its premises are
is not saying much. Many bad arguments have that property since any
argument with a false premise has that property.

Instead, the relevant notion of goodness may be characterized as a relativized
consequence relation. In addition to the supervaluationist’s logical conse-
quence relation )st, there corresponds to each class C of supervaluational
models a relativized supervaluational consequence relation gy defined as
follows: I" F=svc @ just in case @ is true in every model in C in which all
members of I are true. ‘= Short(Al)’ is a consequence of ‘Tall(Al)’ relative to
the class of supervaluational models that verify every penumbral sentence.
My point is that when we consider consequence relations that better capture
what the suioervaluationist regards as a good argument than the logical
consequence relation does, failures of conditional-introduction become far
more rampant for the supervaluationist than is typically acknowledged. It’s
not that logically valid arguments are sometimes regarded as bad (except
perhaps in the sense, not at issue here, of being boring or trivial), but rather
that some good arguments, such as those expressing penumbral connections,
are not logically valid. I do not intend to single out any one relativized
consequence relation that is to be privileged as capturing, context-invar-
iantly, a supervaluationist conception of what constitutes a good argument,
or of what ‘follows from’ what. (We may, adapting an idea of Robert
Stalnaker’s, think of the class of models to which we relativize our conse-
quence relation as growing or shrinking with the context.) What I intend to
show is rather that for at least one supervaluationist conception of what
follows from what that can be captured as a relativized consequence relation,
conditional-introduction fails in the absence of a definitely operator.

Let me proceed by substantiating the point first informally. Supervalua-
tionists, along with many other philosophers who think that bivalence
should be rejected in the face of vagueness, think that on a Sorites series for
a vague predicate, we never find an object of which the predicate is true
adjacent in the series to an object of which the predicate is false. Presumably
they do not think this to be the case merely as a matter of contingent fact but
rather as matter of some kind of necessity, as the kind of thing you can figure
out while sitting thinking in your office. From the supervaluationist’s per-
spective, this may be expressed by saying, for example, that it’s not possible for
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it to be true that X is tall and Yisn’t unless it’s true that they’re not adjacent
members of a Sorites series for ‘tall'—it follows from X’s being tall and Y’s not
being tall that they differ in height by more than a millimetre. (Pick a lesser
difference if you think it required.) I hesitate somewhat to describe the
entailment as an analytic, conceptual, Or 4 prior one, since it may take some
experience interacting with objects and people, reading books, or using rulers
to know that differing in height by no more than a millimetre from is a Sorites relation
for ‘tall’. Nevertheless, just to have a suggestive term, Il call the entailment
an a priori one: according to the supervaluationist, X’s being tall together
with Y's not being tall a priori entails that X is more than a millimetre taller
than Y.

But now consider the conditional ‘If X is tall and Yisn’t, then X is more than
a millimetre taller than Y’. This conditional need not be true on the super-
valuationist’s view; though never false, it is not true when its consequent is
false, X is taller than Y, and at least one of X and Y is a borderline case. One
way to see the point is to note that the conditional is classically and hence
supervaluationally equivalent to the conditional ‘If X is tall and X is no more
than a millimetre taller than Y, then Y is tall’. The thought that every such
conditional is true is precisely what leads to the Sorites paradox. On the
assumption that the actual heights of people form a sufficiently smooth
curve, supervaluationists and epistemicists agree that at least one such
conditional must be actually untrue.”

The relevant formal difference between supervaluation semantics and
classical semantics that underlies the point is the following. Given the classical
characterization of a model (a domain of discourse, an assignment of exten-
sions to predicates, etc.) and of truth in a model, one may associate with each
class C of classical models a relativized classical consequence relation F=¢ye
defined as in the supervaluational case: I' [=cic @ just in case @ is true in
every model in C in which all members of I" are true. The classical relation of
logical consequence }:CL is the least inclusive relativized consequence rela-
tion, by which [ mean the relation obtained by relativizing to the largest class
of classical models. Not every class of classical models yields an interesting
consequence relation, but since our language is an ‘interpreted’ one, many
classes do vield an interesting consequence relation, such as the class of
models that verify all analytic truths, or all sentences expressing metaphysical
necessities or all those expressing a priori truths. In the classical case, all of the

* Pace Kamp (1981).
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relativized consequence relations, including the uninteresting ones relativ-
ized to gerrymandered classes of models, are closed under contraposition and
conditional-introduction. In the supervaluational case, however, this is not
so, even if we revert to the basic semantics for the D-less language. The point
can be illustrated simply by considering an uninteresting consequence rela-
tion relativized to a class C containing just one supervaluational model in
which ¢ is neither true nor false but in which Y is false. In the model, ¢ must
be true at at least one point; but 1/ is false at that point (since false in the
model) so @ — Y is false at that point and so not true in the model:
Hsve @ — Y. But still, @ Egc Wi @ is not true in any model in G, so
vacuously, ¥ is true in every model in C in which @ is true. So Esvc is not
closed under conditional-introduction. Nor is it closed under contraposition:
Although @ Egvc ¥, W Fsvc 7, since — is true in the one model in C
but —¢ is not.

In order to substantiate the main point of this section, I must describe a
class of supervaluational models that vields an ‘interesting’ relativized conse-
quence relation for which conditional-introduction fails. Bujlding on my
informal presentation of the point, let’s take the relevant class C to contain
those models that faithfully represent everything the supervaluationist takes
herself to know a priori; more specifically, let’s take C to contain those
models that faithfully represent everything that the supervaluationist takes
herself to know a priori about a Sorites series. When F is a vague predicate,
and R is a Sorites relation for that predicate, no model that verifies both of
F(x) and R(x,y) but falsifies F(y) is in the class C. On the simplifying yet
harmless assumption that R is not vague, so that R(x, y) is false in any model
in C in which it is not true, the relation Eve is not closed under condi-
tional-introduction: F(x) A =F(y) Esvc ~R(x y); vet Fsve (F(x) N —E(y)
— =R(x, y), since there will be models in C in which R(xy) is true, yet
which contain points at which F(x) A —F(y) is true. In the familiar language
of precisification: when R(x, y) is true. F(x) A =F(y) can be true on a precisi-

fication, but not on every precisification.

Phenomenal Sorites

of special interest are instances of my main example that are connected to
phenomenal versions of the Sorites paradox—cases where F is a vague
observational predicate, such as ‘looks red’” or ‘tastes sweet’, and where R is
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an associated observational sameness relation, such as the relation of looking the
same as or lasting the same as. Normally, one would say that it follows from one
thing’s looking red and another thing’s not looking red that the two things
do not look the same; that it follows from one thing’s tasting sweet and
another thing’s not tasting sweet that the two things do not taste the same,
Conditional-introduction might get one into trouble here, however—that is,
if one accepts something that few philosophers would deny, namely, that a
thing that does look red and a thing that doesn’t look red can be members of
asequence of things each of which looks the same as the next. For then if by
conditional-introduction one concludes that if X looks red and Y doesn’t
then X and Y do not look the same, one can further conclude, by classical
principles that the supervaluationist accepts, that if X looks red and X does
look the same as Y then Y looks red as well. Repeated application of this
principle along a Sorites series of the described kind results in contradiction.
The last thing both does and does not look red.

The argument “This looks red and that doesn’t; therefore this does not
look the same as that' has some features worth noting here. First, an
epistemicist who accepts what I'll call a ‘chaining principle’—that a thing
that looks red can be connected by a looks-the-same-as chain with a
thing that does not look red—cannot accept the argument.” Such a person,
in keeping with his general treatment of the Sorites paradox, will say that
the following universal generalization is false: VxVy ((x looks red A x looks the
same as y) — y looks red); and will hence say that it has a particular false
instance, that for some particular values of x and ¥, ‘x looks red’ and =y looks
red’ and ‘x looks the same as y are all true. On this view the argument “This
looks red and that doesn’t, therefore this does not look the same as that’ is no
good. (I, being an epistemicist who does accept the argument, reject the
chaining principle.””) Second, and relatedly, the supervaluationist who accepts
the chaining principle is committed to accepting the argument as a special
case of her view that verifiers and falsifiers do not sit next to each other on a
Sorites series since they are separated by intervening borderline cases. Third,
unlike non-phenomenal instances of my main example, the phenomenal
instances of the argument seem to be cases of arguments expressing penum-
bral connections. The argument ‘This candy tastes sour and that candy

* I thank Alexis Burgess for this forceful formulation of the problem.
¥ See my ‘Phenomenal Continua and the Sorites’ (Graff 2001) for a defense. Any epistemicist

who thinks there are non-epistemic senses of ‘looks’ should wholeheartedly welcome the
arguments of that paper.

Gap Principles, Penumbral Consequence | 217

doesn’t; therefore the two candies do not taste the same’ has a conclusion
that follows from its premise in just the same sense that it follows from one
woman’s being tall and another’s not being tall that they are not the.same
height. But unlike the other penumbral argument we conadered—-lAl’ is t.all,
therefore not short—this argument will not on the supervaluatloms't s view
support conditional-introduction: the associated conditional ‘If thlS' tastes
sour and that doesn’t then they do not taste the same’ cannot be admltt.ec% as
a sentence expressing penumbral connection, unless of course the chaining

principle is, as I think, false.

Implicit Premises

An important question emerges at this point. Can a relativized. consequence
relation always be alternatively characterized in supervaluation theory as
logical consequence given some (perhaps infinite) set of implicit premises? In
other words, when f=gyc is a relativized supervaluational consequence rélé—
tion, must there be some set of formulas 2, to be thought of as implicit
premises, such that I' Egyc @ ifand only if %, UT' f=g, ¢? We know that if C
is characterized as the class of models in which every member of a set 2 of
formulas is true, then I" Fgyc @ if and only if 3 U T =5y . The question
is whether for every relativized consequence relation }:SVC there is some set
of formulas 2 meeting the stated criterion. For example, ‘Vx(Tall(x? —
—Short(x) )’ is a penumbral sentence, so ‘= Short(Al) can be c'haract'erlzed
as a consequence of “Tall(Aly relative to the class of models m‘whlch all
penumbral sentences are true, or it can be characterized as a logical conse-
quence, given penumbral sentences (though not all of them are needed) as
implicit premises. But since we have at this point seen at lefist one e?(a.tmple
of an argument expressing penumbral connection for which 'con.dl’tlonal—
introduction fails, the question arises whether the supervaluationist’s p‘en—
umbral consequence relation can be alternatively characterized as logical
consequence plus implicit premises. B

[t cannot be assumed on the supervaluationist picture that every relativized
consequence relation can be alternatively characterized as 1og1ca} consequence
plus implicit premises. In fact, if we restrict ourselves to the basic supervallua—
tional semantics for a standard first-order language without a deﬁm.tely
operator, we find that we have alreadv shown that there is a relativized

i i characterized. We
supervaluational consequence relation that cannot be so

|
|
|
|
|
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have shown that even in the absence of D, there is a class C of supervaluational
models that yields a relativized consequence relation not close under condi-
tional-introduction, so that for some I', @, and ¥: T, ¢ Esyc ¥ but
[ Fsve @ — . But we have also seen that in the absence of D, if
TUX, ¢ Esp Yy thenTUS gy ¢ — o, forall 2.2
I'say all this as a preface to offering a reply to the main point of this section
on behalf of the supervaluationist. I argued that the relativized supervalua-
tional consequence relation plausibly called supervaluational a priori conse-
quence is one for which conditional-introduction fails even in the absence of
the D operator. I argued also that if (contrary to my own view) some chaining
principles are true, then even the supervaluationist’s penumbral consequence
relation is one for which conditional-introduction fails even in the absence of
the D operator. In substantiating the point I characterized a class of super-
valuational models in a way that made essential use of the supervaluationist’s
metalinguistic truth predicate. Noting this, the supervaluationist might like
to respond to my point by arguing that the relativized a priori or penumbral
consequence relations can be alternatively characterized as a relation of logi-
cal consequence plus implicit premises that do contain the D operator. Given
the supervaluationist’s extended language and semantics, the class of models
appealed to in substantiating my main point can be characterized as the class
of models in which the universal generalization of every formula
(DF(x) A D=F(y)) — —R(x,y) is true whenever F is a vague predicate and
R stands for a Sorites relation for that predicate. So, the reply goes, the
case I offered of a relativized consequence relation for which conditional-
introduction fails even in the absence of the D operator was really just a
case of the failure of logical consequence to be closed under conditional-
introduction in the presence of the D operator, with the premises of the
argument containing D serving as ‘implicit’ premises. The reply is to the
point, but serves as something of a double-edged sword for the supervalua-
tionist. If every worrisome failure of conditional-introduction and contrapos-
ition is to be accounted for as a case implicitly involving the D operator, then

argumentation involving the D operator is much more common than it
would at first appear.

28  even .

In fact, even with the D operator we can show, given the compactness theorem for the
classical consequence relation, that not every relativized supervaluational consequence relation
can be characterized as logical consequence plus implicit premises.
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Implicit Premises and Higher—Order Vagueness

But there is a sharper edge to the sword: the implicit premises now being
appealed to are universal closures of gap principles, which as we saw in the
first section cannot all be true. Before elaborating this point, and spelling out
the dilemma it poses for the supervaluationist, we should first take stock of
the dialectic so far. The supervaluationist’s relation of logical consequence,
when expanded to capture the validity of arguments resulting from the logic
of the definitely operator, does not satisty certain classical closure principles
such as closure under conditional-introduction. Failures of conditional-
introduction are nevertheless, it is claimed, suitably restricted to arguments
involving the definitely operator.w [ showed that supervaluationists’ own
view of what constitutes a lack of sharp boundary on a Sorites series commits
them to failures of conditional-introduction, even in the absence of a defin-
itely operator, once we consider consequence relations that are less restrictive
than logical consequenceﬁsuch as the relation I (somewhat tendentiously)
called a priori consequence; and also, if chaining principles are true, the
relation of penumbral consequence so dear to the supervaluationist’s heart.
Examples, respectively, were the arguments ‘Al is tall and Joe isn’t, therefore
they differ in height by more than a millimetre’ and “This looks red and that
doesn’t, therefore they do not look the same’. Since these are the sorts of
consequence relations often involved in ordinary argumentation, the super-
valuationist who, as part of her advocacy of classical forms of argumentation,
wants failures of the classical closure principles to be suitably restricted
now has something to worry about. The more inclusive consequence rela-
tions were characterized model-theoretically as relativized consequence
relations for it which it can be shown that conditional-introduction fails in
absence of the definitely operator. On behalf of the supervaluationist, I
proposed an alternative characterization of these inclusive consequence
relations as logical consequence plus sets of implicit premises, and explained
why, so characterized, the definitely operator proved to be involved after
all—in the set of implicit premises. It emerged that the crucial implicit

¥ Something stronger may be said: a valid argument will support conditional-introduction
not only when it does not contain D, but also when it is classically valid. The classically valid
argume'nt from D@ to D@ V D—¢p does support conditional-introduction. Something even
stronger may be said, though I won't provide a general formulation here, since the super-
valuationally valid argument from D¢ to @ also supports conditional-introduction.
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premises were universal closures of 8ap principles (conditional formulation),
If the supervaluationist is to appeal to such sentences as implicit premises,
then she had better think that they are true. But as we saw in the first section,
she cannot think they are all true, on pain of contradiction.

Pll close by posing the following dilemma for the supervaluationist who
accepts the validity of D-introduction. If she thinks that there is infinitely
higher-order vagueness, in particular if she thinks that for any #, there is a gap
on a Sorites series (even one of finite length) between the things of which
D'F(x) is deﬁniteiy true and those of which it is deﬁniteiy false, then she is
committed to the validity (in some inclusive sense) of the argument from
D'F(x) and =D"F(y) to R(x,y), for any n. This is an argument for which
conditional-introduction fails, and its validity cannot be alternatively char-
acterized as logical consequence plus implicit premises the supervaluationist
accepts as true, since we saw at the outset that for some m, the corresponding
gap principle is not true. In the case where n = 0, we have an argument for
which contraposition and conditional-introduction fail even in the absence of
a definitely operator. And since n order vagueness turns out not to be so
intimately connected with 1 order gap principles, it is unclear why the
supervaluationist should think that first-order vagueness is best expressed by
a first-order gap principle. For, as we saw, n"™-order vagueness can be secured
by the non-falsity of an norder gap principle, which on the view under
discussion cannot be equated with its truth. If the supervaluationist does not
think that there is infinitely higher-order vagueness, in particular, if for some
n, she accepts a sharp boundary (no gap) between the things of which D*F(x) is
true and those of which it is false, then it is unclear what her motivation is for
rejecting such a boundary at the first level.
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