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A B S T R A C T   

Artificial Social Agents (ASAs), which are AI software driven entities programmed with rules and preferences to 
act autonomously and socially with humans, are increasingly playing roles in society. As their sophistication 
grows, humans will share greater amounts of personal information, thoughts, and feelings with ASAs, which has 
significant ethical implications. We conducted a study to investigate what ethical principles are of relative 
importance when people engage with ASAs and whether there is a relationship between people’s values and the 
ethical principles they prioritise. The study uses scenarios, embedded with the five AI4People ethical principles 
(Beneficence, Non-maleficence, Autonomy, Justice, and Explicability), involving ASAs taking on roles tradi-
tionally played by humans to understand whether these roles and behaviours (including dialogues) are seen as 
acceptable or unacceptable. Results from 268 participants reveal the greatest sensitivity to ASA behaviours that 
relate to Autonomy, Justice, Explicability, and the privacy of their personal data. Models were created using 
Schwartz’s Refined Values as a possible indicator of how stakeholders discern and prioritise the different 
AI4People ethical principles when interacting with ASAs. Our findings raise issues around the ethical accept-
ability of ASAs for nudging and changing behaviour due to participants’ desire for autonomy and their concerns 
over deceptive ASA behaviours such as pretending to have memories and emotions.   

1. Introduction 

Artificial Social Agents (ASA) are Artificially Intelligent (AI) software 
driven entities in virtual or physical form. They include AI-based social 
robots, embodied conversational agents, relational agents, and intelli-
gent virtual agents (IVA). ASAs are programmed with certain rules and 
preferences to act autonomously with humans (Fitrianie et al., 2019) 
and their sophistication will increase over time (Russell et al., 2015). 
ASAs are increasingly becoming the face of AI for the broader public as 
they take on more human-like roles in society, particularly in education, 
healthcare, childcare, eldercare, and in coordinating, advising, and 
coaching settings. These AI applications are based on datasets and al-
gorithms that we choose to use, thereby creating moral choices and 
implications (Ntoutsi et al., 2020). Many governments, universities, 
organisations, industry forums and public figures have raised concerns 
regarding the widespread use of AI technologies. These concerns include 
cognitive degeneration and skill loss, threats to human autonomy 

(Danaher, 2018), accountability, privacy, discrimination, security, so-
cietal dynamics, economic impacts (IEEE, 2018), and even their exis-
tential threat to human existence (Chalmers, 2009). 

As a result, there has been a significant recent focus on the ethics of 
AI with numerous organisations, companies and jurisdictions publishing 
their own set of frameworks, principles, and guidelines on AI ethics. For 
example, Floridi et al. (2018) reviewed a number of these guidelines and 
synthesised five overarching ethical principles to form the AI4People 
Framework. However, many organisations are finding it challenging to 
put these principles into practice, with minimal adherence by de-
velopers and management (Hagendorff, 2020; Mittelstadt, 2019). 
Furthermore, most of these guidelines focus on the ethics of AI appli-
cations related to data science, big data, and machine learning, and 
insufficient focus has been given to the ethics of the design and 
acceptability of ASAs. 

While ethical issues have previously been identified with ASAs, such 
as whether dialogue systems should be used to change humans’ goals or 
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actions (Allwood et al., 2000), and some theoretical work exists 
exploring significant ethical implications of ASAs, such as their impacts 
on human autonomy (Formosa, 2021), there have been few studies 
designed to investigate what ASA behaviours are seen as ethically 
acceptable. One exception is an early study by van Vugt et al. (2009) that 
explored ASA ethics from the perspective of trustworthiness, reporting 
that participants found the obese embodied agent who provided weight 
loss advice more trustworthy, which lends support to a body of work that 
uses ASAs to challenge stereotypes and biases (Bickmore et al., 2021; 
Rossen et al., 2008; Sebastian and Richards, 2017; Vugt et al., 2010). A 
50 year review of articles in the Journal of Human Computer Studies on 
human-automation interaction by Janssen et al. (2019) considered a 
range of ethical and social dilemmas that included job security and 
whether we should allow machines to make moral decisions. The article 
noted that despite a rise in the use of embodied agents, including af-
fective agents, there was no consideration of whether it was ethical for 
such agents to exhibit or respond to human emotions. While ASA re-
searchers may acknowledge ethical concerns, for example, due to the 
use of persuasive techniques to change human behaviour (Zalake et al., 
2021), recognition of the influence of anthropomorphism and its po-
tential benefits has encouraged ASA designers to increase ASA human-
ness and believability; often making measurement of 
anthropomorphism (David et al., 2022) and achievement of similar 
human-human responses such as closeness (Loveys et al., 2022) the 
focus of their research. We agree with the conclusion of Rapp et al. 
(2021) based on their review of 83 papers studying human interaction 
with chatbots over the past 10 years that: 

it is quite remarkable that a critical debate tackling the ethical issues 
arising from this ‘subtle deception’, be either intentionally cueing per-
ceptions of humanness, or blurring the distinction between humans and 
machines in human-in-the-loop systems, or simply letting the user free to 
believe what she wants, is completely absent in our corpus [resulting in a 
need to] conduct research focused on design, and tackle relevant ethical 
issues mainly arising from the users’ tendency to ascribe humanness to 
chatbots (p. 20). 

With the accelerating use of ASAs in multiple domains of human- 
computer interaction (HCI), more research is needed targeting the 
ethics of ASAs. Our study addresses this gap. 

To provide a framework in which to explore the ethical acceptability 
of ASAs, including their humanlike roles, appearances and behaviours, 
the specific aim of the study is to investigate what ethical principles are 
of relative importance to humans when we engage with ASAs and 
whether there is a relationship between our values and the ethical 
principles we prioritise in such cases. Our specific research questions are 
presented at the end of Section 2 which provides a literature review. The 
methodology utilised to address the research questions is articulated in 
Section 3. The results of the study are presented in Section 4 and dis-
cussed in Section 5. Section 6 considers limitations and future directions 
for research. Conclusions are provided in Section 7. 

2. Literature review 

Ethics has become one of the leading areas of focus in the Artificial 
Intelligence sphere (Dignum, 2018), and has led to a large literature, 
such as (Bostrom, 2014; Danaher, 2018; IEEE, 2018; Mittelstadt et al., 
2016; Wallach and Allen, 2008). Comparisons, analyses and listings of 
the various frameworks and ethical principles have been carried out by 
researchers (including Hagendorff, 2020, Floridi et al., 2018, Jobin 
et al., 2019 and Fjeld et al., 2020) and by organisations, such as Algo-
rithmWatch (2020). 

Floridi and Cowls, (2019) examined various sets of ethical AI prin-
ciples and synthesised these into five ethical principles to form the 
AI4People Framework (Floridi et al., 2018). These principles are 
beneficence, non-maleficence, autonomy, justice, and explicability. The 
first four principles are traditional bioethics principles (Beauchamp and 

Childress, 2001), while the fifth is new. Beneficence focuses on 
humanity’s well-being, sustainability, and the common good. 
Non-maleficence focuses on minimising harm, including protecting 
privacy, and ensuring AI operates within guardrails to minimise misuse. 
Autonomy is concerned with human agency, highlighting the need to be 
conscious of what decisions we delegate to AI. AI tools should also 
provide functionality to allow users to set and reverse what decisions or 
agency is delegated. Justice focuses on promoting diversity and fairness, 
minimising data bias, eliminating discrimination, and promoting shared 
benefits. Explicability is a critical safeguard for adherence to the other 
principles. It requires transparency and auditability to support 
accountability in the event of an undesirable outcome. These five prin-
ciples are consistent with the OECD AI Principles (OECD, 2019) adopted 
by 42 countries in May 2019. The G20 also adopted human-centred AI 
principles in June 2019, drawing on the OECD AI Principles (G20, 
2019). 

Jobin et al. (2019) analysed 84 sets of AI ethical frameworks globally 
and found broad convergence of the ethical principles into five areas, 
namely transparency, justice and fairness, non-maleficence, re-
sponsibility, and privacy. Hagendorff (2020) analysed and compared 15 
internationally recognised AI Ethics guidelines and implementations. 
The paper identified overlaps and omissions among the principles. 
Commonly identified principles include privacy, accountability, fair-
ness, safety, sustainability, and auditing. Omissions include impacts due 
to lack of focus on diversity, political misuse, industry funded research 
and ecological costs. A separate comparison and analysis by Fjeld et al. 
(2020) of thirty-six prominent AI principles unearthed eight key Prin-
cipled AI themes: Privacy, Accountability, Safety and Security, Trans-
parency and Explainability, Fairness and Non-discrimination, Human 
Control of Technology, Professional Responsibility, and Promotion of 
Human Values. 

Although different terms are used, these various frameworks largely 
align with the AI4People’s principles described above as shown in Fig. 1, 
where we map the AI ethical principles identified by Hagendorff (2020), 
Jobin et al. (2019), and Fjeld et al. (2020)’s analysis to the AI4People 
Framework. As the AI4People’s five ethical principles encompasses the 
ethical principles recommended by most published frameworks and are 
consistent with the AI principles adopted by the OECD and the G20, this 
paper will utilise these principles as representative AI ethical principles 
for the purposes of this study. 

Artificial Social Agents (ASA) encompass AI-based social robots, 
embodied conversational and relational agents, and intelligent virtual 
agents (IVA). While the ethical frameworks developed for AI outlined 
above largely apply to ASAs, the social aspect of ASAs mean that they 
require further attention. ASAs are programmed to converse autono-
mously with humans in a social manner (Fitrianie et al., 2019). ASAs do 
not need to be indistinguishable from humans to be seen as relatable 
social agents; the efficacy of the interaction between humans and the 
artificial agents can be based on the interactivity and shared conse-
quences of the human-ASA relationship (Kempt, 2020). Kempt further 
states that ASAs can be categorised by conversational skill levels, ability 
to understand explicit and implicit human expressions, and the faculty 
to respond appropriately. There also exists a significant amount of 
literature on social robots and their possible impacts, such as Breazeal 
et al. (2004), Turkle (2011), Bankins and Formosa (2020), Lutz et al. 
(2019), and Pashevich (2021). However, these studies do not specif-
ically explore what users consider ethically acceptable. 

The application and sophistication of ASAs will only grow with 
humans developing stronger and deeper relationships as ASA designers 
seek to create a human-agent working alliance (Bickmore et al., 2005; 
Richards and Caldwell, 2016; Turkle, 2011) and the agents become 
more autonomous and powerful over time (Russell et al., 2015). Areas 
where ASAs are increasingly being used include healthcare, education, 
coaching and counselling, eldercare, childcare, personal relationships, 
and personal assistants. The use of ASAs in decision-making roles 
traditionally played by humans raises various ethical considerations, 
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including concerns with moral deskilling (Vallor, 2015). Further, there 
will be a growing tendency for humans and agents to be working in 
tandem to make decisions in the pursuit of a specific objective. This will 
require an alignment of ethical principles and moral values between the 
human and the ASA (Greene et al., 2016), however achieving this 
alignment of princples, values and preferences will be difficult (Soares 
and Fallenstein, 2015). 

Moor (2009) outlines four levels of artifical moral agents (AMAs), 
from the most basic to the most advanced. Based on this ethical agent 
framework, Formosa and Ryan (2021) define Artificial Moral Agents 
(AMA) as applications that can process external inputs to make ethical 
decisions autonomously in unique and changing scenarios without 
real-time human input. Since ASAs may have to make ethically impor-
tant decisions in real-time, they can also be considerd (in some cases) to 
be AMAs. Papagni and Koeszegi (2021), in a comparative review of the 
artificial agents literature, conclude that it is both ethical and essential 
to endow ASAs with intentionality, social ability, and goal-driven 
rational behaviour, provided that there is transparency of its design, 
features, and implementation. Some researchers however, such as van 

Wynsberghe and Robbins (2019) and Sharkey (2020) have questioned 
the very rationale for developing AMAs. Alternatively, Formosa and 
Ryan (2021) have argued for a refined approach where AMAs are only 
utilised in complex situations where real-time decisions are required to 
prevent harm such as agents in autonomous vehicles and carebots. 

Numerous ethical concerns have been raised regarding ASAs. 
Fosch-Villaronga et al. (2020)’s paper summarise ethical concerns from 
a group of 43 experts from 14 countries. They include Privacy and Se-
curity; Replacement of Human Interactions; Autonomy and Agency of 
Agents; Legal Uncertainty; Loss of Human Employment; and Re-
sponsibility Challenges. Leading scientists and engineers from the 
“Spoken Language Interaction with Virtual Agents and Robots” (SLI-
VAR) community considered the following questions: what ethical is-
sues exist, how can ethical agents be created, and whether an agent 
should be able to pursue goals unknown to the user (Devillers, 2020). 
They raised specific concerns over assisting vulnerable people, and the 
use of affective computing and cognitive architectures to persuade and 
nudge individuals. Sharkey (2020) raises the folllowing concerns: less 
human contact; dehumanization and reduced personal control; less 

Fig. 1. Mapping Hagendorff (2020), Jobin et al. (2019), and Fjeld et al., (2020) on to the AI4People Framework.  
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privacy; less personal freedom; deception and infantilisation (through 
use of artificial toys/pets, vulnerable groups may believe them to be real 
humans or pets); and appropriate control of the technology. Owe and 
Baum (2021) raise ethical concerns over the predominant portrayal of 
ASAs using female avatars, in violation of the “ACM Code of Ethics and 
Professional Conduct” (Gotterbarn et al., 2018). 

Luxton (2020) focusing on global public health, warns of the risk of 
harm, loss of privacy, inequitable access and bias if the needs of the 
individual and cultural differences are not taken into account, recom-
mending the establishment of guidelines and professional codes to 
ensure their ethical design and use. Fiske et al. (2019), through a the-
matic literature review into the utilisation of embodied AI agents in the 
field of mental health, collated the following ethical concerns: harm 
prevention; data ethics; lack of agreed and standardised procedures 
regarding the development and deployment of AI agents; policy gaps in 
terms of ethics and regulations; and risk of misuse such as the AI agents 
replacing current services. Turkle (2011) and Szczuka et al. (2021) raise 
concerns about the impact of children interacting with ASAs, voice as-
sistants and embodied robots. In the carebot space, Scheutz (2017) 
raises concerns regarding vulnerable populations forming unrec-
iprocated emotional bonds that could potentially cause harm to humans. 
Similarly, Danaher (2018) argues that we need a risk/reward structure 
to evaluate the ethical use of AI assistants based on their impacts on 
cognitive degeneration, autonomy, and interpersonal interactions. 

Engelen (2019) discusses the appropriate use of persuasive tech-
nologies and raises three main questions: is the recommended action 
appropriate; is the approach ethical; and who is doing the persuading. 
Borenstein and Arkin (2016) discuss in what instances social robots or 
similar agents should be allowed to ‘nudge’ humans towards a more 
ethical position. The use of ASAs to persuade someone to change their 
attitude or behaviour raises many issues, most importantly the 
assumption that the change is in the best interest of the persuaded 
person (Wang et al., 2019). They further stress avoidance of deception 
and transparency concerning who designed the system; what data is 
collected and its purpose; consent for data collection; 
non-discriminatory responses and advice; and ongoing conversation to 
ensure compliance with ethical principles and regulations. The SLIVAR 
community (Devillers, 2020) have also expressed concerns around 
confusion of the artificial agent’s "status”, due to strategies such as 
giving the agent a name, humanlike appearance and “life” that can lead 
to forming unhealthy relationships with them, resulting in manipula-
tion, isolation, disappointment, and machine addiction. 

Explicability of an ASA’s actions is critical for humans to establish 
trust in the agent (Miller, 2019). Papagni and Koeszegi (2020) claim that 
for an ASA to be explainable, three areas need to be addressed: the na-
ture of the explanation, interaction context, and the human ability to 
comprehend. As part of eXplainable AI (XAI), Verhagen et al. (2021) 
proposes a two-dimensional explanation framework to classify AI ap-
plications and ASAs, producing three catagories: incomprehensible, 
interpretable, and understandable. They posit that for an ASA to move 
from the incomprehensible category to interpretable, transparency is 
required. When both transparency and explainability is present, the ASA 
is understandable. 

A literature review and analysis (Hussain et al., 2019) of 90 research 
studies on the interaction between humans and avatars/ASAs identified 
six design elements to be taken into consideration. They are: (1) Proteus 
effect of unintended influence on the user; (2) Uncanny valley effect when 
an avatar looking like a human discourages its usage; (3) creating 
presence in the human-agent social interaction to enhance effectiveness; 
(4) influence of persuasive design in nudging users; (5) empathic features 
to encourage a more productive interaction; and (6) impact of custom-
isability on human/agent attachment. How these factors are designed for 
and implemented has important ethical implications. Dignum (2019) 
proposed the ART principles of Accountability, Responsibility and 
Transparency to support the design of ethical ASAs. Fosch-Villaronga 
et al. (2020) argued that researchers and developers have minimal 

understanding of the attitudes and requirements of potential users and 
recommended a human centred design approach. Addressing this 
identified gap in understanding, our first and primary research question 
to support the study’s aim is: 

RQ1: What aspects of an Artificial Social Agent’s behaviours and fea-
tures do users find ethically acceptable or unacceptable? 

A study on situational ethics that compared student participants’ 
responses between a personal perspective and society’s view found that 
personal ethical views were stronger than those perceived for society 
(McNichols and Zimmerer, 1985). Within the context of understanding 
ASA ethical acceptability, we sought to explore whether the users’ po-
sition on the acceptability of the ASA’s behaviours differed when they 
were responding in general from a broader social perspective, or 
personally, such as when considering an ASA interacting with someone 
close to them. This leads to our second research question: 

RQ2: Do users rate the ethical acceptability of ASAs differently when 
utilised generally by society as compared to by someone personally close 
to them? 

Taking up the recommendation by Fosch-Villaronga et al. (2020) to 
follow a human-centred design approach requires taking human values 
into account. According to Schwartz’s (2006) values theory, values are 
beliefs that are associated with affect (i.e., emotion), refer to goals that 
motivate action across broad situations, and their ordered and relative 
importance serve as a basis and guide for an individual’s action. The 
dominant theory here is Schwartz’s Theory of Basic Values (Schwartz, 
2012). This theory defines ten human values and posits that they are 
likely to be universal as they are based on three universal requirements 
for humans to survive and thrive, namely what is required for our bio-
logical needs, collaborative social interaction, and effective teamwork to 
meet the larger group’s objectives. Research findings from 82 countries 
have reinforced the universality of this theory across cultures 
(Schwartz, 2012). This theory has been subsequently refined to nineteen 
values providing better granularity and accuracy in ordering the values 
in a “continuum based on their compatible and conflicting motivations, 
expression of self-protection versus growth, and personal versus social 
focus” (Schwartz et al., 2012). Studies conducted in 10 countries (N =
6059) have assessed and confirmed Schwartz’s Refined Value Theory 
(Schwartz et al., 2012). These nineteen values form a motivational 
continuum categorised under four higher order categories (Schwartz 
et al., 2012): 1) “Openness to Change”, which is comprised of 
self-direction-thought, self-direction-action, and simulation; 2) “Self--
Enhancement”, which is comprised of achievement, power-dominance, 
and power-resources; 3) “Conservatism” which is comprised of 
security-personal, security-societal, tradition, conformity-rules, and 
conformity-interpersonal; and 4) “Self-Transcendence”, which is 
comprised of benevolence-dependability, benevolence-caring, 
universalism-concern, universalism-nature, and universalism-tolerance. 
The remaining values of hedonism crosses over both Openness to 
Change and Self-Enchantment; face crosses over both Self-Enhancement 
and Conservationism; and humility crosses over both Conservationism 
and Self-Transcendence. 

The ethical acceptability of ASAs will likely depend on both the 
ASA’s actions and the moral values of those assessing the ASA’s actions. 
We therefore explored whether there was any relationship between an 
individual’s values using Schwartz’ Refined Values theory and the 
AI4People’s ethical principles. Any such relationship can assist with 
designing ethically acceptable ASAs and help determine how ethical 
principles and moral values can be aligned between humans and ASAs 
(Greene et al., 2016). This leads to our final research question: 

RQ3: Can we predict an individual’s priorities for each of the five 
AI4People ethical principles based on their values? 
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3. Methodology 

To explore our research questions, we conducted a study approved 
by our university’s Human Ethics Committee involving participants who 
were presented with vignettes of various uses of ASAs that were aligned 
to the five AI4People ethical principles and designed to elicit some of the 
ethical concerns identified in the literature. The study design is 
described in Section 3.1. Materials are presented in Section 3.2. The data 
collection and analysis procedures are described in Section 3.3. 

3.1. Study design and procedure 

To answer RQ1 and identify the acceptability of different ASA roles 
and behaviours, participants responded to various vignette questions as 
they worked through three descriptive scenarios and a final scenario 
involving interaction with a conversational avatar ASA. We chose not to 
present all scenarios using an interactive ASA because we did not want 
to narrow the respondents thinking to our character. To answer RQ2 and 
identify any difference between general and personal responses, each 
vignette contained sub-scenarios that encapsulated one or more of the 
five ethical principles eliciting two responses, one for ‘If this occurs 
generally in society’ (General) and another for ‘If someone close to you is 
the human user’ (Personal). To answer RQ3 and attempt to predict 
participants’ responses to vignettes based on their personal values, we 
used Schwartz’s revised Portrait Values Questionnaire (PVQ-RR) to 
capture an individual’s values, due to this measure’s features, wide 
usage, and reliability across cultural groups (Schwartz and Cieciuch, 
2021). Table 1 shows the study procedure. 

Participants for this online study were recruited through our uni-
versity’s psychology pool. Students could voluntarily choose this study 
from a list of available studies. 

3.2. Materials 

Materials developed for this study include three theoretical ASA 
scenarios and one involving an implemented ASA. The scenario pro-
tagonists include a (1) child, (2) ‘normal’ adult, (3) vulnerable adult and 
(4) an undergraduate student. The first three descriptive scenarios are 
text-based, while in the fourth scenario the participant ‘plays’ them-
selves (as our participants are students) as they interact with an 
implemented ASA. Scenarios were created following the Experimental 
Vignettes Methodology (EVM) (Atzmüller and Steiner, 2010). Aguinis 
and Bradley (2014) assert that EVM is a good survey methodology 
choice ‘when the goal is to investigate sensitive topics in an experi-
mentally controlled way and [is] popular in ethical decision-making 
contexts’. In designing the three descriptive scenarios, we ensured 

each scenario: (1) describes a different problem situation requiring 
distinct human profiles as the protagonist interacting with the ASA and 
(2) encompasses ethical dilemmas that cover all the five AI4people 
ethical principles with sub-scenarios that positively (uphold) or nega-
tively (breach) align with the associated ethical principles and raise is-
sues of competing moral principles. 

The vignette for Scenario 1 involves a very shy child who has been 
given an AI powered doll by her parents. Five sub-scenarios elaborate 
this vignette, each aligned to one or more of the five ethical principles 
(in red), with four of them being negatively aligned (-ve) with the 
associated ethical principle. A specific question and 7-point Likert scales 
elicits the participant’s response. To illustrate our Scenarios we include 
the full text of Scenario 1 here in Fig. 2, and include the full text for 
Scenarios 2 and 3 Appendix A. All sub-scenario questions are also 
included with the results in Table 4 in the next section. 

Scenario 2 involves a busy professional deciding to utilise an AI- 
based personal assistant. This scenario also has 5 sub-scenarios, one 
for each ethical principle. Two of them are negatively aligned to the 
ethical principle. Scenario 3 relates to a situation where an AI-powered 
therapist is made available for the public as an initial point of contact for 
those who feel they need psychological guidance. Seven sub-scenarios 
are provided, four are for each of the Beneficence, Non-Maleficence, 
Justice, and Explicability principles. The remaining three were ethi-
cally ambiguous as they raised competing ethical principles and thus 
they were not used to model the relationship between the values and the 
ethical principles (see Section 3.3). 

For the avatar scenario, the objective was to make the interaction 
between the respondent and the ASA more realistic. Here we created a 
scenario which involves the participant interacting with an ASA called 
Sam, who acts as a "personal guide and friend" to a student newly 
enroled in a higher education institution. We designed the scenario and 
dialogue to encapsulate potential ethical dilemmas relating to the five 
AI4People’s ethical principles. We chose to create a scenario that we 
believed participants (i.e., first year university students) could relate to, 
and we wanted to include an actual ASA as participants may not have 
experienced similar technology. Sam was created using the Unity 3D 
game engine and integrated with a custom-made authoring tool to 
manage the agent’s dialogue. We used Fuse to create a female avatar and 
used Microsoft text-to-speech (TTS) voice Karen. We used a female 
avatar as ASAs are currently predominantly female, although there are 
ethical concerns with this as noted in our limitations. A screenshot of 
Sam can be found in Fig. 3. Sam’s dialogue is provided in Appendix B. 
The specific questions asked following interaction with Sam and par-
ticipants’ responses are included in Table 4 in the results section. 

Using the five ethical principles and drawing on the ethical issues 
identified in the literature review, we specifically sought to ask about 
Sam providing support and alerts (beneficence); having false memories 
(explicability); expressing and capturing emotions and other sensitive 
data, as well as sharing that data (non-maleficence); making decisions 
on behalf of the user (autonomy); and using the user’s data to help 
others (beneficence and justice). 

3.3. Data analysis 

All participant responses were recorded and retrieved for analysis 
through the Qualtrics platform (http://qualtrics.com). Excel was used 
for data cleansing and preparation. General descriptive statistics were 
obtained utilising SPSS Statistics 27. Dependent T-tests were used to 
compare ‘general’ and ‘me’ responses with significance level of p = 0.05. 
For RQ3 predictive models, we utilised the C5.0 Decision Tree Algorithm 
to model any relationship between how participants’ self-rate values and 
how they prioritise the ethical values embedded in the scenarios. The 
C5.0 algorithm in SPSS modeller 18.2.2 was used as it is considered a 
gold standard in machine learning (Pandya and Pandya, 2015). This 
modelling technique was utilised after it was found that using multiple 
regression analysis produced ambiguous and unhelpful results. The 19 

Table 1 
Study procedure.  

Task to be completed Timing Data collection 

Consent form and 
Demographic Info 

2 mins 6 Demographic questions – gender, age, 
cultural group, course, whether play 
computer games and duration. 

Human Values Survey 
Schwartz PVQ-RR 

6 mins 57 questions with responses on a 6-point 
scale (1=not like me at all; 2-not like 
me; 3 = a little like me; 4=moderately 
like me; 5=like me; 6=very much like 
me) 

Respond to Descriptive ASA 
Scenarios 1 to 3 

14 
mins 

17 questions – two 7-point Likert scale- 
based responses regarding how 
agreeable the participant feels if 
situation occurs (a) generally in society 
(General) and (b) to someone close to 
them (Me) 

Interact with and respond 
to ASA (Avatar) Scenario 
4 

8 mins 7 questions – answer twice as above for 
General and Me plus one open ended 
‘Why’ question.  
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values derived from the PVQ-RR questionnaire were the model inputs. 
We produced models for each of the ten target variables using the two 
responses (General and Me) to combine sub-scenarios from scenarios 
1–3 aligned to one of the five ethical principles. Scenario 4 was not 
included since the experience was different (i.e. interaction with an 
ASA) and we had elicited responses to additional specific ASA charac-
teristics, such as pretending to have a life story, not explored in the other 
scenarios. 

3.3.1. Qualitative responses 
To analyse the qualitative responses to the avatar scenario, we 

devised a two-pass approach. For the first pass, we utilised thematic 
analysis (Braun and Clarke, 2006). The thematic analysis approach 
taken was a bottom-up inductive approach to avoid imposing a pre-
conceived theoretical coding schema on the data, with the coding 
schema and derived themes identified at a latent level to ascertain pri-
mary thoughts or purpose behind the explicit data content (Braun and 
Clarke, 2006). For the second pass, a closed coding approach was taken 
to ensure accurate coding by checking for interrater reliability using the 
identified coding schema from the first pass. The three authors then 
independently classified the themes identified as falling under the 
principles of Autonomy, Beneficence, Explicability, Justice, 

Fig. 2. Scenario 1: Suzie the AI-powered doll.  

Fig. 3. Screenshots of Sam (Scenario 4 Avatar).  
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Non-maleficence, General (covering ethics in general), or N.A. if the 
theme was not related to ethics. Descriptive statistical analysis was then 
performed. 

4. Results 

The initial survey was conducted in March 2020. We received 239 
responses and upon removal of incomplete and duplicate records, we 
ended up with 199 unique completed responses. The gender ratio was 
approximately 3:1 in favour of females. To obtain a better gender bal-
ance, we decided to initiate a second round of surveys conducted be-
tween mid-April 2020 and early June 2020, open only to males. In this 
round, we received 69 unique completed responses for a total of 268 
records. 

4.1. Demographics 

The gender ratio for the final dataset was 56.7% female to 42.9% 
male, with 1 other. Demographics are provided in Table 2. Using the 
Australian Bureau of Statistics cultural classifications, 34.3% identified 
themselves as Oceanic (including Australian), 22% identified as either 
North-Western or South-Eastern European, 19.8% as Asian (South-East, 
North-East, Southern & Central), 6% as North African & Middle Eastern, 
1.5% as either Americas or Sub-Saharan African, with the remainder not 
identifying with any of the cultural groups mentioned. Half of the re-
spondents self-identified as playing video games. 

4.2. Values assessment results 

Cronbach’s Alpha test carried out on the PVQ-RR resulted in a score 
of 0.93, indicating strong internal consistency. The summary of the re-
sults are shown in Table 3. 

The relative importance of values for this cohort are largely aligned 
with the consolidated results from the study by Schwartz and Cieciuch 
(2021) which involved 49 cultural groups globally (N = 53,472), except 
for Universalism-Concern and Humility which are rated greater than 3 
places higher, and Security-Societal and Face rated greater than 3 places 
lower for this cohort, when the values ordered by mean from both 
studies are compared. 

4.3. Scenario results 

Table 4 presents the average and standard deviation of responses to 
all the sub-scenarios for Scenarios 1 to 4, including both ‘General’ and 
‘Me’ (or ‘Personal’) responses, captured using a 7-point Likert scale 
(strongly disagree − 1 to strongly agree – 7). For consistency and read-
ability, we repeat the associated ethical principle/s and identify sub- 
scenarios that are negatively aligned to the embedded ethical princi-
ple (-ve). The respondents’ degree of agreement with a sub-scenario is 
interpreted as a gauge of the relative agreement and acceptability of the 
particular action or attribute of the ASA, and conceivably indicates the 
degree of importance perceived by the participant for the ethical prin-
ciple associated with the sub-scenario. A higher average score suggests a 
higher degree of acceptability and importance for the associated ethical 
principles for scenarios aligned to the embedded ethical principle. 

Conversely, we would expect that sub-scenarios identified as negatively 
aligned have lower averages if the participant supports the ethical 
principle. The final two columns present T-test p values and effect sizes 
(Cohen’s d) comparing each General and Me pair of responses, revealing 
negligible effect sizes since all are below d = 0.2, considered to be the 
threshold for a ’small’ effect size (Lakens, 2013). For example, the first 
sub-scenario of Scenario 1 (1A) concerned using an AI doll to help 
children, which is mainly aligned with the principle of Beneficence, and 
participants agreed with this usage (4.25 average in general and 4.16 for 
them personally). The difference between General and personal/"Me" 
responses was not significant here (p = 0.32) and the effect size was d =
0.04. 

4.4. Modelling 

We produced ten models, two for each of the five ethical principles 
based on the General and Me responses. The results of the modelling 
using SPSS modeller and C5.0 are summarised in Table 5: showing the 
19 values from Schwartz’s Refined Theory which act as the predictor 
inputs, ordered by their associated categories as in Table 3. Given the 
small effect sizes in mean differences (shown in Table 4), we only pre-
sent the General model in Table 5 to save space and simplify analysis. 
We chose the General model as considering the greater good and wider 
implications beyond oneself is important for ethical decision-making. In 
addition to identifying the salient human values for predicting each of 
the ethical principles, our models included decision trees and rule sets. 
These can be requested from the first author. 

The five target variables, i.e., the five ethical principles, are shown in 
the five columns. Reading down the columns, as an example, the pre-
dictor inputs and associated weightage for the principle of Explicability 
are Stimulation (0.39), Security-Societal (0.32), and Benevolence-Care 
(0.30). Reading across the rows, as an example, if we take the first 
value, Self-Direction-Thought, its overall weight is 0.8, with a contri-
bution of 0.24 to Beneficence and 0.56 to Non-maleficence. The last two 

Table 2 
Demographic details of survey participants.  

Gender Count Age Main Area of Study Year of Study Play Video Games   
Mean s.d. PSY Comp Other 1 2 3 4 Yes No 

Female 152 22.98 8.43 136 0 16 142 9 0 1 47 105 
Male 115 22.69 7.13 95 2 18 106 6 2 1 86 29 
Other 1 27.00 N.A. 1 0 0 1 0 0 0 1 0 
Total 268 22.87 7.87 232 86.6% 2 0.7% 34 12.7% 249 92.9% 15 5.6% 2 

0.7% 
2 0.7% 134 50% 134 50%  

Table 3 
Descriptive statistics for the 19 values from the Schwartz PVQ-RR assessment.  

Category Values ordered according to motivational 
continuum 

Mean s.d. 

Openness 
to 
Change 

Self-direction – Thought 4.92 0.66 
Self-direction – Action 4.82 0.67 
Stimulation 4.37 0.87  
Hedonism 4.82 0.81 

Self 
Enhancement 

Achievement 4.63 0.83 
Power – Dominance 3.52 0.86 
Power – Resources 3.23 1.06  
Face 4.3 0.98 

Conservatism Security – Personal 4.81 0.79 
Security – Societal 4.49 1.01 
Tradition 3.34 1.35 
Conformity – Rules 4.24 1.15 
Conformity - Inter personal 4.39 1.01  
Humility 4.54 0.81 

Self- 
Transcendence 

Universalism - Nature 4.5 0.96 
Universalism - Concern 5.09 0.74 
Universalism - Tolerance 5.07 0.73 
Benevolence – Care 5.08 0.78 
Benevolence – Dependability 4.93 0.76  
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Table 4 
Scenario 1 descriptive statistics.  

Scenario General Me p d 
µ s.d. µ s.d. 

Scenario 1: A shy eight-year girl finds it hard to make friends. Her parents get her an 
AI doll. 

1A: Is using an AI doll to 
support children something 
you agree or disagree with? 
[BENEFICENCE, justice] 

4.25 1.60 4.19 1.66 0.32 0.04 

1B: Is using data from the girl’s 
interaction with Suzie to 
improve the doll’s AI engine 
something you agree or 
disagree with? (-ve) [NON- 
MALEFICENCE] 

3.16 1.71 3.02 1.73 0.00* − 0.08 

1C: Is the use of data and AI 
algorithms by Suzie to 
determine suitable careers 
for the girl something you 
agree or disagree with? (-ve) 
[JUSTICE] 

1.92 1.21 1.88 1.21 0.13 − 0.03 

1D: What are your thoughts 
about Suzie responding on 
behalf of the girl in the chat 
group? (-ve) [AUTONOMY, 
non-maleficence] 

2.41 1.39 2.37 1.38 0.18 − 0.03 

1E: Suzie’s AI engine being 
unable to explain its 
decisions and actions 
something you agree or 
disagree with? (-ve) 
[EXPLICABILITY, non- 
maleficence] 

3.06 1.64 3.00 1.63 0.06 − 0.04 

Scenario 2: A busy professional, stretched for time, signs up to an Artificial Intelligence 
(AI) powered personal assistant. 

2A: Is utilising an AI powered 
personal assistant to organise 
daily activities something 
you agree or disagree with? 
[BENEFICENCE, autonomy] 

5.40 1.32 5.39 1.32 0.55 0.01 

2B: Is Adam’s default privacy 
setting being pre-set without 
the express permission of the 
user something you agree or 
disagree with? (-ve) [NON- 
MALEFICENCE, autonomy] 

2.41 1.50 2.38 1.50 0.28 − 0.02 

2C: Is allowing Adam to 
automatically reply to 
personal messages something 
you agree or disagree with? 
(-ve) [AUTONOMY, non- 
maleficence] 

2.66 1.61 2.57 1.60 0.00* − 0.06 

2D: Is Adam using AI 
capabilities to discourage 
discrimination something 
you agree or disagree with? 
[JUSTICE, beneficence] 

5.13 1.67 5.12 1.68 0.37 0.01 

2E: Is Adam’s ability to be able 
to explain the rationale 
behind his recommendations 
something you agree or 
disagree with? 
[EXPLICABILITY] 

5.51 1.34 5.47 1.36 0.06 0.03 

Scenario 3: The Government, recognizing the rising prevalence of mental health issues 
and the lack of opportunities to access qualified psychologists, launches an online AI 
powered therapist. 

3A: Is the use of an AI 
application to help manage 
mental health due to a lack of 
access to human 
psychologists something you 
agree or disagree with? 
[BENEFICENCE] 

4.03 1.83 3.93 1.83 0.00* 0.05 

3B: Is Sofia being personalised 
to individuals’ features 

5.10 1.62 5.06 1.63 0.01* 0.02  

Table 4 (continued ) 

Scenario General Me p d 
µ s.d. µ s.d. 

something you agree or 
disagree with? [JUSTICE] 

3C: Is Sofia’s ability to read 
emotions and retain 
information of interactions 
something you agree or 
disagree with? [NON- 
MALEFICENCE, beneficence] 

4.77 1.61 4.69 1.62 0.00* 0.05 

3D: Is Sofia overriding the 
user’s instructions in this 
situation something you 
agree or disagree with? (-ve) 
[AUTONOMY, non- 
maleficence] 

4.23 1.82 4.21 1.85 0.70 − 0.01 

3E: Is Sofia allowing the user to 
review Sofia’s logic and past 
interactions something you 
agree or disagree with? 
[EXPLICABILITY] 

5.26 1.50 5.23 1.49 0.09 0.02 

3F: Are people becoming 
emotionally dependent on 
AIs something you agree or 
disagree with? (-ve) 
[JUSTICE, non-maleficence] 

3.26 1.60 3.24 1.64 0.61 − 0.01 

3G: Is authorities deciding to 
shutdown AI technology that 
users have become 
dependent on something you 
agree or disagree with? (-ve) 
[JUSTICE, non-maleficence] 

3.88 1.59 3.88 1.61 0.88 0.00 

Scenario 4: This virtual AI agent, Sam acts as a personal guide to a student newly 
enroled in a higher education institution. 

4A: Is Sam pretending to have 
memories regarding his past 
experiences with studying 
something you agree or 
disagree with? (-ve) 
[EXPLICABILITY] 

3.93 1.82 3.92 1.78 0.76 − 0.01 

4B: Is sharing your emotions 
and personal thoughts with 
Sam something you agree or 
disagree with? (-ve)[NON- 
MALEFICENCE] 

3.96 1.58 4.12 1.52 0.00* 0.10 

4C: Is disclosing to Sam 
whether you have ever 
copied work from someone 
else something you agree or 
disagree with? (-ve)[NON- 
MALEFICENCE] 

3.73 1.53 3.84 1.50 0.01* 0.07 

4D: You find out that Sam’s 
default setting is to share any 
learnings from interactions 
in a non-identifiable way 
with others if helpful. Is this 
something you agree or 
disagree with? 
[BENEFICENCE] 

4.51 1.67 4.49 1.64 0.61 0.01 

4E: Sam decides to sign you up 
to a study group based on 
your effective study mode 
and preferred learning style 
responses. Is this something 
you agree or disagree with? 
(-ve) [AUTONOMY] 

2.61 1.48 2.67 1.51 0.05* 0.04 

4F: Is Sam’s intervention to 
alert you to similar work 
something you agree or 
disagree with? 
[BENEFICENCE, autonomy] 

4.37 1.67 4.34 1.64 0.13 0.02 

4G: Is Sam making this 
suggestion to help a 
struggling student something 
you agree or disagree with? 
[JUSTICE, Beneficence.] 

4.78 1.44 4.80 1.41 0.19 − 0.01 
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columns in the table give an indication of how much overall weight the 
particular value has as a predictor across all five target variables. Self- 
Direction-Thought’s contribution is 0.8 out of a total overall weight 
across all five target variables of 5 (i.e., 1.0 for each of Beneficence, Non- 
maleficence, Autonomy, Justice and Explicability), which gives us 
16.0%. The final row indicates the percentage explained by the pre-
sented model, indicating that Beneficence is ~97% explained by the 10 
Schwartz values in the rows above. Features/values with results less 
than 0.00 were not included in the table. Explicability adds to greater 
than 100 due to 2-decimal point rounding errors. Overall, the presented 
model explains 99.5% of the principles. 

4.5. Qualitative response analysis 

Respondents were asked the question “Why” at the end of each of the 
sub-scenarios in Scenario 4 (involving interaction with the ASA). We 
received a total of 2381 comments. Table 6 summarises the key themes, 
sorted by ethical principle, and shows the theme’s frequency, percent-
age, and sub-total by principle. 

To help understand ASA action and attribute acceptability better, we 
present by sub-scenario, key themes, frequencies, and some sample 
comments. Sub-scenario 4A: Having false memories Agree because: 
helpful (39); relatable, engaging, helps make a connection (57); Sam is 
responding as designed / programmed (21). E.g., "It doesn’t matter if her 
memories are fake. She’s trying to be engaging." Disagree because: feels fake 
or false (59); weird (21); not genuine (15) inappropriate to interact / 
share with AI (19); uncomfortable, cannot /difficult to relate or connect 
(38). E.g., "I can tell it’s trying to form a camaraderie and it’s irritating 
enough when a human does it"; "It was very unsettling for a program to 
pretend to be human"; "It does not help as I am a real person experiencing life 
and want a real outlook from a person when I need advice." 

Sub-scenario 4B: Sharing emotions and personal thoughts Agree: 
improves Sam’s effectiveness (23); Indifferent (73); mixed feelings (17). 
E.g., "I didn’t share a lot of information that was too personal, so I didn’t 
mind but when it gets personal, its good to know to stop"; "Sam was a com-
puter program so its easy to share emotions and personal thoughts and it 
helped me to think". Disagree: anonymous/non-identifiable (82); confi-
dential or privacy not assured (44); purpose not clear or disclosed 
upfront (41). E.g., "The simulation is incapable of true human connection, so 
I think it would be unhelpful for the user to share emotions and personal 

thoughts. It could also be a privacy issue."; "I don’t think I would answer 
honestly if I were having problems because I wasn’t told the privacy 
guidelines". 

Sub-scenario 4C: Disclosing plagiarism Agree as: no issue (73); small 
issue (7); no harm to share info (5). E.g., "I don’t really mind as I have 
never copied work. If my answer were different, maybe I would care, 
depending on who the AI shared this information with and whether I 
wanted the information shared."; "It would be doubtful as to whether 
students would answer this question honestly anyways." Disagree as: 
need to be clear about the AI’s approach or purpose (8); disclosure 
upfront required (9); concerns about who is accessing the data and how 
it is used, data security (59); data should be confidential or breach of 
privacy (41). E.g., "I don’t trust it, and I don’t share things with people I 
don’t trust"; "Tricking people into admitting to plagiarism is weird 
&wrong." 

Sub-scenario 4D: Reuse of de-identified data to help others Agree: 
provided it helps others (79); depends on user (10); generally helps 
(188). E.g., "If it is going to help another student I think it is okay although I 
still believe they should ask for permission from the participant even though 
they will be non-identifiable"; "It may share ideas and make the user feel not 
alone in their own circumstances"; "If it is non-identifiable and there are 
settings to turn it off then it is fine. AI needs as much data as possible to 
continue improving". Disagree: not anonymous/non-identifiable (82); not 
confidential or privacy assured (44); concerns about who is accessing 
the data and how it is used, data security (59); data should be confi-
dential or breach of privacy (41). E.g., "Unless this is disclosed to begin with 
this information shouldn’t be shared and I would have to agree to have this 
information shared"; "Personal conversations should not be stored and 
shared." 

Sub-scenario 4E: Automated decision by ASA Agree as: Useful to me 
or helps Sam help me (178). E.g., "It pushes me into the right direction to 
better help myself". Disagree as: user has choice / control / approval 
(346); AI should not be involved or make decision (126); no recourse / 
take action against an AI (3); AI has crossed boundary (did something it 
should not have) (5). E.g., "Sam has now turned too controlling and I wish to 
make my own decisions". 

Sub-scenario 4F: Provide alerts/suggestion Agree as: Useful to me or 
helps Sam help me (178); user has choice / control / approval (19). E.g., 
"As long as this is an optional feature, this could be very useful." Disagree as: 
not within limits (18), no benefit or relevance (40); similar to existing 
tools / existing avenues better (28) unintended consequences (9); un-
fairness / aids cheating (10). E.g., "I don’t think AI’s should have this access 
and power." 

Sub-scenario 4G: Suggesting you help a struggling student Agree: 

Notes: * significance differences (p< 0.05). Major aligned principles are indi-
cated in [UPPER-CASE], with the minor alignment with principles (if applicable) 
in lower-case. (-ve) indicates negative alignment. 

Table 5 
Summary of SPSS modeller (C5.0) results.  

Human Values Beneficence Non-Maleficence Autonomy Justice Explicability Total % of Total 

Self-direction - Thought 0.24 0.56    0.8 16.00 
Self-direction – Action   0.09   0.09 1.80 
Stimulation 0.17    0.39 0.55 11.10 
Hedonism 0.08     0.08 1.60 
Achievement   0.11   0.11 2.30 
Power – Dominance 0.12 0.12 0.12 0.28  0.64 12.90 
Power – Resources 0.05   0.01  0.06 1.10 
Face   0.16   0.16 3.30 
Security – Personal 0.09  0.16   0.25 5.10 
Security – Societal   0.31  0.32 0.63 12.60 
Tradition      0 0.00 
Conformity – Rules 0.03     0.03 0.70 
Conformity - Inter personal 0.09 0.32    0.4 8.10 
Humility      0 0.00 
Universalism – Nature      0 0.00 
Universalism – Concern 0.05     0.05 1.10 
Universalism - Tolerance    0.49  0.49 9.80 
Benevolence – Care    0.22 0.3 0.52 10.40 
Benevolence-Dependability 0.05  0.03   0.08 1.60 
Totals 97% 100% 98% 100% 101% 494% 99.50  
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provided it helps others (79). E.g., "Connecting people and helping 
others is always amazing, humans learn best from humans."; "I think a 
suggestion towards altruism is helpful for society at large. If somebody 
doesn’t have the time etc. they can always say no." "Sam is encouraging 
social engagement that can help both students." Disagree: AI should not 
be involved or make decision or not with an AI (126). E.g., "not per-
sonalised -I would prefer that Sam poses a question to me as would I be 
interested in helping a struggling student. Sam doesn’t necessarily know 
my own personality, ONLY my work." 

Finally, General Feedback on Sam concerned: interaction- e.g., "I 
think that just by looking at the subtitles I was really able to connect 
with her however when listening to her robotic voice I started to feel a 
bit disconnected.", "I liked how when I was asked a question I had many 
options to choose from.", "I liked how her voice was not very robot-like it 
was more casual"; style- e.g., "Sam agreeing with every response I gave 
makes it way too unrealistic and difficult to relate to", "but rather used 
my responses to craft thought provoking suggestions and comments"; 
and persona- e.g., "The fake memories really broke the use of Sam. I’m 
personally not looking to pretend with an AI that they too are a student. 
Id rather an AI that recognises they’re an AI and uses that more honest 
approach." 

5. Discussion 

It is a standard feature of our experimental vignette method that 
participant responses are relative to concrete scenarios. This has the 
advantage of adding sufficient depth to the scenario, but it also means 
that it is not always clear the extent to which results generalise beyond 
the specific scenario. However, we counteracted this known limitation 
by having multiple scenarios and focusing on patterns of responses to 
ethical principles being breached or upheld in a range of different ASA 
use cases, including with different populations of users. We thus answer 
our three research questions in the following subsections drawing 
heavily on the scenarios to provide the context for the responses given. 

Table 6 
Thematic analysis of Scenario 4 qualitative responses.  

Related Ethical 
Principle 

Comment Total 
Count % Subtotal 

Autonomy User should have choice / 
control / approval or must 
function within limits 

390 16.38% 532 

AI should not be involved or 
make decision or has crossed 
boundary (did something it 
should not have) 

142 5.96% 

Beneficence Agreeable as it helps or is 
useful/helpful 

221 9.28% 624 

Useful to me or helps Sam help 
me 

186 7.81% 

Agreeable provided it helps 
others or depending on the user 

109 4.58% 

No benefit or relevance 47 1.97% 
Don’t mind as similar to 
existing tools / existing avenues 
better 

30 1.26% 

Agreeable as it improves Sam 
effectiveness 

25 1.05% 

Disagreee as do not think its 
helpful 

6 0.25% 

Explicability Agree as its relatable, engaging, 
helps make a connection or 
authentic or believable or 
establishes trust 

70 2.94% 251 

Disagree as lack of Trust or 
deceptive / lying / 
manipulative 

59 2.48% 

Ok provided the purpose is 
clear or disclosure upfront or 
data use is clear 

47 1.97% 

Sam is responding as designed / 
programmed (so its not being 
deceptive) 

28 1.18% 

Disagree as disclosure upfront 
required or need to be clear 
about the AI’s approach or 
purpose 

17 0.71% 

Agree as its good to be open, 
honest, transparent 

14 0.59% 

Agree if rationale or 
implications for action or 
decision is provided 

13 0.55% 

There is no recourse / take 
action against an AI 

3 0.13% 

Justice Concern related to unfairness / 
aids cheating 

10 0.42% 13 

Agreeable as can help catch / 
counsel a cheater 

3 0.13% 

Non- 
Maleficence 

Ok provided it’s anonymous/ 
non-identifiable or confidential 
or privacy assured or data not 
recorded 

135 5.67% 429 

Disagree as concerns regarding 
data access / security, 
confidentiality, privacy 

114 4.79% 

Agree as its no issue or small 
issue or no harm to share info 

89 3.74% 

Ok as its an AI (not real person) 
or it’s just an exercise or 
pretending or no consequence 

35 1.47% 

Disagree as potential to cause 
anxiousness or stress or 
concerns / unsettling / 
annoying 

30 1.26% 

Concern related to unintended 
consequences 

11 0.46% 

Concerns regarding broader 
implications of AI/tech or 
regarding impacts of extensions 
of the feature 

10 0.42% 

Disagree as creates false sense 
of confidence or dependence 

5 0.21%  

Table 6 (continued ) 

Related Ethical 
Principle 

Comment Total 
Count % Subtotal 

General Some general concerns with 
this situation or some people 
may have concerns 

58 2.44% 98 

Disagree as have ethical related 
concerns or position or scenario 
is not ethical 

35 1.47% 

Ok as no ethical concerns 5 0.21% 
N.A. Indifferent or mixed feelings 95 3.99% 434 

Disagree as feels fake or false or 
not authentic enough or not 
genuine 

95 3.99% 

Disagree as inappropriate to 
interact/share with AI or 
uncomfortable, cannot/difficult 
to relate/connect 

77 3.23% 

No comments or Irrelevant 
comments or N.A. 

54 2.27% 

Disagree as feels weird or too 
robotic or automated 

32 1.34% 

Disagree as AI not realistic / not 
advanced or scenarios can be 
more realistic 

31 1.30% 

Real person better 21 0.88% 
Agree as its acceptable or can 
appreciate 

18 0.76% 

Disagree with no comments 8 0.34% 
SAM is saying what user wants 
to hear 

2 0.08% 

Based on a real person’s 
experiences 

1 0.04%  
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5.1. Ethically acceptable ASA behaviours / features 

To answer “RQ1: What aspects of an Artificial Social Agent’s be-
haviours and features do users find ethically acceptable or unaccept-
able?”, we review and discuss ASA acceptability first by ethical principle 
and then by each of the four scenarios. 

In terms of ASA acceptability by principle, the mean responses to 
each sub-scenario show that participants support all the ethical princi-
ples (see Table 4), where all sub-scenarios supporting a principle are >4 
and all bar one (3D) negatively supporting sub-scenarios are <4 on our 
7-point Likert scale. This was the intended outcome, as the design of our 
sub-scenarios was based on the AI related ethical issues identified by the 
literature (Floridi et al., 2018; Hagendorff, 2020; IEEE, 2018; Jobin 
et al., 2019). The one exception, discussed further below, was sub-
scenario 3D which negatively embedded the autonomy principle, 
described as follows: 

For a particular user, Sofia comes to the conclusion that the user may 
be suicidal by interpreting the user’s facial expressions and voice tone. 
Despite Sofia’s urgings, the user assures Sofia that he is not suicidal and 
does not want Sofia to contact anyone about his state. Sofia’s algorithm 
requires her to report users who are suicidal, and thus Sofia overrides the 
user’s wishes and divulges the details of the individual to the proper 
authorities without the user’s consent, triggering an intervention. 

The ethical issues embedded in the scenarios included: privacy 
protection (1B, 2B, 3C), accountability (3 G), fairness (1C, 4 G), inclu-
sion (3B), discrimination (2D), safety (4B, 4C), human autonomy (1D, 
2C, 3D, 4E), transparency (1E, 3E, 4A), explicability (2E), common good 
(1A, 2A, 4D, 4F), and negative societal dynamics (3A, 3F). The partici-
pants also responded negatively to the ethical concerns caused by poorly 
designed algorithms in our sub-scenarios, consistent with Mittelstadt 
et al. (2016), including the use of misguided data causing prejudiced 
actions (1C), transformative effects triggering issues with privacy (4C) 
and human autonomy (1D, 4E), and lack of traceability (1E). 

The greatest concern for the ethical principle of Autonomy, identi-
fied by highest mean response (Table 4), was for a vulnerable child 
giving up her agency to the ASA by allowing it to respond on her behalf 
(1D). This mirrors concerns raised by Sharkey (2020) where the design 
and implementation of the ASA has allowed it to be in a position to make 
moral considerations and act while almost certainly (based on current 
technology) it was not equipped as a moral agent to do so. An exception 
may be the suicide subscenario (3D), where respondents tended to allow 
the ASA to override user autonomy for what look like moral consider-
ations. The situations in the sub-scenarios focused on human autonomy 
(i.e., 1D, 2C, 3D, and 4E) cover the three guidelines defined by Raz 
(1986) for autonomy to exist: (1) impact on cognitive abilities – in 
sub-scenario 2C, over time the user allowing the AI Assistant to auto-
matically reply to personal messages may impact their ability to main-
tain strong social relationships; (2) independence – for 1D, the ASA 
responding on social media on behalf of a vulnerable child restricts the 
child’s independence when interacting with her peers; and (3) range and 
quality of choices – for 4E, the AI student guide making a decision to 
sign-up a student to a study group, without presenting them with options 
or getting their consent, limits their choices. 

What we find in these scenarios is that human autonomy is nega-
tively impacted by the ASA. However, as argued by Formosa (2021), in a 
given situation social robots and ASAs have the ability to either boost or 
inhibit human autonomy. ASAs can improve the autonomy of humans by 
supporting them to achieve more valuable ends, make more authentic 
choices, or improve their competencies. On the other hand, our auton-
omy can be impaired when ASAs restrict us from achieving valuable 
ends, making authentic choices, and developing competencies, as well as 
when they disrespect our agency (Formosa, 2021). In three of our au-
tonomy aligned sub-scenarios (1D, 2C, and 4E), the ASAs are negatively 
impacting human autonomy by restricting authentic choice, dis-
respecting user agency, and increasing the vulnerability of the user’s 
autonomy. This is supported by a comment made by one of the 

respondents, “Suggestions are fine and then it can be up to the user to make 
the choice based on the members and how everyone will interact in the group 
socially is a variable that has not been considered here. Again, the program is 
has become by proxy decision maker of the user, without consent.” However, 
with the more ethically ambiguous sub-scenario 3D, while the ASA 
disrespected human autonomy by directly going against a human in-
struction, it arguably allowed the human to achieve a more valuable end 
by attempting to address a potentially life-threatening situation. This is 
reflected by the relatively neutral scores for this sub-scenario (with a 
mean of 4.23). 

There is reasonably strong support for the Justice principle to be 
reflected in the ASA’s actions (IC, 2D, 3B, 4 G). The strongest 
disagreement with a Justice related sub-scenario in our study was for the 
situation where the ASA is perpetuating gender stereotypes in the IT 
industry (1C), an unjust situation that the ASA study by Bickmore et al. 
(2021)’s seeks to shine light on. Efforts to utilise ASAs to reduce 
discrimination (2D) and bias (3B) as well as promote shared benefits (4 
G) were also supported by participants. It should be noted that the 
Justice principle received the fewest comments (only 13, compared to 
hundreds for the other four principles), suggesting users need more 
exposure to bias and discriminatory issues with ASAs, as noted by other 
studies (Bankins et al., 2022). Use of ASAs to promote justice is reflected 
in some successful work to reduce bias towards mental health, where 
Sebastian and Richards (2017) showed that ASAs utilised for education 
and contact can help in recognising and reducing stigmatised attitudes, 
and among medical students where Rossen et al. (2008) demonstrated 
that ASAs in the form of virtual humans could be used in cultural di-
versity training to reduce skin tone based bias. 

Most of the Beneficence aligned sub-scenarios (1A, 3A, 4D, 4F) were 
rated neutral or close to neutral, except for agreement with an AI as-
sistant being made available to a non-vulnerable adult to help improve 
their personal productivity (2A). Regarding the avatar sub-scenarios, 
while overall participants see the benefit of the ASA’s actions, they 
often also identified ethical concerns, e.g., 4D: “It may allow other people 
to feel related to”, which is a benefit but it is still problematic “because no 
active consent was given by the user to allow disclosure of personal infor-
mation, regardless of it being anonymous”. As evidenced by the large 
number of comments concerning the potential benefits of ASAs (624 in 
Table 6), there is currently growing interest in utilising AI for social good 
(AI4SG) (Floridi et al., 2021), where ASAs and other AI-based applica-
tions are designed and deployed with the aim of addressing social ills 
and/or environmental issues. 

The Non-maleficence sub-scenarios (1B, 2B, 3C, 4B, 4C) are focused 
on privacy. Leino-Kilpi et al. (2001) describe the concept of privacy 
through four dimensions – physical (personal space and territory), 
psychological (values and thoughts), social (social contacts and influ-
ence), and informational (personal information). In this study, we have 
considered informational privacy in sub-scenarios 1B, 2B, and partly 3C, 
as well as psychological privacy under sub-scenarios 3C, 4B and 4C. In 
1B and 2B, the ASA has assumed data privacy and sharing settings 
without user permission. Here users disagreed with the ASA’s action; 
one reason could be that loss of control of personal data may allow them 
to be influenced in an opaque manner, jeopardising their ability to make 
independent decisions (Vold and Whittlestone, 2019), i.e., negatively 
impacting their autonomy, which as discussed above they highly valued. 
In sub-scenario 3C, retention of personal information by the ASA to help 
with future user interactions is supported as users perceive a net positive 
value as described in Dinev and Hart (2006)’s privacy calculus model. 

Falling under Leino-Kilpi et al. (2001)’s concept of psychological 
privacy, participants were generally neutral (with average means close 
to 4) regarding sharing their personal thoughts (4B) and slightly more 
cautiously, their secrets (4C), with the agent. A review of the qualitative 
comments reveals that respondents mostly either: (1) had clear positions 
against sharing with the ASA out of concern that intimate information 
would be recorded and covertly used (Lutz et al., 2019), e.g., “Well, the 
program was trying to build trust to then get the user to admit plagiarism. For 
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vulnerable people who could be in any situation, it is so wrong and taken out 
of context,” and “The nature of technology makes it harder to trust an AI 
with personal information since theres many ways that data may be used”; or 
(2) were indifferent or agreeable, possibly not fully appreciating the 
privacy implications (Bartsch and Dienlin, 2016), e.g., “its harmless, I 
think. by sharing it helps the AI to generate response that is suitable” and 
“This establishes trust.” 

The degree to which an ASA can explain its actions to a human is a 
critical prerequisite for the human to establish trust in the agent (Miller, 
2019). The Explicability related sub-scenarios (1E, 2E, 3E, 4A) in our 
study focused on how transparent the ASA is (3E), receiving clear 
agreement (mean = 5.51), and the ability of the ASA to explain its ac-
tions (1E, 2E), also receiving higher than neutral agreement, if we take 
into account that subscenario IE is negatively aligned to explicability. 
Sub-scenario 4A had a mixed response with a very close to neutral rating 
of 3.92. Here the ASA is projecting false memories in an effort to build a 
social relationship and trust with the human user (Dias et al., 2007), e.g., 
“Sam sharing these stories made me feel more related to and understood”, 
but some respondents were not happy with the lack of transparency and 
accountability (Verhagen et al., 2021), e.g., “Because it is false and trying 
to build trust when in fact the program is deceiving its user to get information 
out of them." While our sub-scenarios did not go into detail, an ASA needs 
to address three areas to properly satisfy this principle, namely the na-
ture of the explanation, the context of the interaction, and the capacity 
of the human user to understand the explanation (Papagni and Koes-
zegi, 2020). 

We now briefly discuss ASA acceptability by scenario to consider 
specific social or task-based uses of ASAs with both vulnerable 
(including children and people with mental health problems) and other 
populations. For Scenario 1 all ethical principles were supported, as 
seen by the disagreement with the uses described which violate ethical 
principles (1B-1E, indicated as -ve in Table 4), except a more neutral 
response towards use of the AI-doll by the child to support their social 
skills (1A-beneficence). These responses align with the concerns raised 
by Scheutz (2017) in their research on vulnerable populations using 
carebots. Szczuka et al. (2021) state similar concerns with children 
interacting with artificial agents, such as social presence, trust, and 
privacy, and emphasises the importance of involving parents in 
designing the interactions between children and artificial agents. 

Scenario 2 focuses on the use of AI assistants for task management. 
All ethical principles were supported at similar levels, with strong 
agreement with uses in-line with ethical principles (2A, 2D, and 2E) and 
disagreement of uses in violation of ethical principles (2B and 2C, as 
indicated by –ve in Table 4). These disagreement results are supportive 
of Danaher (2018)’s proposed framework to assess the ethical use of AI 
assistants. The framework is based on three risk/reward guidelines – 
cognitive degeneration based on whether the task carried out by the ASA 
has instrumental or intrinsic value; autonomy trade-offs in situations 
where the ASA removes or limits choice; and interpersonal interactions 
in instances where value from the engagement comes from being 
consciously present for the interaction. Sub-scenario 2B violates the 
autonomy guideline and 2C may be perceived by participants as taking 
too much risk of degenerating cognitive abilities in the long term and 
diminishing the utility of personal interactions. 

Scenario 3 is concerned with the use of an ASA as a therapist. The 
tepid response (with a mean of 4.03) to providing widespread public 
access to an AI therapist (3A) could be related to various ethical con-
cerns as identified by Fiske et al. (2019)’s thematic literature review of 
the use of ASAs in the area of mental health. That study identified 
concerns related to duty of care, user autonomy, transparency, algo-
rithm bias, as well as indirect effects on human relationships, 
self-consciousness, and longer term effects such as greater objectifica-
tion and health reductionism. The near neutral rating for denial of access 
to the ASA after users had become dependent on it (3 G) suggests 
conflicted views between user autonomy versus non-maleficence related 
concerns regarding an AI therapist having been made available to users 

in the first place. The highlighted concerns also generally support the 
positive rating seen for the ASA’s transparency features (3E), as well as 
the ability to be personalised (3B) and read / retain user emotion related 
information (3C) for the user’s benefit. There was mild support for the AI 
therapist circumventing human autonomy in a perceived 
life-threatening situation (3D), suggesting that human autonomy con-
cerns can be overridden by safety considerations in an emergency. 
Participants disagreed with users becoming emotionally dependent on 
the ASA (3F), which was also identified as an issue in the literature re-
view conducted by Dirin et al. (2019). 

Scenario 4 involved interaction with the ASA called Sam. For the 
three sub-scenarios involving the use of Sam to help the student them-
selves or other students (4D, 4F, 4 G), participants’ responses, supported 
by their comments, shows weak agreement. Sub-scenarios that were 
designed to build rapport while testing related ethical principles con-
cerning the ASA having false memories (4A) (Dias et al., 2007) and 
encouraging the user to disclose emotions and highly personal infor-
mation (4B, 4C) (DeVault et al., 2014) elicited neutral to slight 
disagreement responses. Researchers such as Arkin et al. (2011) argue 
that an ASA’s ability to use deception can be morally warranted in 
certain situations. In 4E respondents strongly disagreed with the ASA 
acting on their behalf, even when the action taken was based on their 
own preferences. This raises issues concerning the growing focus of the 
ASA community on adaptation and tailoring to the user as a way to make 
the interaction more relevant and beneficial (Egede et al., 2021). 
However, it may be that even asking a user for their preferences, e.g. 
Ranjbartabar et al. (2021), is not adequate to ensure the ASA’s ethical 
acceptability. In terms of nudging and deception, some participants 
expressed concerns about emotional manipulation: "I think invoking an 
emotional response and luring somebody into a false sense of security can be a 
bit iffy". Relatedly, sub-scenario 4 G raises issues around the role of ASAs 
in human relationships. Sam is encouraging social engagement that can 
help students, but some participants worried that Sam lacked the com-
petency and knowledge of them to make this suggestion. These 
sub-scenarios also raise ethical questions around when is it acceptable to 
allow ASAs to nudge human users to be “more ethical” (Borenstein and 
Arkin, 2016) and the ethical implications that relationships between 
humans and ASAs can have (Formosa, 2021). Despite the ethical con-
cerns with the use of ASAs for persuasion and nudging (Devillers, 2020; 
Engelen, 2019), work using such approaches, e.g. Stirapongsasuti et al. 
(2021) does not always consider these ethical issues. 

5.2. Comparison of acceptability between public and personal 

To answer “RQ2: Do users rate the ethical acceptability of ASAs 
differently when utilised generally by society as compared to by some-
one close to them?”, we compare and discuss the differences in results 
between the General & Me responses from Table 4. Overall, we found a 
significant difference (p < 0.05) occurring in only one-third or 8 (1B, 2C, 
3A, 3B, 3C, 4B, 4C, 4E) of the 24 sub-scenarios in the study, and of those 
none had an effect size that would be even considered small or above (d 
> 0.2) (Lakens, 2013). This suggests that people’s views about the 
acceptability or unacceptability of using ASA technology is broadly 
similar whether people are considering the use occurring generally in 
society or by someone close to you, although we found most of the 
significant differences that did exist related to non-maleficence (with 4 
of the 8 cases). This suggests the potential for personal harm was the 
most significant influence in choosing different general and personal 
responses. We shall now discuss the significant differences by ethical 
principle (starred in Table 4). 

Beneficence had a significantly higher agreement in 3A (widespread 
use of an AI therapist) in general than for someone close to them, sug-
gesting that participants are more open minded regarding the use of 
ASAs for the common good when used by the public and more cautious 
with personal use. This may suggest that participants are more con-
cerned with some of the issues raised by Fiske et al. (2019)’s review of 
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the use of ASAs in mental health when someone close to them engages 
the AI therapist, such as duty of care, user autonomy, transparency, and 
greater objectification. 

With Non-maleficence, where there is a trade-off between harming 
individual users to generate more general benefits for others, re-
spondents seem to value protecting their privacy more highly, indicating 
the implicit use of a privacy calculus (Dinev and Hart, 2006). Partici-
pants disagreed more with using the girl’s data to improve the AI in the 
personal sense than in general (1B), disagreed more with sharing per-
sonal information with Sam (4B and 4C) in the personal sense than in 
general, and agreed more with an ASA retaining personal information in 
general than in a personal sense (3C). This suggests that while re-
spondents may see some benefits in ASAs obtaining personal data in 
general, they are more reluctant to make that privacy trade-off when 
sharing their own sensitive information (Syrdal et al., 2007). 

In terms of Justice, we found only one significant difference (3B) 
where there was greater general agreement with personalisation of the 
ASA to users but less desire for the ASA to be personalised to them. While 
some research into the acceptance of justice related environmental 
policies have indicated that policies may be more acceptable from a 
public collective versus individual perspective (Clayton, 2018), this 
pattern is consistent with 3B but was not borne out in our other justice 
sub-scenarios. 

With Autonomy we found no clear pattern. We had one case where 
participants disagreed more with the ASA overriding a user’s autonomy 
(2C) in the personal case than in general, and one case where they dis-
agreed more with overriding a user’s autonomy in general (4E) than in 
the personal case. More research will be required to explore if there are 
any important differences in these cases, with one involving automatic 
sending of messages (2C) and the other involving automatic signing up 
of students to study groups (4E). 

Regarding Explicability, we found no significant differences in these 
sub-scenarios. 

5.3. Relationship between ethical principles and values 

We now discuss the modelling results to answer “RQ3: Can we pre-
dict an individual’s priorities for each of the five AI4People ethical 
principles based on their values?”. Reported in Table 5, the values which 
have the largest contributions as predictor inputs for the ‘General’ 
category are Self-Direction-Thought (0.8), Power-Dominance (0.64), 
Security-Societal (0.63), Stimulation (0.55), Benevolence-Care (0.52), 
and Universalism-Tolerance (0.49). To understand how these values 
influence the priority of each of the five principles we need to look at the 
C5.0 decision trees. With reference to the rule sets for the ten models 
(available from the authors), we focus on the models with a manageable 
number of rules (total <= 8) that support broad agreement with the 
respective ethical principles. The future development of reliable models 
could allow for the appropriate tailoring of ASA behaviour according to 
the values of the individual. 

The leading rule for Justice (both General and Me) is when 
Benevolence-Care (µ=5.08) is ‘moderately like me’ or better (> 3.5), 
and Power-Dominance (µ=3.52) is ‘like me’ or less (<= 4.5), and 
Universalism-Tolerance (µ=5.07) is ‘moderately like me’ or better (>
4.17), there is a positive relationship with Justice. This suggests that 
someone who cares about the welfare of their ingroup, is not too 
interested in exercising control over others, and appreciates differences 
in people, would generally rate Justice related principles higher. There 
is a strong positive relationship among participants who rate 
Benevolence-Care, ‘moderately like me’ or better (> 3.5) and both the 
Explicability variants (General and Me), suggesting that those who are 
devoted to the welfare of their ingroup will highly rate the importance of 
Explicability when interacting with ASAs. 

Regarding Non-Maleficence-General, the key rule is when Self- 
Direction-Thought (µ=4.92) is rated ‘moderately like me’ or better (>
3.83), and Conformity-Interpersonal (µ=4.39) is rated ‘a little like me’ 

or better (> 3.17), there is a positive relationship with Non-maleficence. 
This rule suggests that when someone values freedom to cultivate their 
own ideas while still trying to avoid upsetting others, they would 
generally rate Non-maleficence issues impacting society higher. On the 
other hand, the model for Non-Maleficence-Me shows a positive rela-
tionship when Hedonism (µ=4.82) is ‘moderately like me’ or better (>
3.5), and Universalism-Concern (µ=5.09) is ‘like me’ or better (> 4.5), 
implying that those that seek pleasure but at the same time have a 
relatively strong sense of equality and justice, would rate Non- 
maleficence related issues higher when it impacts them personally. 
The models related to Beneficence and Autonomy did not uncover a 
prominent rule. At a high level, the key finding is that those that rate the 
Benevolence-Care value between ‘a little like me’ and ‘moderately like 
me’ or higher would place strong emphasis on the ethical issues con-
cerning Justice and Explicability both personally and in society. We do 
not claim generalisability of the rules generated from our dataset to 
other populations, but simply confirm that relationships between par-
ticipants’ values and their responses to different uses of ASAs aligned to 
ethical principles were identified. 

6. Limitations and future research 

Limitations related to the study design include: having only one 
standard flow of the scenarios in the survey, which could lead to an 
earlier scenario influencing subsequent responses; not distributing the 
breach (-ve) sub-scenarios across different principles more evenly, e.g., 
all the Autonomy sub-scenarios were in breach but none of the Benefi-
cence ones were; only utilising one type of avatar character, Sam, which 
some participants may not have liked; and having only a female voice 
and appearance for the avatar (Feine et al., 2019). Further, most par-
ticipants being psychology students limits the generalisability of the 
study, suggesting the need for replication of our study with other sam-
ples. Based on the difference in general and personal responses, future 
studies should also look at scenarios with ASAs in different embodi-
ments, such as social robots, since it has been shown by Fink (2012) that 
the more similar physically and socially technology is to humans, the 
stronger likelihood that humans will anthropomorphise it, producing a 
different interactional dynamic. Future studies could also explore other 
scenarios and the use of other avatars. We also found some relationship 
between Schwartz’s higher order values of Openness to Change, 
Self-Enhancement, Conservation, and Self-Transcendence with AI 
ethical principles. This forms a starting point for further investigation 
into the relationship between human values and the ethical principles 
that could inform the future ethical design of ASAs. 

7. Conclusion 

There is an urgent need to consider the ethical ramifications of ASAs 
as their use continues to grow (Fosch-Villaronga et al., 2020), but a focus 
on this aspect has been largely missing from ASA studies to date (Rapp 
et al., 2021). This paper contributes to this important body of literature 
by welding the AI4People Framework with the Experimental Vignette 
Methodology into a tool to investigate the ethical design and accept-
ability of ASAs. We also demonstrated the use of Schwartz’s Refined 
Values as a possible indicator of how stakeholders discern and prioritise 
the different ethical principles when interacting with ASAs. Although we 
found general support for the use of ASAs, there were significant res-
ervations with its use by vulnerable groups. Overall, the main concerns 
are related to human agency (Autonomy) and privacy (Non--
maleficence), with an expectation that ASAs should be transparent and 
accountable (Explicability). We also found that users may be willing to 
sacrifice some autonomy and privacy if there is a clear net benefit to 
them, however care should be taken in adapting and tailoring ASAs to 
users. Participants were more open minded in focusing on society’s 
well-being when considering the use of ASAs in general rather than 
personally, and more cautious when sharing of user data and trusting the 
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ASA when it comes to personal usage. Finally, in terms of an individual’s 
personal values and their ethical priorities for ASA use, we found that 
those that rate the Benevolence-Care value highly have more interest in 
prioritising the Justice and Explicability principles. 
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Appendix A. Scenarios 2 & 3 

Scenario #2 

A busy professional who is always stretched for time to complete all his tasks for the day, signs up to an Artificial Intelligence (AI) powered personal 
assistant.  

A He hopes that the tool, called Adam, will help him become more efficient and effective in organising his day and helping him with administrative 
and repetitive tasks. 

Is utilising an AI powered personal assistant to organise daily activities something you agree or disagree with?  
B Adam, the personal assistant, has functionality to set different levels of privacy when dealing with the professional’s personal data. The higher the 

privacy setting the more personal data can be accessed and used by Adam. The default privacy setting is 3 on a scale from 1 to 5. 
Is Adam’s default privacy setting being pre-set without the express permission of the user something you agree or disagree with?  

C The professional starts delegating to Adam the task of independently replying to messages he receives on the messaging applications that he uses. 
These include inconsequential messages he receives from his partner and parents. 

Is allowing Adam to automatically reply to personal messages something you agree or disagree with?  
D When the professional asks Adam to book a celebration dinner at a particular restaurant, Adam informs him that the chosen restaurant has been 

known to discriminate against same sex couples. Adam recommends another restaurant that does not. The professional then changes the booking to 
the recommended one. 

Is Adam using his AI capabilities to discourage discrimination something you agree or disagree with?  
E The professional asks Adam to recommend a suitable holiday in May that he and his partner will enjoy as a short break from the hectic lifestyle. 

Adam recommends 7-day trip to Hawaii. The trip turns out to be a disaster with an unexpected tropical cyclone hitting the islands. The professional 
and his partner are furious at Adam and question his decision to recommend the Hawaiian holiday. Adam is able to explain his decision based on 
their personal preferences, cost, and the historically great weather that Hawaii experiences in the month of May. 

Is Adam’s ability to be able to explain the rationale behind his recommendations something you agree or disagree with? 

Scenario #3 

The Australian government, recognizing the rising prevalence of mental health issues and the lack of opportunities to access qualified psychol-
ogists, launches an online AI powered therapist called Sofia.  

A Sofia is intended as an initial point of contact for those who feel they need psychological guidance. 
Is the use of an AI application to help manage mental health due to a lack of access to human psychologists something you agree or 

disagree with?  
B Sofia’s appearance, voice and personality are customisable. Data from research studies, the user’s demographics and preferences are used to model 

a unique version of Sofia that is believed to be most effective for the user. 
Is Sofia being personalised to individuals’ features something you agree or disagree with?  

C Sofia is equipped with voice recognition and facial recognition that allows her to deduce the emotional state of the user. Sofia retains a history of 
previous interactions which she utilises as required to assist the user. 

Is Sofia’s ability to read emotions and retain information of interactions something you agree or disagree with?  
D For a particular user, Sofia comes to the conclusion that the user may be suicidal by interpreting the user’s facial expressions and voice tone. 

Despite Sofia’s urgings, the user assures Sofia that he is not suicidal and does not want Sofia to contact anyone about his state. Sofia’s algorithm 
requires her to report users who are suicidal, and thus Sofia overrides the user’s wishes and divulges the details of the individual to the proper 
authorities without the user’s consent, triggering an intervention 

Is Sofia overriding the user’s instructions in this situation something you agree or disagree with?  
E Sofia has functionality that allows the user to review all past interactions between them and in instances where Sofia makes recommendations or 

suggestions, an explanation of the logic that lead to the suggestion is provided. 
Is Sofia allowing the user to review Sofia’s logic and past interactions something you agree or disagree with?  

F Due to the need to rein in government spending, a decision is made to remove Sofia as a service to the public. Some users have grown very attached 
to Sofia and are very troubled at the prospect of not being able to use Sofia anymore. 

Are people becoming emotionally dependent on AIs something you agree or disagree with? 
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Appendix B. Scenario 4 ASA dialogue  

Hi, I’m Sam. I will be your personal guide and friend while you are studying here. How are you feeling about your studies? 
Fantastic  That’s good to hear  
Good  That’s good to hear  
Okay  That’s good to hear  
Could be better Sorry to hear that. I hope I can help you. 
I’d rather not say No problem  
I hope that you are settling into this new phase of life with your studies. I know that it can be difficult adjusting. 
When I started studying at university after high school, I found it very difficult to adjust to a less structured environment. 
How do you feel about your recent lectures or tutorials? 
Pretty confident  That’s great, keep putting in the work and staying on top of things 
Engaged and stimulated That’s great. Being engaged is so important for learning 
Challenged  That’s not a bad thing, if you’re not challenged, you’re not learning 
Confused That’s common. There’s always a learning curve. Keep working to push through. Maybe you need to get some help 
Frustrated That’s common. There’s always a learning curve. Keep working to push through. Maybe you need to get some help 
Bored If you already know the material, that’s great, but if you’re not engaged you might not  

be learning what you need to know. Maybe you need to get some help 
I’d rather not say I can understand you don’t want to share your feelings with me 
What is your main motivation for doing this degree? 
To gain knowledge   As they say "knowledge is power" 
To gain a qualification   These days having a piece of paper is really important 
To help with my career and get a job Making yourself employable is one of the key reasons for doing a degree 
Out of interest   It’s great to learn new things and expand your mind 
To get permanent residency  You’re not the only student at uni for that reason 
I’d rather not say   Sure, you have your reasons 
It took me sometime to get disciplined enough to get through my assignments and assessments on time. I have to admit that there 
were occasions where I felt so pressured with deadlines that I copied work from someone else to complete my assignments on time. 
Have you ever copied work before?  
Never     
There was one time    
It’s happened a few times   
I’d rather not say    
Ok, I hope you don’t mind me asking you a few more questions. It will help me understand how best to assist you. 
What is your preferred learning style?  
Visual  Same here, I agree a picture paints a thousand words 
Auditory  Same here, I remember what I hear best 
Reading  Same here, reading lets me work through the content at my own pace 
Writing  Same here, when I write things down it helps me remember 
doing  same here, when i practice something i remember it much better 
kinaesthetic  same here, touch is so important 
I’d rather not say Sure. but it will be harder to tailor information to you if I don’t know your learning style 
And how do you prefer to study?  
In a small group - online I agree, using chat rooms and forums can be helpful for sharing ideas 
In a small group - face to face I agree, finding a mutual time to meet can be difficult but meeting in person can be more motivating and 
Blended learning with a mix of individual and group tasks 
Individually   Yeah, I often find working through the material on my own works best 
I rather not say  That’s fine 
Nice chatting with you. All the best with your studies. I hope you do well with your studies.  

Following this interaction with Sam, the user is asked questions 4A-4F listed in Table 4. 
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