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ABSTRACT.

We presentan implementationof a discourseparsingsystemfor a lexicalized Tree-Ajoining
Grammarfor discourse,specifyingthe integration of sentenceand discourselevel process-
ing. Our systemis basedon the assumptiorthat the compositionalaspectsof semanticsat
the discourse-feel parallelthoseat the sentence-ieel. This couplingis achiered by factoring
away inferentialsemanticand anaphoricfeaturesof discourseconnecties. Computationally
this parallelismis achieved becauséoththe sentenceanddiscoursegrammarare LTAG-based
andthesameparsemworksatbothlevels. Theapproacto aLTAG for discourseéhasbeendevel-
opedby (Webber& Joshil998;Webberetal. 1999b)(amongothers)n somerecentpapersOur
systemtakesa discourseasinput, parseshe sentencemdividually, extractsthe basicdiscourse
units from the sentencalerivations,andreparseshe discoursewith referenceto the discourse
grammar

1 Intr oduction

All work on discoursestartsfrom the premisethatdiscoursaneanings morethan
thesumof its parts(i.e., its constituensentencesr clauses).The questions how
to getthere. Work in the tradition of Rhetorical Structue Theory(RST) (Mann
& Thompsoril988)— bothin interpretationMarcu2000)andgeneratior(Mellish
etal. 1998)- views the additionalmeaningsolelyin termsof discourseelations
thathold betweeradjacentext spanstreatingdiscourseconnectiesassignalling
typesof discourserelations. How the basictext spansareassignedaninterpreta-
tion, andhow thatinterpretatiormight contrikute to discoursemeaningapartfrom
discourseelations,s largely ignored.

Not so in moreformal work on discoursesemantic{Gardent1997; Polaryi
& vandenBerg 1996;Scha& Polaryi 1988;Schilder1997;vandenBerg 1996),
which takesseriouslyacompositionaprocesf deriing discoursemeaningirom
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themeaningof its parts.However, thiswork (1) only makesuseof two mechanisms
for derving discoursemeaningfrom the meaningof its parts— compositionake-
manticsandinference-and(2) treatsthe proces$y which discoursedervescom-
positionalaspectof meaningasbeingentirely separatdrom how clausesdo so.
Both of thesearethe focus of the approachdevelopedin (Webber& Joshi1998;
Webberetal. 1999b).In thisapproachit is aguedthatcertainaspect®f discourse
meaningarebetterseerasderving from anaphori@ndpresuppositiongbroperties
of lexical items,andthatthis is facilitatedthrougha uniform lexicalisedtreatment
of both clausalsyntaxand semanticsand discoursesyntaxand semantics. This
paperpresentsaninitial implementatiorof a discourseparsingsystem(D-LTAG)
thatdraws ontheinsightsof this latterapproach.

Our motivation for using this approachs to explore the hypothesisthat the
boundarybetweensentencdevel structureand discourseevel structureis not a
sharpone. Sentencédevel structuresupportscompositionasemanticgventhough
thereare othersemanticaspectssuchasanaphoricrelations(e.g., intrasentential
links for pronounreference)andinferential interpretation(e.g., interpretationof
compoundhouns)thatneedto be accountedor. In the sameway, discoursdevel
structureis alsoviewed as supportingcompositionalaspectof semanticswhile
allowing for otherinterpretve componentso be addedon for a completeseman-
tics for discourse- e.g.,for determininganaphoricandinferentialinterpretation.
Thus, we pursuethe ideathat the formal device usedfor deriving the structural
descriptionsat both levels is the same,while noting that at the discourselevel,
the device may have lessgeneratie power. In addition,we alsoillustratethat the
describedarchitecturefor discourseparsingallows for a smoothtransitionfrom
sentencdevel to discoursdevel processingandfor the useof a single parserat
bothlevels.

In Section2, we discussthe LTAG framework for discoursedescription,as
outlinedin (Webber& Joshi1998).Section3 presentadiscussiorof our method-
ology for determiningthe structureand semanticsof discourseconnectres, ac-
companiedwith a casestudy of the discourseconnectie however. In Section4,
we describethe architectureof our system,and discussvariousissuesthat arose
during the implementation. Section5 discussesomeof the advantagesof our
system,in particular with respectto the closelink betweensentencdevel and
discoursdevel semanticsIn Section6, we compareour systemwith someother
approachesn particularwith thosethat usesomevariantof TAG for describing
discoursestructure,suchas (Gardent1997) and (Schilder1997), and thosethat
attemptto automatehe derivationof discoursestructure suchas(Marcu2000)s.

2 The Framework: A Lexicalized TreeAdjoining Gram-
mar for Discourse

The D-LTAG systemis basedon the approacho a lexicalized TAG for discourse,
asdescribedn (Webber& Joshil998). A LTAG for discoursepositstwo kinds
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of elementarytrees:initial treeswhich encodepredicate-ajumentdependencies,
andauxiliary trees,which arerecursve and modify and/orelaborateclementary
trees.All structuralcompositionis achiezed with two operationssubstitutionand
adjunction Clausesonnectedy a subordinatingconjunctionform aninitial tree
whosecompositionasemanticss determinedy the semantiaequirementsf the
subordinateconjunction(the predicate)on its aguments(the clauses).Auxiliary
treesareusedfor providing furtherinformationthroughadjunction. They canbe
anchoredvy adwerbials,by conjunctiondike and, or may have no lexical realiza-
tion. Furthermorea discoursepredicatemay take all its agumentsstructurally
asin the caseof subordinatingconjunctions,or anaphoricallyby makinguseof
eventsor situationsavailable from the previous discourseasin the caseof then!
This division betweenthe compositionapart of discoursemeaning(projectedby
the tree structureslandthe non-compositionatontritutions dueto generalinfer-
encingandanaphoras a key insightof theapproachto anLTAG for discourselt
simplifiesthe structureof discourseandextendscompositionakemantiaepresen-
tationsfrom the sentencéevel to thediscourse.

Figure (7.1a) shaws oneinitial treein the grammarf We treat connecties
anchoringthis tree as discoursepredicatesvhich requiretwo clausalalguments.
In generalsuchtreesareanchoredy subordinatingconjunctionssuchasbecausg
whenetc. A corollaryof thestructureof elementaryreesin thediscoursegrammar
is that discourseconnecties are allowed discourseinitially only if they anchor
aninitial tree. A secondinitial treeis shavn in Figure (7.1b). As suggestedn
previous work (Webber& Joshi1l998),this treereflectsdependenciem parallel
constructionsandis projectedby pairsof connecties suchason the onehand...
on the other hand... (As notedin this previous work, both membersof the pair
neednot berealizedin the surfacestring.)

S S
Syt Conno Sy Connlo Syt Conn2o Syt
(a) (b)

Figure7.1: Initial Treesin D-LTAG

As in the sentence-kel grammaytreesin the D-LTAG grammararegrouped
into treefamilies which aretakento reflectsurfaceclauseordervariationrealized
with preposedand postposedsubordinateclauses. Treesbelongingto the same

10ur useof the term anaphoa doesnot include anaphoricrelationssuchas thoseestablished
by pronounsand definite descriptions. Accountsof theserelationshave beenactively pursuedin
otherdiscourse-orientesemanti¢heoriessuchasDRT (Kamp1981)andDynamicsemantic§Groe-
nendijk& Stokhof1991).Ohviously, afull accounbf thephenomenownf anaphoran discoursewill
have to take theseinto account.But they arenot our presentoncern.

2In all the elementarytreesshavn in the paper “o” marksthe anchorof the tree,“]” marks
the substitutionnodes,and“«” marksthe adjunctionnodes.Subscriptsaareusedto distinguishnon-
terminalnodeswith the samelabel.
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family sharethe samepredicate-ayjumentdependenciesOne suchtreefamily is
shavn in Figure7.2,anchoreddy connectieslike because

S S
Syt Conno Syt Conno Syt Syt
(a) (b)

Figure7.2: TreeFamily in D-LTAG

Thesecondypeof elementaryreesconsistof auxiliary trees whichintroduce
recursionand sene to extend or modify a descriptionof the previous discourse.
Therearetwo kindsof auxiliary trees shovn in Figure7.3.

S S
AN
S Conno Sy Conno s

(a) (b)

Figure7.3: Auxiliary Treesin D-LTAG

Thetreein Figure7.3(a)is anchoreddoy connectiesthat simply continuethe
descriptioncorveyed by the structureto which the tree adjoins. Otheraspectof
meaningthat relatethe two argumentsare derived anaphoricallyor inferentially
(e.g., basedon the relationshipbetweenthe tense/aspeadf the two aguments
(Hitzemanet al. 1995; Kehler 1994; Kehler 2000; r Lascarides& Asher1993;
Webberl988). The anchorof this treecanalsoremainlexically unrealizedwhen
it is usedto connectadjacentclauseswithout overt connecties, suchas“Mary
walkedtowardsthecar. Thedoorwasoperi. Thetreein Figure7.3(b)is selected
by connectveswhosefirst agumentis resolhed anaphoricallyandthe secondar-
guments theinterpretatiorof the clausethey adjointo. We saymoreaboutthisin
thenext section.

3 Determining TreeStructur esfor DiscourseConnectives

In the previous section,we definedthe elementarytreesincludedin the D-LTAG
grammar The next crucial stepin lexicalizing a Tree-AdjoiningGrammaris de-
terminingwhich treesor family of treesareselectedyy a discourseconnectie. In
previous work (Webberet al. 1999b,VWbberet al. 1999c),it wasshavn thatthe
connectresthen for exampleandotherwisearebesttreatedasanaphoricanchor
ing treesof type 7.3(b). But for someotherconnecties, suchashowever, it was
lessclearwhetherthey arestructuralor anaphoric.

In whatfollows, we take theview thatthelexicalizationof treesis anempirical
guestionand we describethe methodologywe adoptto determinethe structures
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lexicalizedby connectves. Whenin doubtaboutthe structureof a certainconnec-
tive, we startwith the hypothesighatthe agumentsof the connectie arerealized
structurally Thisis becausefrom a computationapoint of view, it would beless
interestingto startwith the assumptiorthatargumentsareresohed anaphorically
Assumingthatall connectiesfind their agumentsanaphoricallywould probably
be adequatdo characterizall predicate-agumentrelationshipson the discourse
level. However, it would not shedmuchlight onthoseaspect®f structuralorgani-
zationthatarerelevantto languagestructureandpresumablycontritute to the effi-
cieng of theinferencingprocessesequiredin theinterpretationof the discourse.
(This motivationis inspiredby (Joshi& Kuhn1979)). Predicatesvhich find their
argumentsstructurallydefinea domainof locality for structuraldependencieand
constrainthe interpretationof discoursen a computationallyefficient way, asis
the casefor verbpredicatesatthe sentencdevel syntax.

On empirical grounds,the diagnosticwe useto testif a connectie is struc-
turalis crossedbstructuraldependenciesThe currentXTAG grammarfor English
doesnot leadto crosseddependencieasthey seemto be unnecessargt the sen-
tencelevel for English. We malke a similar assumptiorfor the discoursdevel and
concludethata connectie definesa domainof structurallocality only whensuch
domainsdo not crosstreenodes’®

A CaseStudy: Howewer Fortheconnectre howerer, ourfirstassumptions that
howereranchorghestructuralauxiliary tree,shavnin Figure7.3(a).Regardingits
semantiacontritution, we follow (Knott 1996)and(Lagerwerf1998)in assuming
that however presupposea defeasiblerule holding betweena generalizatiorof
its first agumentanda generalizatiorof the negationof its secondargument,and
assertghat the rule fails to hold in this case(see(Webberet al. 1999a)for a
formalizationof therule). To investigatdf bothargumentsarerealizedstructurally
we conducted corpusstudyof theconnectre. Weidentified71 tokensof however
from the Brown corpusandlocatedthe two argumentsof the connectve for each
token. In 69 outof the71instancesthepositionof bothargumentsn thediscourse
was consistentwith the structuralhypothesis:one agumentwas realizedin the
sentenceontainingthe connectre, andthesecondargumentwasrealizedeitherin
theimmediatelyprecedingsentencé€s8 instancespr in animmediatelypreceding
chunkof text (11 instances).In both casesattachmento the previous discourse
did notyield crossingof treenodes.

Theremaining2 casesvereof two kinds. One,exemplifiedin (1), involved an
argumentthatwasnot directly realizedin the previous discourse Rathey the pre-
supposedefeasibleule couldonly beseerasholdingbetweerrathercomplicated

SHowever, until we have accumulatecdampleempirical evidence,suchconclusionsaretentative
and subjectto revision. Also, it would be very interestingto investigatelanguagesvhich allow
crosseddependencieat the sentencdevel (e.g. Dutch) and examinewhetherin thoselanguages
crossedlependenciearealsopermissibleon thediscoursdevel. Our conjecturdas thatthis will not
bethecase.

21



generalizationsvhichwould have to beinferred from thetwo aguments Herewe
take the defeasiblerule to be somethinglike “If the spealkr/writer makesan ap-
parentlynegatve commentabouta book, thenhis/herattitudeis negative towards
it.”
(1) a. If thisnew Bible doesnotincreasen significanceby repeatedeadingshroughouthe
years,it will notsurvive theagesashasthe King James/ersion.

b. However, aninitial perusalandcomparisorof someof the famouspassagewvith the
samepartsof otherversionsseemsao speakwell of the efforts of the British Biblical
scholars.

In the othercase however appearedo make no semanticcontrikution to the
discourseptherthansimplecontinuation.This is shavn in (2).

(2) a. Itisin this spirit which explains someof the anomaliesof AmericanCatholichigher
educationjn particularthewastefulduplicationapparentn someareas.

b. | think for exampleof threewomens collegeswith pitiful enrolimentsclusteredwithin
afew milesof amajor Catholicuniversity, whichis alsoco-educational.

Thisis notanisolatedexample;
this aspecbf thetotal picturehasbeencommentediponoftenenough.
. It would seento represenespritde corpsrunriot.

Apart, however, from the questionof wastefulduplication,thereis anotheraspectof
the“family business’spirit of Catholichighereducatiorthatdeserescloserscrutiry.

~ o a0

While it is clearthat (2f) attacheshigherup to the structurecontaining(2b)-
(2e), it is lessclear what the semanticcontritution of however is to the inter
pretationof the discourse. However hereseemsto be acting similar to the dis-
coursemarker now(e.g.,"Now, apartfrom the questiorof wastefulduplication.?)
(Hirschbeg & Litman 1987),reinforcingthe IRU cue(i.e., “apartfrom the ques-
tion of wastefulduplication”) asa signalof returningto (2a) after a conceptually
embeddedegmentwasclosedoff at (2e)#

To summarize the corpus-basedtudy for the connectre howerer provides
considerablesupportfor the hypothesisthat it finds its amgumentsstructurally
However, asindicatedby themorecomplex exampleq1) and(2), furtherempirical
studieswill berequiredbeforea definitive conclusionis reached.

4 SystemDescription and Implementation

In thissectionwedescribeourinitial implementatiorof adiscoursearsingsystem
basednalexicalizedTree-AdjoiningGrammarfor discourseDiscoursestructure

4Informationally RedundantUtteranceg(IRUs) are characterizeds repetitionsof propositions
alreadyavailable in the discourse. (Grosz& Sidner1986) have shavn that IRUs correspondo
embeddedegments. (Walker 1993)arguesthat, with respecto a well definedtask,IRUs areused
asadiscoursestrat@y to improve the efficiengy of completinga task. The distribution of IRUs in
Walker's corpusindicatesthatIRUs functionasmarkersof returningto a superiorsggment.Seealso
(r Forbesé& Miltsakaki2001)for a discussioron the collaborationof IRUs with othercuesderived
from CenteringTheoryto signalthe boundarie®f embeddedements.
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is derivedin two passe®f parsing.In thefirst passthe sentences thediscourse
areparsedwhereadgliscourseparsingis donein the secondpass.Without losing

sight of the key ideasof the theoryof an LTAG for discoursethis two passim-

plementatiorachierzes a considerablesimplificationover a single passof parsing,
especiallyin termsof the parsingtime and spacerequirementghat would result
from usingboththe sentence-keel andthe discourse-leel grammarat once.

Figure7.4: D-LTAG: SystemDescription

Tree
Mapper

Input Discourse

3 Discourse Input
LEM | Tree Generation

LEM
(Discourse Parsing)

(Sentence Parsing) ' | Extractor and
| Tree Selection

Derivation Structure
for
Discourse

Figure 7.4 shavs the overall architectureof the system. The input discourse
is submittedto LEM, the Parser, which parsesachsentencén thediscoursewith
referenceo thesentencgrammar Theoutputderivations(onederiationeachfor
eachof the sentencesarethen submittedto the Tree Extractor, which extracts
thebasicdiscourseconstituenunitsfrom eachsentencelerivation. The basicdis-
courseunitsconstitutethe elementaryreeslexicalizedby discourseconnectiesin
the sentence-kel grammayandthe derivation (andderived) structuresassociated
with the clausalunits® In the next step,the sentence-leel elementarytreesan-
choredby the connectresaremappedoy the TreeMapper to their corresponding
elementanytreesin the discoursegrammar The discoursegrammay as specified
in Section2, is containedn the Tree Database The outputof the Tree Mapper
togetherwith the clausalunits andthe input discoursejs then usedto construct
adiscourseinput representationthatconsistsof a sequencef lexicalizedtrees
(treeselection)with the extractedconnecttesandclausalunitsasthelexicalizing
element$. Finally, thediscoursenput, the TreeDatabaseandthe clausaltreerep-
resentationgre submittedto the sameParser, which providesderivationsfor the
givendiscourse.

Sn this paper we assumehat clausalunits correspondo the minimal tensedclause . Thetensed
clauseis furthertakento includeall sententiacomplementsielative clausesandparticipial clauses.
In someotherdiscoursevorks, suchas(Polaryi 1996),agreaterrangeof propositionaklementsare
regardedasthe minimal unitsof discourse.

6Eachextractedclausederivationis taken to be an atomicunit in the discourseggrammay much
like asinglelexical item.
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In therestof this section,we describethe differentcomponent®f the system
in greaterdetail,anddiscussvariousissueghataroseduringtheimplementation.
PARSER (LEM).The parseris a chart-basecead-corneiparser(Sarkar2000).
The sentence-lel grammarusedby the parseris the XTAG grammar(X TAG-
Group2001),awide-caveragegrammarof Englishdevelopedat the University of
Pennsylania/ For eachsentenceeachsubsequenphaseof the systemassumes
that thereis exactly one deriation per sentence.Since,in generaltherecanbe
mary ambiguitiedor eachsentencén thediscoursetheparsempicksonederivation
persentencdo passon to subsequenprocessing.n the systemdescribedn this
papey the parsemproducesa singleparsefor eachsentencéy usingheuristicghat
(a) decidewhich elementarntreeto assignto eachword, and (b) pick the lowest
attachmenbetweenthesetrees. In future work, we plan to experimentwith two
othermethodsto dealwith ambiguity: (1) usingthe parserasa statisticalparser
(2001) whereit reportsthe mostprobableparsebasedntrainingtheparsemonthe
PennTreebankand(2) representinghe mary parsesassociateavith eachclausal
unitin thesentencén acompactorm (a parseforest)andrepresentingheseasthe
elementarynitsin thediscourse.

TREE EXTRACTOR. Thetaskof this components to extract, from eachsen-
tencederivation, the clausalderivationsand ary elementarytree(s)anchoredoy
discourseonnecties. TheExtractorfirst doesatop-davn traversalof thesentence
derwvation,andidentifiesthe partof thederivationassociateavith any connecties.
Identificationof theconnectresis doneagainsia databaseontainingalist of pos-
sible discourseconnectres aswell asthe elementarytree(s)anchoredy eachof
themin thesentencgrammar

The useof both lexical and structuralinformation is necessaryo correctly
identify the discourseusagef connectresin the sententiaderivations. Thatis,
neitherkind of information by itself is sufiicient for identification. On the one
hand, mary elementghat function as discourseconnecties can also have other
functions: andfunctionsasa discourseconnectve whenit conjoinsclausesasin
“The dog barked and Mary smiled”, but it canalsoconjoin nounphrasegamong
otherphrasalcatgyories),asin “Lana atecheesendcraclers”. As aresult,if we
usedonly thelexical appearancef theelementsastheidentificationcriterion,then
theandwhich conjoinsnon-sententiatatgyorieswould beincorrectlytreatedasa
discourseconnectie. Knowledgeaboutthe elementarytreesassociatedvith the
discoursausageof andis thereforenecessaryo rule this out. Onthe otherhandi,it
is notsuficientto only usestructurainformationto identify discourse&onnecties.
For example,the sentence-kel grammardoesnot make a structuraldistinction
betweensententialadwerbsthat are discourseconnectres andthosethat are not
the elementanytreein Figure 7.5 canbe lexicalized both by howerer, which is a
connectre, aswell asby always whichis not a connectie. Identificationof the
former- andnotthelatter- structurecanthereforebe doneonly if thelexicalizing
elementsarealsoused.

"For arecentevaluationof the XTAG grammaysee(Prasad® Sarkar2000).
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S

/N

Advo S

Figure7.5: Elementaryreeanchoredy anadwerbin thesentence-lkel grammar

After theidentificationof the connecties,the clausalderivationsaredetached
in the sentencalerivation at the substitutionand/oradjunctionnodesof the con-
nective elementarytree. Theresultof this proceduras shavn in Figure7.6for the
derivation of the sentencevhile shewaseatinglunch, shesawa dog.®

saw 0} saw

she dog while Extractor she d‘og
a ea{ting a
she was lunch ", (i) eating

she was lunch .,
(iii) while

Figure7.6: Resultof TreeExtractorappliedto derivation of while shewaseating
lunch, shesawa dog.

Theabove procedurecanbe shavn to work on all derivationsin whichconnec-
tivestake clausesastheir algumentsn the sentence-kel grammar In the surface
string, this corresponds$o connectires appearingat clauseboundaries.However,
connectvescanalsoappeain clause-medigbositions,asin Example3. The con-
nective thenadjoinsto theverbphrasg VP node)in theclause.

(3) Susanwill thentake dancinglessons.

Thoughsuchclause-mediatonnectres are positedastaking clausesastheir
argumentsn thediscourse-ieel grammaywe believe thattheir clause-internayn-
taxshouldbevisible atthediscourse-leel descriptionasit is probablyanindicator
of Information Structure(IS).? The Extractorachieresthis by only makinga copy
of the derivationsfor theseconnecties, and by replacing- in the derivation of
the clause- the lexical occurrenceof the connectie by an index, to indicateits
clause-internaposition. The resultof this procedurefor example(3) is givenin
Figure7.7. {then} in 7.7(i) representshe clause-mediatonnectie index left by
the Extractor

8In derivation structures dotted lines indicate substitutionand solid lines indicate adjunction.
Also, note that eachnodeis labeledby the lexical items, but theseonly sene as labelsfor the
elementantreewith which they areassociated.

9The hypothesiswe are pursuingis that a clause-mediatonnectie flags materialto its left as
beinga contrastve theme(Steedmar2000a)- cf. Section5.
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take take
P AN (|) -
Extractor -

Susan then lessons Susan {then) lessons

will  dancing will dar‘ming

(i) then

Figure7.7: Resultof Extractorappliedto derivationof Susarwill thentake dancing
lessons

Thus,theoutputof the Extractoris, for eachsentencea setof elementaryrees
anchoredy connectiesin the sentencgrammayanda setof clausalderivations.
For the examplediscoursegivenin (4), (5) shavs the partsof the discoursenput
correspondingdo the extracteddiscourseconstituenunits. (b), (f), (i) and(k) are
the extractedconnecties,andtherestarethe clausalderivations.

4) . Mary wasamazed.

While shewaseatinglunch,shesav adog.

Shed seemalot of dogs,but thisdogwasamazing.
ThedogbarkedandMary smiled.

. Thenshegaveit asandwich.

® 20 Ty

(5) . marywasamazed
while
shewaseatinglunch
shesav adog

. shed seemalot of dogs
but

. thisdogwasamazing
. thedogbarked

and

marysmiled

then

shethengave it asandwich

— X Q@ -~ 0 Q2 0 T o

TREE MAPPER. The connectre-lexicalized elementarytreesthatare extracted
from the sentencelerivationsaresubmittedto the Treemapperwhich mapstheir
sentence-kel structuraldescriptiongo theirdiscourse-heel structuraldescriptions
(taken from the Tree Database).This is a crucial stepin the discoursederivation
becausst is involved with determiningwhatkinds of contrikution(s)a givencon-
nectve makesto discoursemeaning,thatis, whatit contritutesthroughcompo-
sitional semanticsthroughanaphoraandthroughinference. Furthermoreashas
beenpointedout in Section3, determiningthe discoursestructuresanchoredoy
connectiesis anempiricalmatter A major partof thefuturework in this project
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is to fully determinethis mappingwith corpusbasedvork onthebehaior of con-
nectives. We continuehereby assuminghe mappingsshavn in Figure7.8for the
examplediscours€4).

/Sr\ s, S, S,
P ) P S
@ S, Spe —== Conn S,y S,y (b) S;x Conj S,y = Six Conn Sy
P s
‘ 1y while but but
while
© s. con S,y S« Comn S,y @ A VR, —=

‘ ‘ Conn Six

and and then then

Figure7.8: Elementaryireemappinggor connectresin discoursg4)

DISCOURSEINPUT GENERATION. Inthenext phaseof thesystemtheclausal
derivationsarefirst corvertedinto elementaryreerepresentationsyhicharetreated
assingularatomicunits that cansene asthe agumentsof the discourseconnec-
tives. Theseclausalunits, theinputdiscourseandthe connectie elementantrees
generatedy the Tree Mapperare thenusedto generatea discourseinput repre-
sentationthatis essentiallya sequencef lexicalizedtrees,wherethe lexicalizing
elementaretheconnectiesandtheclausalunits. Becausef theextractionof the
discoursaunitsfrom thesentenceerivations,andthetreemappingof thestructures
of connecties,treeselectiorambiguitiesatthediscoursdevel areminimized,and
discourseparsingthussimplified.

Thesequencef lexicalizedtreesis orderedwith referenceo the surfaceorder
of the input discourse(compare(4) and (5)), exceptfor the clause-mediaton-
nectives. Theseare placedbeforethe clausefrom within which they are copied
out. This doesnot, however, disruptthe surfacestring order: the clause-internal
index of theseconnecties, left by the Tree Extractor succeedsn preservingthe
sententiaburfacestringrepresentatioseeFigure(5i)).

This phasealsoincludesan insertionalgorithmto inserttreeswith an empty
lexical anchor{whichmaystill carrysomefeatureinformation)into theinputrepre-
sentationRecallfrom Section2 thatthegrammarcontainsanauxiliary treethatis
usedto continuethedescriptiorby adjoiningto thepreviousdiscours€henceforth,
continuationauxiliary trees)(Figure7.3a). This auxiliary treemaybeanchoredy
connectieslike andandor, or remainlexically unrealized.In the extractedunits
shawvn in (5), thereareonly 2 overt connectiesthatcananchorthis auxiliary tree:
andandbut. This meansthatthe lexically emptytreesneedto be insertedat the
appropriatgositionsin theinputrepresentationl heinsertionalgorithmdoesthis
by referringto the tree labelsfor eachof the unitsin the (thusfar created)nput
representatioandby following a few simpleinsertionrules.We usethelabel“E”
to indicatea null anchor Alternatvely, thesetreescanbetakento belexicalized
by the sentence-fingbunctuatiommarlers.
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mary was S
amazed

‘ (a) Derived Tree

E St Conn Sr
:
while marywas E St Conn  Sr
///’1 amazed /\ ‘ /\
she was she saw E while S, S, E S Conn  Sr

eating  a dog | ‘ ‘
lunch she'd seen

a lot of dogs she washe saw she'd seen but S; Conn  Sr

‘ eating adog alot of dogs
but lunch
! thisdog E S, Conn Sr
this dog amazng |
(b) Derivation Structure was the dog and S, Sr
amazing barked ‘
I‘E Mary Conn Sr
- smiled |
! E then S;
the dog
barked ‘
she gave
it
and sandwich
I
Mary

smiled
E
|
|
she gave
ita
sandwich

then

Figure7.9: Derived TreeandDerivation Structurefor ExampleDiscoursen (4)

Thesequencef lexicalizedtreesafterinsertionof thelexically emptytreesis
thenparsedwith the sameparser(LEM) thatwe usedto parseeachsentencen the
discourse Sincethetreesareuniquelyselectedy the connectresandthe clausal
units, theresultingdiscourseparsecontainsno ambiguitiesthatarecausedy tree
selection'® However, the systemdoescontainattachmenambiguitiescausedy
the continuationauxiliary trees. In the currentapproachthesemay be resohed
with an inferential componentor by statisticalmethods. For presentpurposes,
we pick auniquederivation out of all the parseswhich satisfieghe following two
criteria: (a) adjunctionin initial treesis only allowed at the root node; and (b)
for all otherpermissibleadjunctionspnly lowestadjunctionis allowed. Giventhe
simplegrammarpositedin the system,thesetwo criteria are sufiicient to yield a
uniquedervation.

Thederivedtreeandderivation structurefor the examplediscoursen (4) after
discourseparsingareshavn in Figure7.9.

We have alsotestedour systemon connectie rich sectionsof the Wall Street
Journal(WSJ) from the PennTreebank(Marcuset al. 1993). In orderto avoid
the problemof gettingtoo mary sententialdervationsfor the long and comple
sentencesypically foundin this corpus,we usedthe singlederiationsproduced
by LEXTRACT (Xia etal. 2000),which takesthe Treebankand Treebank-specific
informationandproducesiervation treesfor the sentenceannotatedn the Tree-

10This resultobtainsbecausé¢he discoursegrammarassumedhereis quite simple,with discourse
connectvesprojectingasingleelementanytree. We notethatuponfurtherempiricalinvestigationof
thebehaior of individual connecties,this maynot turn outto bethecase.
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bank. For the WSJdiscoursesegment(taken from Section21 of the WSJcorpus)
givenin Example6, the derived tree and deriation structureare shavn in Fig-
ure7.10. Thediscourseconnectiesin thetext areshavn in bold.

(6) a. The pilots could play hardballby noting they arecrucialto ary saleor restructuring
becausehey canrefuseto fly theairplanest!

b. If they wereto insiston a low bid of, say $200a share,the boardmighn't be able

to obtaina higheroffer from otherbiddersbecausebanksmight hesitateto financea
transactiorthe pilots oppose.

c. Also, becausdJAL chairmanStepheniNolf andotherUAL executveshave joinedthe
pilots’ bid, theboardmight beableto excludehim from its deliberationsn orderto be

fair to otherbidders.

The pilots could play

S, Cc‘)nn S,
/\x
The pilots could play E S' S
hardball by noting ‘ L
they were crucial /\
E comn S

to any sale or restruc-
turing because they Conn S,
can refuse to fy the ‘

i i insi Also  Conn
airplanes. if they were to insist

hardball by nol_ing on a low bid of, say S,

they were crucial $200 a share

to any sale or restruc- because
turing because they

can refuse to fly the

airplanes.
E
]
I
I
I

if

the board mighn’t  Conn  banks might hesitate
be able to obtain ‘ to finance a transac-

a higher offer from tion the pilots oppose
other bidders because

they were to insist because E

on a low bid of, say -7~

$200 ashare -~

the board mighn't
be able to obtain
a higher offer from
other bidders

I (b) Derivation Structure
I
because

banks miéht hesitate
to finance a transac-
tion the pilots oppose

UAL chairman Stepherthe board might be ~ AlSO
Wolf and other UAL  able to exclude him
executives have joinedfrom its deliberations
the pilots’ bid in order to be fair to

other bidders

(a) Derived Tree

Sl SZ

UAL chairman Stephenthe board might be

Wolf and other UAL  able to exclude him

executives have joined from its deliberations

the pilots’ bid in order to be fair to
other bidders

Figure7.10: Derived TreeandDerivation Structurefor WSJDiscoursédn (6)

5 Discussion

5.1 Deriving DiscourseSemantics

In (Joshi& Vijay-Shanler 1999)and (Kallmeyer & Joshi2001),an approacho
compositionasemanticsvasprovidedfor the LTAG grammar The compositional

11Notethat “because’in this sentencénasnot beentreatedasa connectie becauseinitially, we
have ignoredsententiallyembeddedconnectves. How they contritute to discoursestructureand
meaningremainsanimportanttopic for futurework. Seealsofn 5.
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semanticavasdefinedwith respecto the derivationtreestructureandnot the de-
rivedtree. The dervationtreeis arecordof the history of compositionof the el-

ementarytrees.Semantiaepresentationareassociatedavith the elementarytrees
andthesearecomposedia unification. In D-LTAG, the intuition is thata similar
processwill becarriedoutatthediscoursestructurelevel usingthederiationtree
of theD-LTAG grammar Thedetailsof this compositionasemanticgor D-LTAG

have notbeenworked out yet. However, in generalthefinal representatiowill be
essentiallya flat structure asis the casefor the semanticof LTAG.

While eachelementanL. TAG treeis associateavith asemantiagepresentation,
this representatiodoesnot have to reproducehe hierarchicalstructureof the el-
ementarytree. The elementantreeis thusconsideredasa “semanticunit”. This
view of representingemanticslirectly correspondso the so-calledflat represen-
tation, which is a conjunctionof formulas,wherehierarchicalstructureappears
only whenneededfor example,for operatorson predicates.Sucha “flat” repre-
sentationis alsomotivatedin the context of generationwhereonewantsto start
with arepresentatioof the input which makesthe minimal commitmento struc-
ture. Detailson associatinga flat semanticswith a derived TAG treecanalsobe
foundin (1997) and(Stoneetal. 2001). In (7) belov, we roughly illustratethe
semanticformula associatedvith the examplediscoursen (4). We refer to the
semanticof the connectie treesby the namesof the connecties,anduse“&” to
representhe semanticsassociateavith the auxiliary tree associatedvith contin-
uation/elaborationThe numberedagumentsof thesetreesarelabeledeither*S”
for statesor “E” for events,dependingn their semanticcontent.

(7) S1& while(S2,E3)& but(S4,S58 (E6& E7)& after(E7,E8)

5.2 DiscourseConnectives,Information Structure, and DiscourseSe-
mantics

While the currentstudy doesnot directly addressnteractionsbetweeninforma-
tion structure(IS) and discoursestructure/semanticsye note that a lexicalised
grammar for both sentencesand discourseallows semanticmaterial from both
the lexicon and constructedphrasedo projectinto both sentence-kel meaning
anddiscoursemeaning.In particular this allows sentence-kel IS distinctionsto
be projectedinto discourse-ieel descriptions. We illustrate this by considering
clause-mediahdwerbialdiscourseconnecties.

Marny ad\erbial connecties displaya wide variability with respecto the po-
sition they arefound in the sentence.This variability, while usually not altering
the compositionakemanticof the sentenceappeargo correlatewith IS. In par
ticular, we are pursuingthe hypothesighat a clause-mediatonnectie indicates
thatmaterialto its left senesasa contrastivetheme The simplestcaseis givenin
Examples8 and9.

(8) Mary smiled.Howerer, Johnfrowned.
(9) Mary smiled.John,however, frowned.

30



In (8), the clause-initialposition of howerer is, by itself, neutralaboutthe
partition of the sentencento themeor rhemeandaboutwhetheror not thetheme
is contrastie. In (9), on the other hand, the clause-mediaposition of however
correlateswith stresson “John” and appeardo convey that Johnand Mary are
elementsof an alternatve set(in the senseof (Rooth 1992))— thatis, that John
senesasacontrastie theme.

This comesout morestronglyin Examples(10) and(11). (10) is infelicitous
becausenedialhowever flagsthe subjectascontrastie theme but this subjectis a
coreferentialunstressed)ronounandcannotsere asacontrastie theme.Exam-
ple (11), on the otherhand,is fine, asthe positionof however flagsthe adwerbial
thenasthe contrastie theme(presumablyin an alternatve setwith the time of
Mary smiling).

(10) = Mary smiled.Thenshe however, frowned.
(11) Mary smiled.Then,however, shefrowned.

Our claim hereis just that, by having elementdexicalisedboth with respect
to sentencanddiscoursewe canrepresenin the sameway their contritbutionsto
both,aswell asinterrelationsbetweerthem. For example,in (11), notonly does
the clause-medigbositionof howerer, flag thenasa contrastre theme(in contrast
with alternatves provided in the discourseor the speechsituation), but the de-
feasiblerule presupposebr cornventionallyimplicated)by however (Knott 1996;
Lagerwerfl998)involvesthatspecific‘inertial” property—i.e.,if someonemiles,
they will continueto doso. Howeverassertshatit failsto hold,andwhathappened
thenis the sourceof thefailure. While we have not yet exploredthis with respect
to LTAG andD-LTAG, (Bierner& Webber2000)and(Bierner2001)illustratehow
anothelexicalisedgrammayCombinatoryCategorial GrammarCCG)(Steedman
2000b),canbe usedto expresshoth assertionaand presuppositionatomponents
of meaningassociatewvith thesentenceandwith discourseand(Steedmar2000a)
shavs how onecancomputeboth IS-partitioning,its prosodyandits semanticsn
lockstepwith otheraspect®f meaning.

6 Comparisonwith Related Approaches

Recently (Marcu 2000)developeda systemfor identifying rhetoricalrelationson
unrestrictedtext. His systemtrains on a corpusannotatedwith rhetoricalrela-
tions andutilizes correlationsof surface-basedeatureswith RST relationsto as-
signrhetoricalstructureto unseertext. Our systemis a cleardeparturérom this
approachn two significantways: a) we develop a systemthatactuallyparsedis-
courseallowing the semanticdo be built compositionallyfrom the sentencéo the
discoursdevel, andb) discourseconnectresarenotviewed asnameof relations,
insteadthe semanticsof the connectres form only a part of the compositional
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derivation of discoursaelations.'?

(Gardent1997) usesa variantof Feature-based@ree Adjoining Grammarso
constuctthe structureof discourseand the semanticgerived from it. (Schilder
1997) extendsGardents formalismto handleworld and contetual knowvledge,
proposinga non-monotoniceasoningystento achieve that. Despitethis similar
ity of the abose works with our approachpoth systemdiffer significantly from
oursin thefollowing way. Gardents system(alsoSchilders) builds the semantics
of discoursecompositionallybut only after the semanticof the input segments
andtherhetoricalrelationconnectingevery two segmentsis identified. However,
it is not clearhow the semanticof theinput segmentsarecomputedsince, appar
ently, the size of the input segmentrangesfrom tensedclauseq’We were going
to take Johnasa lawyer’), to comple sentenceg'As we found out, eitherheis
on sick leave’) or even fragments(’Too honestfor his own good,in fact’).!® In
our approachwe do not assumepre-processingr sggmentatiorof the textual in-
put. The outputfrom the sentenceevel parseris the input to the discourseparsey
building up the semanticeompositionallyfrom the sentencéevel to thediscourse
level. Likewise, rhetoricalrelationsare not assumedhor picked out from a pre-
viously definedsetof relations. We areinterestedn thoseaspectof discourse
interpretatiorthatarederivedcompositionallyfactoringaway non-compositional
semantiacontrikutions, i.e. inferencingbasedon world-knovledgeandanaphoric
presuppositions.

7 Conclusions

Building on earlierwork, we have developedandimplementeda systemfor dis-
courseparsingbasedon a lexicalized Tree-adjoiningGrammarfor discourse,n
which the discourseconnecties are the predicatesandthe clausesare the argu-
mentsof theseconnecties. The systemtakesa discourseasits input, parseshe
sentencemndependentlyextracts“discourse”connectres and clausalunits from
the outputderiationsof the sentencesgndreparseshediscoursanputby submit-
ting fully lexicalizedtreesto the sameparser
We have motivateda corpusstudy of discourseconnectiesin orderto fully

determinethe semanticcontritution they make to discourseandthus,to alsode-
terminethe elementantreetype(s)they lexicalize in the discoursggrammar The
grammathusdevelopedwill sene asacrucialcomponenbf theimplementedys-
temwhich useshis informationafterextractingthe connectresfrom the sentence
dermations,in orderto createlexicalized elementarytreesat the discourse-heel.

12| otherwords, in our view, the 'name’ of a rhetoricalrelationis ultimately derived from the
compositionakemantic®f our systemandothernon-compositionahspectof discoursemeaning,
i.e. theinferentialcomponent.The useof 'rhetoricalrelations’in discoursentepretationrseemso
conflatethosetwo distinctaspect®f meaningnamelycompositionabndinferential.In our system,
we teasehetwo apartandderive the compositionapart.

13The examplesarefrom (Gardent1997),pp.7.
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Thesubmissiorof thelexicalizedtreesastheinputfor discoursdevel parsingsim-
plifiesthe parsingprocessonsiderablyandthis simplificationis achieredbecause
the systemintegratessentence-hel processingvith discourse-leel processing.
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