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A B S T R A C T   

Forms of Artificial Intelligence (AI) are already being deployed into clinical settings and research into its future 
healthcare uses is accelerating. Despite this trajectory, more research is needed regarding the impacts on patients 
of increasing AI decision making. In particular, the impersonal nature of AI means that its deployment in highly 
sensitive contexts-of-use, such as in healthcare, raises issues associated with patients’ perceptions of (un) 
dignified treatment. We explore this issue through an experimental vignette study comparing individuals’ per-
ceptions of being treated in a dignified and respectful way in various healthcare decision contexts. Participants 
were subject to a 2 (human or AI decision maker) x 2 (positive or negative decision outcome) x 2 (diagnostic or 
resource allocation healthcare scenario) factorial design. We found evidence of a “human bias” (i.e., a preference 
for human over AI decision makers) and an “outcome bias” (i.e., a preference for positive over negative out-
comes). However, we found that for perceptions of respectful and dignified interpersonal treatment, it matters 
more who makes the decisions in diagnostic cases and it matters more what the outcomes are for resource 
allocation cases. We also found that humans were consistently viewed as appropriate decision makers and AI was 
viewed as dehumanizing, and that participants perceived they were treated better when subject to diagnostic as 
opposed to resource allocation decisions. Thematic coding of open-ended text responses supported these results. 
We also outline the theoretical and practical implications of these findings.   

1. Introduction 

Despite concerns about “hype” and over-promising, various forms of 
Artificial Intelligence (AI) are already being used in clinical contexts 
(Rogers et al., 2021; Yin et al., 2021), while research into future uses of 
AI in healthcare is accelerating (Gerke et al., 2020; Lysaght et al., 2019). 
The forms of AI that are currently being used include both “assistive” AI, 
where a human clinician makes decisions with assistance from an AI 
(Aoki, 2021), and “autonomous” AI, where an AI makes a healthcare 
decision without human input (Lyell, Coiera, Chen, Shah, & Magrabi, 
2021). While these advances raise various ethical concerns, including 
potential deskilling of healthcare workers (Rogers et al., 2021; Ross & 
Spates, 2020), further research is required to “assess the benefits and 
challenges associated with clinical AI applications” (Yin et al., 2021, p. 

1), particularly from patients’ perspectives (Lennartz et al., 2021). This 
perspective is important given research in other domains suggests that 
individuals subject to AI decision making dislike “being reduced to a 
percentage” by an algorithm and seek a “human touch” (Binns et al., 
2018, p. 1; Bankins et al., 2022). While individuals generally want 
human interaction and to be treated with dignity and respect in decision 
making that impacts them, these preferences may be threatened by 
increasing use of AI in medicine (Shaikh, 2020). However, so far little is 
known about how AI decision making in healthcare impacts patients’ 
perceptions of dignified interpersonal treatment. This leads to our 
study’s driving research question: How does AI decision making, compared 
to human decision making, impact individuals’ perceptions of being treated in 
a dignified way in a healthcare context? 

To answer our research question, we developed an experimental 
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survey study and constructed five healthcare decision-making scenarios 
that reflect the ways that AI is being (or is proposed to be) used in both 
diagnostic (e.g., diagnosing skin cancer) and resource allocation (e.g., 
distributing scarce ventilators) contexts. In each scenario we varied the 
decision maker (AI or human) and the decision outcome (positive or 
negative for the patient) and explored the impacts on a range of relevant 
measures, including perceptions of interactional justice (Bies, 2001, 
2015), dehumanization (Binns et al., 2018), outcome satisfaction (Col-
quitt, 2001), and the appropriateness and trustworthiness of the deci-
sion maker (Chong, Zhang, Goucher-Lambert, Kotovsky, & Cagan, 
2022). Our data show that whatever the outcomes, humans are consis-
tently seen as appropriate decision makers and AI decisions are seen as 
dehumanizing. We also identify important differences between diag-
nostic and resource allocation decisions by showing that, in terms of 
respectful interpersonal treatment, it matters more who the decision 
maker is for diagnostic cases, and it matters more what the outcome is 
for resource allocation cases. Finally, we outline key differences in the 
ways that respect is understood by participants in these two decision 
contexts, before concluding with limitations and future research 
directions. 

2. Literature review 

AI has various current and potential uses in healthcare, including 
diagnosis, triage, screening, resource allocation, risk analysis, and sur-
gical operations, in both assistive and autonomous modes. As AI moves 
into clinical practice, there is emerging research documenting types of 
AI applications and their clinical outcomes (Yin et al., 2021). However, 
this research has not yet focused on how patients view care being 
delivered by AI decision makers and how it impacts their relationship 
with their healthcare professionals. But the impact of such technologies 
on the patient-healthcare professional relationship is potentially sig-
nificant, and the lack of information about the impact of AI on these 
relationships is problematic (Rogers et al., 2021). One key element to 
investigate is how a shift to AI decision making affects patients’ per-
ceptions about whether they are treated in dignified and respectful ways 
when subject to AI medical decision making. 

Demands for respectful and dignified treatment are central to many 
ethical theories (Düwell et al., 2014; Formosa, 2017), and are particu-
larly important in healthcare (Barclay, 2018). To explore our research 
question of how AI decision making impacts perceptions of dignified 
treatment in healthcare, we employ a range of related constructs. First, 
we use the construct of “interactional justice”, which contrasts with 
procedural (were the procedures fair?) and distributive (were the out-
comes fair?) understandings of justice (Cropanzano et al., 2001). 
Interactional justice refers to whether the “interpersonal treatment” of 
individuals in a decision-making process is experienced as respectful and 
dignified (Bies & Moag, 1986; Dai & Xie, 2016; Erdogan, 2002). 
Although interactional justice has been examined in relation to the ex-
periences of healthcare workforces (Ghasi et al., 2020; H. Lee & Chui, 
2019; Özer et al., 2017; Schlicker et al., 2021), it is less explored in the 
healthcare provider-patient relationship, despite its practicality and 
clear links to the types of treatment people expect from such relation-
ships (e.g., Zhang et al., 2019). Perceptions of dignified and respectful 
treatment will also be influenced by several other factors. Who or what 
the decision maker is, and the individual’s attitudes towards them, will 
shape their experiences of decision making. For example, people can 
develop expectations about the role appropriateness of a decision maker 
in certain contexts, such as expecting a trained healthcare professional 
rather than a bureaucrat or an autonomous AI to decide (e.g., Bigman & 
Gray, 2018). Such expectations can derive from the nature of the task, 
such as whether it is perceived as more or less objective (Lee, 2018). AI’s 
role in decision making also raises concerns about reduced opportunities 
for human interaction, which is important for perceptions of dignified 
and respectful treatment. For example, the algorithmic and mathemat-
ical nature of AI can make people feel as if they have been dehumanized 

through “being reduced to a percentage” or number (Binns et al., 2018, 
p. 1; Lee, 2018; Lee, Jain, Cha, Ojha, & Kusbit, 2019). Feelings of 
dehumanization are thus the inverse of dignified treatment. Further, it 
has been argued that people will experience lower levels of trust when a 
decision is made by an AI rather than a human (Karunakaran, 2018), and 
being subject to untrustworthy decisions will likely be related to per-
ceptions of interactionally unjust treatment. People’s satisfaction with 
the outcome of a decision will also influence these perceptions of 
dignified treatment (Bankins et al., 2022), as individuals can form 
judgements of their treatment based on the specifics of the decision 
rendered and its impact upon them (Lipshitz, 1989). Taken together, 
incorporating perceptions of interactional justice, decision maker role 
appropriateness, dehumanization, trust, and outcome satisfaction 
should provide a broad perspective on the extent to which people subject 
to decisions made by others feel treated with dignity and respect. We 
outline our measures of these variables in our methods discussion. 

To examine the impact of AI decision making on perceptions of 
dignified and respectful interpersonal treatment, we focus on two key 
factors likely to influence these perceptions: (1) who the decision maker 
is; and (2) what the decision outcome is. In a study focusing on AI use in 
human resource management (e.g., in recruitment and selection, 
training, and firing decisions), both factors were found to be significant 
in determining perceptions of dignified treatment (Bankins et al., 2022). 
However, further research is needed to assess whether similar effects 
hold in the context of healthcare and the very different 
patient-healthcare provider relationship. 

Regarding the impact of who makes the decision, studies are 
increasingly contrasting perceptions of human compared to AI decision 
making. Lee (2018) shows that people perceive certain tasks to require 
skills that are either human-centered or mechanically-focused. That is, 
people are less likely to trust and have positive responses towards 
algorithmic systems undertaking the former types of tasks, but are more 
comfortable with these systems undertaking the latter types of tasks. 
There is also evidence that people perceive humans to have unique ca-
pacities for judgement, accounting for and expressing emotions, and 
contextualizing decision making which, for sensitive decisions such as 
those in medical contexts, are viewed as necessary but unavailable from 
AI (Binns et al., 2018; Lee et al., 2015). In reviewing the effects of 
automated and augmented decision making, Langer and Landers (2021) 
identify varied, and sometimes inconsistent, responses from potential 
healthcare consumers to forms of automated decision making in medical 
contexts. They found that individuals vary in how accurate they perceive 
diagnoses from automated systems to be and that they experience poorer 
trust in these systems compared to human decision makers (Langer & 
Landers, 2021). However, this appears contingent on which decisions 
the system is undertaking. Consistent with Lee’s (2018) findings, de-
cisions that are perceived to be morally significant could be viewed less 
favorably when undertaken by an automated system (Bigman & Gray, 
2018), whereas more “mechanical” tasks performed by such systems 
may be seen as more acceptable (Palmisciano, Jamjoom, Taylor, 
Stoyanov, & Marcus, 2020). 

Evidence about the general preference for human over AI decision 
making in healthcare is increasing, although the story is complex. In a 
series of studies Longoni et al. (2019) found that consumers are reluctant 
to utilize healthcare provided by AI, and they derive negative utility if 
the healthcare provider is automated rather than human. Further, they 
found that a key concern with AI was its perceived inferior ability to 
account for the “uniqueness” of peoples’ characteristics and circum-
stances. These findings are supported by subsequent research. For 
example, Yokoi et al. (2021), in their online scenario study, found that 
people prefer human to AI decision makers for diagnostic and pre-
scription decisions. Their participants were reluctant to trust the AI even 
if it performed at the same level as a human doctor. However, this study 
focused only on diagnostic decisions and did not consider impacts on 
perceptions of dignified interpersonal treatment. In a study examining 
the evaluative attitudes of patients and their relatives to the use of AI in 
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neurosurgery, it was found that most participants thought it was 
appropriate to use AI for various functions, including imaging inter-
pretation, but that AI should not be fully autonomous (Palmisciano, 
Jamjoom, Taylor, Stoyanov, & Marcus, 2020). In a literature survey by 
Bhandari, Purchuri, Sharma, Ibrahim, & Prior, 2021, other concerns 
identified by patients include the lack of human interaction from AI for 
tasks such as radiology, and the potential lack of liability and account-
ability if an AI rather than a human makes an incorrect radiological 
diagnosis. However, only three of the fourteen studies examined in this 
review focused on patient populations, suggesting more research is 
needed on this key stakeholder group. 

There is growing evidence regarding varying perceptions of AI when 
used for different decisions. Lennartz et al. (2021) surveyed patients 
scheduled for tomography or magnetic resonance imaging regarding the 
use of AI for diagnosing diseases. They found very strong preferences for 
physicians’ opinions over an AI’s opinion for most clinical tasks, and for 
diagnostic AI to be used under physician supervision rather than to be 
used autonomously. Likewise, Ongena et al. (2021) found that a repre-
sentative sample of the Dutch population does not support the fully 
autonomous use of AI for diagnostic interpretation of screening mam-
mograms, although there was some support for AI used as a secondary 
backup reader to humans. Attitudes to the use of AI in healthcare also 
vary by demographic. Yakar et al. (2021) surveyed attitudes of the 
general population toward AI use in radiology, robotic surgery, and 
dermatology. They found that trust in AI varied for different de-
mographics, with more highly educated, employed, or student males of 
Western backgrounds not recently admitted to a hospital having more 
trust in AI than those in other groups. However, they concluded that the 
general population is more distrustful of AI use in medicine than the 
media might suggest. 

Most of these studies focus on diagnostic uses of AI. Studies that focus 
on AI’s role in healthcare resource allocation decisions, one of its current 
uses, are less common. One relevant study found that consumers believe 
that AIs used to allocate resources efficiently follow a maximizing or 
“consequentialist decision strategy” that involves “morally relevant 
tradeoffs”. People saw these trade-offs as morally “objectionable”, even 
if the overall outcome was optimal (Dietvorst & Bartels, 2021). Shaikh 
(2020) argues that the increasing deployment of AI-enabled decision 
support systems for healthcare resource allocation reflects a focus in 
healthcare on concrete outcomes, such as economic benefits, rather than 
on less tangible outcomes, such as equity or the quality of the 
decision-making process. This concrete focus leads to neglect of the 
human decision-making process, which requires empathy and intuition; 
Shaikh recommends the development of AI-based resource allocation 
systems that are human-centered. However, this research did not 
include empirical evidence on the attitudes of patients towards the use 
of AI for resource allocation in healthcare. 

This literature demonstrates that various features of AI decision 
making are likely to impact perceptions of dignified treatment, with 
people more likely to regard interpersonal treatment as respectful when 
it involves human rather than AI decision makers. We can therefore 
expect there to be a “human bias” in favor of human over AI decision 
makers, all else being equal. From this, we develop our first hypothesis: 

H1: When compared to a human decision maker, those subject to de-
cisions by an AI in a healthcare context will perceive lower levels of inter-
actional justice, lower levels of outcome satisfaction, lower perceptions of 
decision-maker role appropriateness, lower levels of trust, and higher levels 
of dehumanization. 

Regarding the impact of the decision outcome, research shows that 
people evaluate the quality of decisions based on the valence (either 
positive or negative) of the outcome of those decisions, sometimes 
regardless of the process taken to reach them (Fischhoff, 1975). This 
constitutes an outcome rather than a process focus (Shaikh, 2020). 
Labelled as “outcome bias”, it reflects that evaluations of decisions often 
occur after the fact, thereby incorporating outcome information, despite 
this not necessarily reflecting the quality of the decision (Lipshitz, 

1989). Outcome bias exists when individuals view more favorably the 
quality or fairness of decisions that have positive outcomes for them, 
compared to decisions with negative outcomes, even when the 
decision-making process is identical. This suggests that positive de-
cisions will be perceived as being more interactionally just. This bias 
tends to be amplified when individuals have little information to judge 
decision quality (Baron & Hershey, 1988), which is relevant to vignette 
studies where information is limited. Little research exists showing how 
decision valence impacts perceptions of dignified treatment by AI in 
healthcare, although evidence from one study of AI use in human 
resource management decision making shows that the outcome bias 
applies to AI decisions (Bankins et al., 2022). We can thus expect there to 
be an “outcome bias” in favor of positive over negative decision out-
comes, all else being equal. This leads to our second hypothesis: 

H2: When compared to decisions with positive outcomes, those subject to 
decisions with negative outcomes in a healthcare context will perceive lower 
levels of interactional justice, lower levels of outcome satisfaction, lower 
perceptions of decision-maker role appropriateness, lower levels of trust, and 
higher levels of dehumanization. 

Our two hypotheses lead us to suppose that people will feel treated 
with more dignity and respect when they are subject to a human rather 
than an AI decision maker (H1) and when they receive a positive rather 
than negative outcome (H2). However, H1 and H2 conflict in the case of 
a human making a negative decision and an AI making a positive deci-
sion. In that case our two factors compete, which leads to our explor-
atory question: In conflicted cases, will the decision maker or the decision 
outcome be more important for determining perceptions of dignified and 
respectful treatment? 

A further complication, so far unexplored in the literature, is how the 
decision maker and valence impacts perceptions about both diagnostic 
and resource allocation healthcare decisions. The latter decisions have a 
clear valence (i.e., getting the resource is positive and not getting it is 
negative), but the former decisions do not (i.e., getting a diagnosis may 
be experienced as a positive or negative outcome). Given that our vi-
gnettes were constructed with the patient suffering various symptoms, 
we suggest that participants will experience being diagnosed with a 
specific condition as a positively valenced outcome, and not being 
diagnosed as a negatively valenced outcome, since without a diagnosis 
their symptoms remain unaccounted for. This assumption was 
confirmed by the data, as shown below. Exploring both diagnostic and 
resource allocation cases is also important as the latter raises issues 
around moral trade-offs (i.e., do I give the scarce resource to this person 
or that person?) that are not raised as directly by the former (Dietvorst & 
Bartels, 2021). Further, patients may be more willing to accept AI use for 
more “mechanical” tasks, such as allocating scarce resources efficiently, 
than tasks that need a more human-touch and involve judgment (Lee, 
2018), such as diagnosis, but there are no empirical studies to confirm 
this. This leads to our final exploratory question: Will perceptions of 
dignified and respectful treatment be higher in medical diagnostic or resource 
allocation decision contexts? We pose this as an exploratory question 
since, although the background literature gives us reasons to suppose 
that diagnostic and resource allocation contexts are sufficiently different 
that they may lead to different perceptions of dignified and respectful 
treatment, there are no strong grounds to suppose a priori which deci-
sion problem type will lead to higher perceptions of these variables than 
the other. 

3. Methods 

3.1. Research design 

Experimental surveys afford examinations of how individuals 
respond to particular situations through the construction of hypothetical 
scenarios that alter factors theorized to influence their responses (Wal-
lander, 2009). We subjected our respondents to a 2 (human or AI deci-
sion maker) X 2 (positive or negative decision outcome) X 2 (diagnostic 
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or resource allocation healthcare scenario) factorial design. The diag-
nostic or resource allocation healthcare scenarios were created based on 
existing literature about the medical uses (current and near term) of AI 
for diagnostic (e.g., Grote & Berens, 2020; Yin et al., 2021) and resource 
allocation (e.g., Shaikh, 2020) cases. Specifically, we created three 
diagnostic cases with respect to (1) an anxiety disorder (see e.g., Nem-
esure et al., 2021), (2) macular disease (see e.g., Abràmoff, Lavin, Birch, 
Shah, & Folk, 2018), and (3) skin cancer (see e.g., Reiter, Rotemberg, 
Kose, & Halpern, 2019). Moreover, we created two resource allocation 
cases that involved distributing: (4) a kidney to a person on a trans-
plantation waiting list (e.g., Freedman, Borg, Sinnott-Armstrong, Dick-
erson, & Conitzer, 2020; Schwantes & Axelrod, 2021), and (5) a 
ventilator to a patient when the number of patients requiring ventilation 
exceeded the available number of ventilators (see e.g., George et al., 
2021; Yu et al., 2021). Because diagnosis and resource allocation are 
different types of scenarios—diagnostic cases raise issues around accu-
racy (i.e., was the AI’s diagnosis accurate?) (e.g., Tschandl et al., 2020) 
whereas resource allocation cases raise issues around fairness (i.e., was 
AI allocating resources in that way fair?) (e.g.., Shaikh, 2020) and 
because our literature review tells us that these cases may be perceived 
differently by patients as one could be seen as more “mechanical” than 
the other (i.e., requiring analysis of quantitative data using objective 
measures, rather than subjective or intuitive assessments - Lee, 2018, p. 
4) —we retained them as distinct in our analysis. We examined our 2 
(human or AI decision maker) X 2 (positive or negative decision 
outcome) X 2 (diagnostic or resource allocation healthcare scenario) 
cases as summarized in Tables 1 and 2. As discussed above, for diag-
nostic cases, receiving a diagnosis for a set of symptoms was counted as a 
positive outcome (labelled as AI_D + or H_D+) and not getting diag-
nosed as a negative outcome (labelled as AI_D- or H_D-). For resource 
allocation cases (referred to as F – fairness), receiving the resource was 
counted as a positive outcome (labelled as AI_F + or H_F+) and not 
getting it as a negative outcome (labelled as AI_F- or H_F-). 

3.2. Materials 

The structure and length of each vignette was consistent and re-
flected the following information: (1) the vignette focus (i.e., the 
healthcare context and decision maker); (2) the importance of the 

situation to the individual/patient; (3) the data the healthcare decision 
was based upon—each vignette identified several pieces of data relevant 
to the decision including a mix of objectively derived data (e.g., heart 
rate or number of dependents) and, where appropriate, a subjectively 
derived piece of data (e.g., past lifestyle choices or facial expressions)— 
to ensure the information used in the decision was clear and consistent 
across human and AI versions; and (4) the decision outcome. To support 
external validity and best practice vignette development (Aguinis & 
Bradley, 2014), each vignette was reviewed by several academics, 
including one with expertise in both bioethics and medicine. The full 
text of all vignettes is accessible in the online supplementary materials. 

Individuals who received vignettes with AI as the decision maker, 
termed “an AI healthcare app”, received the following explanation: “The 
term ‘AI healthcare app’ refers to an app used in a healthcare context 
that relies to some extent on the use of artificial intelligence (AI). An AI 
system may, for example, make inferences and predictions based on 
data”. Individuals who received vignettes with a human as the decision 
maker, termed “human healthcare professional”, received the following 
explanation: “The term ‘healthcare professional’ is used to refer to a 
relevant human healthcare provider, such as a General Practitioner 
(GP), medical specialist, or nurse, depending on what is most relevant 
for the scenario”. An example diagnostic vignette (for macular deterio-
ration) is given below with the manipulated components identified in 
square brackets: 

You are worried about your eyes. Recently you have had trouble 
reading and you need a very bright light to see properly. Sometimes 
you see dark patches or things look distorted. [A human healthcare 
professional/An AI healthcare app] looks at your eyes, takes and 
examines a scan that looks at the back of your eyes (your retinas), 
and completes a checklist about your symptoms. Using these data, 
the [healthcare professional/AI healthcare app] diagnoses you as 
[having/not having] a serious eye condition called macular 
deterioration. 

Resource allocation vignettes followed the same format, but instead 
of using the stated data to make a diagnosis, the decision maker (AI or 
human) uses it to allocate (or withhold) a resource. 

3.3. Procedures 

Participants were recruited through CloudResearch. This is a data 
services provider that draws on the working adult North American 
population. Such online panels are established as reliable sources for 
accessing diverse samples (Landers & Behrend, 2015), with the quality 
of data comparable to that from a non-paid random sample (Behrend 
et al., 2011) when researchers embed (as we did) attention checks in the 

Table 1 
Vignette groupings by decision maker and outcome valence for the twelve 
diagnostic vignettes.  

Groups Specific vignettes 

AI– Diagnostic Group [AI_D-]: AI is the 
decision maker and the decision is negative 
(i.e., no diagnosis is made)  

• AI decision maker/no diagnosis of 
anxiety disorder  

• AI decision maker/no diagnosis of 
macular deterioration  

• AI decision maker/no diagnosis of 
skin cancer 

AI+ Diagnosis Group [AI_D+]: AI is the 
decision maker and the decision is positive 
(i.e., a diagnosis is made)  

• AI decision maker/diagnosis of 
anxiety disorder  

• AI decision maker/diagnosis of 
macular deterioration  

• AI decision maker/diagnosis of 
skin cancer 

H– Diagnosis Group [H_D-]: 
A human is the decision maker and the 
decision is negative (i.e., no diagnosis is 
made)  

• Human decision maker/no 
diagnosis of anxiety disorder  

• Human decision maker/no 
diagnosis of macular 
deterioration  

• Human decision maker/no 
diagnosis of skin cancer 

H+ Diagnosis Group [H_D+]: 
A human is the decision maker and the 
decision is positive (i.e., a diagnosis is 
made)  

• Human decision maker/diagnosis 
of anxiety disorder  

• Human decision maker/diagnosis 
of macular deterioration  

• Human decision maker/diagnosis 
of skin cancer  

Table 2 
Vignette groupings by decision maker and outcome for the eight resource allo-
cation vignettes.  

Groups Specific vignettes 

AI– Resource Group [AI_F-]: AI is the decision 
maker and the decision is negative (i.e., the 
resource is withheld)  

• AI decision maker/kidney 
not allocated  

• AI decision maker/ventilator 
not allocated 

AI+ Resource Group [AI_F+]: AI is the decision 
maker and the decision is positive (i.e., the 
resource is given)  

• AI decision maker/kidney 
allocated  

• AI decision maker/ventilator 
allocated 

H– Resource Group [H_F-]: 
A human is the decision maker and the decision 
is negative (i.e., the resource is withheld)  

• Human decision maker/ 
kidney not allocated  

• Human decision maker/ 
ventilator not allocated 

H+ Resource Group [H_F+]: 
A human is the decision maker and the decision 
is positive (i.e., the resource is given)  

• Human decision maker/ 
kidney allocated  

• Human decision maker/ 
ventilator allocated  
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survey. We utilized a within-person design, with each participant invited 
to complete up to three randomly assigned vignettes from our pool of 20 
vignettes (including both diagnostic and resource allocation scenarios). 
To minimize spill-over effects, or response tendencies, from one vignette 
to another vignette, our survey had restrictions in place to ensure par-
ticipants did not receive combinations of vignettes that were confusing 
or contradictory. For example, participants would not have received 
scenarios where they were and were not diagnosed with the same con-
dition, or scenarios where they did and did not receive the same 
resource. Further, the order of the vignettes that participants read was 
randomized, which minimized the potential for order effects. Partici-
pants were also instructed to read each vignette independently of the 
others and we used page breaks between vignettes to encourage this. 
After reading each vignette, participants were invited to complete sur-
vey measures (detailed below). We received ethics approval from our 
University’s Human Research Ethics Committee (ref no. 
52020938822719) to undertake our study and participants gave 
informed consent. 

3.4. Sample 

We recruited 743 North American participants to take part in the 20- 
min study for which we paid US$5.50 per participant. Upon reviewing 
the attention checks embedded in the survey, we removed 265 partici-
pants who failed to correctly answer two or more of our four attention 
checks (our most stringent cleaning process), resulting in a final sample 
of 478 individuals who completed the study. While participants were 
invited to complete three randomly assigned vignettes from our pool of 
20 vignettes, some only completed two vignettes (235 respondents 
completed three vignettes and 243 respondents completed two vi-
gnettes). Participants were, on average, 43.57 years old (SD = 15.98), 
60.67% were female and 39.12% were male. Most of our sample had 
University degrees (34.73% with undergraduate qualifications and 
20.50% with graduate or postgraduate degrees) and 77.82% identified 
as Caucasian, with 9.21% identifying as Black or African American as 
the next most common category. In terms of marital status, 47.28% were 
married, 7.95% were in a de facto relationship, and 44.77% were single. 
Our respondents came from a wide range of sectors (top three listed 
here): health services (14.02%); education (10.46%); and financial 
services (8.79%). 

3.5. Measures 

We utilized the following measures for our variables of interest 
(collected after each vignette) with all demonstrating good reliability. 
We also collected several control variables (collected once at the end of 
the survey). In keeping with best practice recommendations (e.g., 
Becker et al., 2016), we compared a model in which we included our 
control variables with a model in which we did not include them. We 
found no significant effects of our control variables on the variables of 
interest and thus removed our control variables from the results reported 
below (per Bernerth & Aguinis, 2016). Participants were also invited to 
provide open-ended qualitative responses following the survey ques-
tions regarding interactional justice (e.g., "Can you provide further de-
tails as to why you thought the [healthcare professional’s/AI healthcare 
app’s] decision was fair or unfair?"). The measures for our variables of 
interest are now outlined. 

Interactional Justice was measured by Colquitt’s (2001) 4-item scale 
ranging from 1 “to a small extent” to 5 “to a large extent”. An example 
item is: “Has the [healthcare professional/the AI healthcare app] treated 
you with dignity?” (α = 0.85). 

Outcome Satisfaction was measured by Colquitt’s (2001) 2-item 
scale ranging from 1 “strongly disagree” to 5 “strongly agree”. An 
example item is: “The outcome I received is acceptable” (α = 0.88). 

Dehumanization was measured by Bastian and Haslam’s (2011) 
5-item scale ranging from 1 “strongly disagree” to 5 “strongly agree”. An 

example item is: “The [healthcare professional/the AI healthcare app] is 
treating me as if I were an object” (α = 0.89). 

Decision-Maker Role Appropriateness was measured by a single item 
constructed by the authors ranging from 1 “very inappropriate” to 7 
“very appropriate”. The item is: “In this scenario, how appropriate is it to 
have the [healthcare professional/the AI healthcare app] make this 
decision?” 

Trust was measured by Körber’s (2019) 2-item scale ranging from 1 
“strongly disagree” to 5 “strongly agree”. An example item is: “I trust the 
[healthcare professional/the AI healthcare app]” (α = 0.87). 

3.6. Analytical strategies 

The data were entered into the R software package (R Core Team, 
2021) for MANOVA analysis. The qualitative open-ended responses 
were entered into NVivo for thematic coding. Since participants were 
invited to complete three randomly assigned vignettes, the unit of 
analysis is the number of completed vignettes rather than the number of 
respondents. This resulted in 1191 observations overall, as 235 re-
spondents completed three vignettes and 243 respondents completed 
two vignettes. These 1191 observations were spread across our three 
diagnostic scenarios (707 observations) and our two resource allocation 
scenarios (484 observations), noting again that individual respondents 
could have received a mix of both allocation and diagnostic scenarios. 
The number of observations per vignette ranged from 47 to 75, with an 
average of 60 observations for each of our 20 vignettes. Finally, due to 
the structure of our data (i.e., respondents completing multiple vi-
gnettes), we first calculated the percentage of variance in our variables 
of interest that is due to either within-person or between-person dif-
ferences. This calculation indicated that the largest percentage of the 
variance in our variables of interest was attributable to between-person 
differences (ICC values were all below 0.05), indicating that we should 
not account for the nested structure of our data (Maas & Hox, 2005). 
Thus, any variance due to respondents completing multiple vignettes is 
close to zero, suggesting a negligible effect (that can be ignored) from 
the same person completing multiple vignettes. 

MANOVA analyses. We conducted a MANOVA with our eight [2 
(human or AI decision maker) X 2 (positive or negative decision 
outcome) X 2 (diagnostic or resource allocation healthcare scenario)] 
groups for our measures of outcome satisfaction, interactional justice, 
dehumanization, decision-maker role appropriateness, and trust as our 
dependent variables. We conducted Bonferroni corrected post-hoc 
contrast analyses. 

Qualitative data. The qualitative data from the free text responses 
were thematically analyzed. Adopting a bottom-up “inductive analysis” 
allowed the organic emergence of themes from the data (Braun & 
Clarke, 2006, p. 83). Themes were identified at a “latent or interpreta-
tive level” (Braun & Clarke, 2006, p. 84) by coding whole passages with 
mentioned themes. We used investigator triangulation to ensure that 
different perspectives informed the thematic coding and to achieve 
intercoder consistency. Our process involved two of the researchers 
jointly coding the data from two vignettes to develop a coding scheme 
that captured the range of themes in the data. One of the researchers 
then coded the entire dataset with the coding scheme, with a second 
researcher checking some coding for consistency and reliability. 

4. Results 

4.1. Descriptive statistics 

Table 3 provides an overview of the means, standard deviations, and 
correlations among the study’s five dependent variables across all the 
observations in our study. 
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4.2. Preliminary checks 

Prior to presenting our MANOVA results, we assessed homogeneity 
and normality of the residuals for each of our five outcome variables 
across diagnostic and resource allocation healthcare scenarios. These 
preliminary checks indicate that (a) equality of variances can be 
assumed (p > .05 for Levene’s test) for all but two of our cases (for 
outcome satisfaction resource allocation scenarios and for dehuman-
ization in diagnostic scenarios where p < .05 for Levene’s test) and; (b) 
for all outcomes normality of residuals cannot be assumed (p < .001). 
However, these violations are unproblematic as shown by Lumley et al. 
(2002); using a simulation study with extreme non-normal data, these 
scholars have demonstrated that normality of residuals is a widely but 
incorrectly held belief with regards to the assumptions underlying (M) 
ANOVA and regression. 

4.3. MANOVA results 

Results from our MANOVA indicated a significant difference be-
tween the eight [2 (human or AI decision maker) X 2 (positive or 
negative decision outcome) X 2 (diagnostic or resource allocation 
healthcare scenario)] groups for all dependent variables: outcome 
satisfaction [F(7, 1183) = 15.66, p < .001, η2 = 0.085]; interactional 
justice perceptions ([F(7, 1106) = 12.27, p < .001, η2 = 0.072]; 
mechanistic dehumanization perceptions [F(7, 1183) = 24.03, p < .001, 
η2 = 0.124]; decision-maker role appropriateness perceptions [F(7, 
1183) = 22.42, p < .001, η2 = 0.117] and trust perceptions [F(7, 1183) 
= 17.65, p < .001, η2 = 0.095]. See Table 4 for an overview. 

The results for each dependent variable are presented in Table 5 for 
resource allocation and Table 6 for diagnostic cases. Tables 5 and 6 are 
ordered according to decision maker (showing bias for human decision 
makers), decision outcome (showing bias for positive outcomes [i.e., 
allocation of the resource or diagnosis made]), and conflicting cases 
where the pro-human and pro-outcome biases conflict or accord. A 
higher score is considered “better” for all variables, except for the 
dehumanization variable where lower is considered “better”. We now 
narrate the results by reporting statistically significant differences (p <
.05) between our groups from the MANOVA analysis for our five 
dependent variables, while omitting mention here of non-significant 
differences (see full details in Tables 5 and 6). 

In terms of decision makers, while holding the decision outcome 
constant, we found, reflecting a pro-human bias, participants report 
statistically significant better ratings in resource allocation cases when: 

Table 3 
Means, standard deviations, and correlations with confidence intervals.  

Variable M SD 1 2 3 4 

1. Outcome 
satisfaction 

3.22 1.10     

2. Dehumanization 3.00 0.95 -.36**       
[-.40, 
− .30]    

3. Interactional 
Justice 

3.34 1.04 .64** -.45**      

[.60, 
.67] 

[-.49, 
− .40]   

4. Role 
appropriateness 

4.61 1.81 .56** -.36** .55**     

[.52, 
.60] 

[-.41, 
− .31] 

[.50, 
.59]  

5. Trust 3.27 1.05 .77** -.42** .66** .65**    
[.75, 
.79] 

[-.47, 
− .38] 

[.63, 
.69] 

[.62, 
.68] 

Note. M and SD are used to represent means and standard deviations, respec-
tively. Values in square brackets indicate the 95% confidence interval for each 
correlation. The confidence interval is a plausible range of population correla-
tions that could have caused the sample correlation (Cumming, 2014). * in-
dicates p < .05. ** indicates p < .01. 
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(1) A human makes a positive decision compared to an AI making a 
positive decision for the dehumanization, appropriateness, and trust 
variables, and (2) A human makes a negative decision compared to an AI 
making a negative decision for the dehumanization, appropriateness, 
and trust variables. In diagnostic cases participants report statistically 
significant better ratings when: (1) A human makes a positive decision 
compared to an AI making a positive decision for the interactional jus-
tice, dehumanization, appropriateness, and trust variables, and (2) A 
human makes a negative decision compared to an AI making a negative 
decision for all five dependent variables. 

In terms of decision outcomes, while holding the decision maker 
constant, we found, reflecting a bias for positive outcomes, participants 
report statistically significant better ratings in resource allocation cases 
when: (1) A human makes a positive decision compared to a human 
making a negative decision for the outcome satisfaction, interactional 
justice, dehumanization, and trust variables, and (2) An AI makes a 
positive decision compared to an AI making a negative decision for the 
outcome satisfaction, interactional justice, appropriateness, and trust 
variables. In diagnostic cases participants report statistically significant 
better ratings when: (1) A human makes a positive decision compared to 
a human making a negative decision for the dehumanization variable, 
and (2) An AI makes a positive decision compared to an AI making a 
negative decision for the outcome satisfaction, appropriateness, and 
trust variables. 

In terms of the two conflicting cases (positive AI decision vs. negative 
human decision, and negative AI decision vs. positive human decision), 
we found that participants report significantly better ratings in resource 
allocation cases when: (1) A human makes a positive decision compared 
to an AI making a negative decision for all five dependent variables, and 
(2) A human makes a negative decision compared to an AI making a 
positive decision for the dehumanization variable AND when an AI 
makes a positive decision compared to a human making a negative de-
cision for the outcome satisfaction variable. In diagnostic cases partici-
pants report significantly better ratings when: (1) A human makes a 
positive decision compared to an AI making a negative decision for all 
five dependent variables, and (2) A human makes a negative decision 
compared to an AI making a positive decision for the dehumanization, 
appropriateness, and trust variables. 

Finally, in terms of our final exploratory question, "Will perceptions 
of dignified and respectful treatment be higher in medical diagnostic or 
resource allocation decision contexts?", we compared respondents’ 
mean scores on our dependent variables when comparing diagnostic and 
resource allocation healthcare scenarios. Our results indicated that re-
spondents in the diagnostic scenarios (M = 3.31, SD = 1.06) compared 

to respondents in the resource allocation scenarios (M = 3.11, SD =
1.15) reported significantly higher outcome satisfaction, t(483) = 3.80, 
p < .001. Moreover, we found that respondents in the diagnostic sce-
narios (M = 3.45, SD = 0.98) compared to respondents in the resource 
allocation scenarios (M = 3.17, SD = 1.10) reported significantly higher 
perceptions of interactional justice, t(458) = 5.53, p < .001. Next, we 
found that respondents in the diagnostic scenarios (M = 2.92, SD = 0.91) 
compared to respondents in the resource allocation scenarios (M = 3.12, 
SD = 1.00) reported significantly lower perceptions of dehumanization, 
t(484) = 4.49, p < .001. Next, we found that respondents in the diag-
nostic scenarios (M = 4.78, SD = 1.76) compared to respondents in the 
resource allocation scenarios (M = 4.35, SD = 1.85) reported signifi-
cantly higher perceptions of role appropriateness, t(483) = 5.07, p <
.001. Finally, we also found that respondents in the diagnostic scenarios 
(M = 3.35, SD = 1.02) compared to respondents in the resource allo-
cation scenarios (M = 3.16, SD = 1.08) reported significantly higher 
levels of trust, t(483) = 3.90, p < .001. 

Returning to our hypotheses, our results support H1 regarding a bias 
in favor of human decision making, with some exceptions and differ-
ences between allocation and diagnostic cases (see Tables 5 and 6). In 
comparing the same decision made by a human or an AI, for diagnostic 
cases, there was evidence of human bias for all five dependent variables 
except for outcome satisfaction with positive decisions, and for alloca-
tion cases there was evidence of human bias for the dehumanization, 
appropriateness, and trust variables. 

In terms of our second hypotheses, our results clearly support H2 
regarding a bias in favor of positive outcomes for allocation cases, 
however the support for H2 in diagnostic cases applies mainly to AI 
decision making only (see Tables 5 and 6). In comparing the different 
decision outcomes made by the same decision maker, for allocation 
cases there was evidence of outcome bias for all five dependent vari-
ables, except for role appropriateness with human decision making and 
dehumanization with AI decision making. In contrast, for diagnostic 
cases, there was no evidence of an outcome bias for human decisions 
except for the dehumanization variable, whereas there was evidence of 
an outcome bias for AI decisions with significant differences for three 
out of the five dependent variables (outcome satisfaction, appropriate-
ness, and trust). 

For our first exploratory question about the conflict between human 
and outcome bias, in comparing human decisions with negative out-
comes to AI decisions with positive outcomes, for diagnostic cases we 
found that the human bias outweighed the outcome bias for three of our 
five variables (dehumanization, appropriateness, and trust). However, 
for resource allocation cases, most variables showed no significant 

Table 5 
Overview of MANOVA results for resource allocation cases for the five dependent variables.   

H_F+ vs. AI_F+ H_F- vs. AI_F- H_F+ vs. H_F- AI_F+ vs. A_F- H_F- vs. AI_F+ H_F+ vs. AI_F- 

Outcome satisfaction 3.57 (H+) = 3.55 (AI+) 2.77 (H-) = 2.69 (AI-) 3.57 (H+) > 2.77 (H-) 3.55 (AI+) > 2.69 (AI-) 2.77 (H-) < 3.55 (AI+) 3.57 (H+) > 2.69 (AI-) 
Interactional justice 3.55 (H+) = 3.37 (AI+) 3.06 (H-) = 2.80 (AI-) 3.55 (H+) > 3.06 (H-) 3.37 (AI+) > 2.80 (AI-) 3.06 (H-) = 3.37 (AI+) 3.55 (H+) > 2.80 (AI-) 
Dehumanization 2.62 (H+) < 3.31 (AI+) 3.01 (H-) < 3.52 (AI-) 2.62 (H+) < 3.01 (H-) 3.31 (AI+) = 3.52 (AI-) 3.01 (H-) < 3.31 (AI+) 2.62 (H+) < 3.52 (AI-) 
Role appropriateness 4.92 (H+) > 4.28 (AI+) 4.61 (H-) > 3.66 (AI-) 4.92 (H+) = 4.61 (H-) 4.28 (AI+) > 3.66 (AI-) 4.61 (H-) = 4.28 (AI+) 4.92 (H+) > 3.66 (AI-) 
Trust 3.63 (H+) > 3.14 (AI+) 3.23 (H-) > 2.70 (AI-) 3.63 (H+) > 3.23 (H-) 3.14 (AI+) > 2.70 (AI-) 3.23 (H-) = 3.14 (AI+) 3.63 (H+) > 2.70 (AI-)  

Table 6 
Overview of MANOVA results for diagnostic cases for the five dependent variables.   

H_D+ vs. AI_D+ H_D- vs. AI_D- H_D+ vs. H_D- AI_D+ vs. A_D- H_D- vs. AI_D+ H_D+ vs. AI_D- 

Outcome satisfaction 3.53 (H+) = 3.34 (AI+) 3.34 (H-) > 3.00 (AI-) 3.53 (H+) = 3.34 (H-) 3.34 (AI+) > 3.00 (AI-) 3.34 (H-) = 3.34 (AI+) 3.53 (H+) > 3.00 (AI-) 
Interactional justice 3.69 (H+) > 3.39 (AI+) 3.55 (H-) > 3.14 (AI-) 3.69 (H+) = 3.55 (H-) 3.39 (AI+) = 3.34 (AI-) 3.55 (H-) = 3.39 (AI+) 3.69 (H+) > 3.14 (AI-) 
Dehumanization 2.50 (H+) < 3.17 (AI+) 2.78 (H-) < 3.26 (AI-) 2.50 (H+) < 2.78 (H-) 3.17 (AI+) = 3.26 (AI-) 2.78 (H-) < 3.17 (AI+) 2.50 (H+) < 3.26 (AI-) 
Role appropriateness 5.45 (H+) > 4.55 (AI+) 5.28 (H-) > 3.84 (AI-) 5.45 (H+) = 5.28 (H-) 4.55 (AI+) > 3.84 (AI-) 5.28 (H-) > 4.55 (AI+) 5.45 (H+) > 3.84 (AI-) 
Trust 3.69 (H+) > 3.23 (AI+) 3.55 (H-) > 2.93 (AI-) 3.69 (H+) = 3.55 (H-) 3.23 (AI+) > 2.93 (AI-) 3.55 (H-) > 3.23 (AI+) 3.69 (H+) > 2.93 (AI-) 

Note for Table 5–6: Presented values are mean values of the five listed dependent variables. The symbol “>” refers to significantly higher (p < .05) mean scores on the 
dependent variable; the symbol “<” refers to significantly lower (p < .05) mean scores on the dependent variable; and the symbol “ = ” refers to no significant 
difference in mean scores on the dependent variable. A higher score is considered “better” for all variables except for dehumanization. 
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differences between the two decisions, except for the human bias (for 
dehumanization) and the outcome bias (for outcome satisfaction) each 
trumping in one case. 

For our final exploratory research question with regards to the dif-
ferences between medical diagnostic or resource allocation decision 
contexts, we found that respondents’ perceptions were more favorable 
(i.e., lower dehumanization and higher outcome satisfaction, interac-
tional justice, role appropriateness, and trust) in the diagnostic scenarios 
compared to the resource allocation scenarios. 

4.4. Post-hoc sensitivity results 

We conducted two sets of post-hoc sensitivity analyses to explore any 
differences between our three diagnosis scenarios and between our two 
allocation scenarios. First, we compared respondents’ mean scores on 
our dependent variables across our three different diagnostic healthcare 
scenarios (i.e., macular disease, anxiety disorder, and skin cancer). Our 
results indicated that respondents in the macular disease scenario (M =
3.47, SD = 0.96) compared to respondents in both the anxiety disorder 
(M = 3.24, SD = 1.04) and skin cancer scenarios (M = 3.20, SD = 1.14) 
reported significantly higher outcome satisfaction, t(240) = 3.26, p =
.001 and t(237) = 3.58, p < .001, respectively. We found no significant 
differences in outcomes satisfaction between respondents in the anxiety 
disorder and skin cancer scenarios, t(237) = 0.53, p = .594. Second, we 
found no significant differences in interactional justice perceptions be-
tween respondents in the macular disease scenario (M = 3.52, SD =
0.91) compared to respondents in both the anxiety disorder (M = 3.44, 
SD = 1.00) and skin cancer scenarios (M = 3.40, SD = 1.04), t(216) =
1.10, p = .268 and t(210) = 1.67, p = .097, respectively. Moreover, we 
found no significant differences in perceptions of interactional justice 
between respondents in the anxiety disorder and skin cancer scenarios, t 
(210) = 0.61, p = .543. Third, we found no significant differences in 
dehumanization perceptions between respondents in the macular dis-
ease scenario (M = 2.86, SD = 0.89) compared to respondents in both 
the anxiety disorder (M = 2.93, SD = 0.91) and skin cancer scenarios (M 
= 2.98, SD = 0.93), t(227) = − 1.18, p = .239 and t(237) = − 2.00, p =
.056, respectively. Moreover, we found no significant differences in 
perceptions of dehumanization between respondents in the anxiety 
disorder and skin cancer scenarios, t(237) = -.83, p = .407. Fourth, we 
found that respondents in the macular disease scenario (M = 5.02, SD =
1.67) compared to respondents in both the anxiety disorder (M = 4.69, 
SD = 1.72) and skin cancer scenarios (M = 4.62, SD = 1.86) reported 
significantly higher perceptions of role appropriateness, t(227) = 2.91, 
p = .004 and t(237) = 3.35, p < .001, respectively. Moreover, we found 
no significant differences in perceptions of role appropriateness between 
respondents in the anxiety disorder and skin cancer scenarios, t(237) =
0.60, p = .548. Finally, we found that respondents in the macular disease 
scenario (M = 3.48, SD = 0.95) compared to both those in the anxiety 
disorder (M = 3.29, SD = 1.02) and skin cancer scenarios (M = 3.28, SD 
= 1.08) reported significantly higher trust, t(227) = 2.76, p = .006 and t 
(237) = 2.79, p = .006, respectively. Moreover, we found no significant 
differences in trust between respondents in the anxiety disorder and skin 
cancer scenarios, t(237) = 0.14, p = .886. Overall, these results show 
that respondents’ reactions were more favorable for all but two (i.e., 
interactional justice and dehumanization) of our five variables in the 
macular disease scenario compared to the anxiety disorder and skin 
cancer scenarios, whereas there were no differences across all variables 
when comparing the anxiety disorder and skin cancer scenarios. 

Second, we compared respondents’ mean scores on our dependent 
variables across our two resource allocation scenarios (i.e., kidney 
transplant and ventilator). We found no significant differences in 
outcome satisfaction between respondents in the kidney transplant (M 
= 3.08, SD = 0.96) and ventilator allocation scenarios (M = 3.13, SD =
1.07), t(237) = -.65, p = .518. We also found no significant differences in 
interactional justice perceptions between respondents in the kidney 
transplant (M = 3.16, SD = 1.11) and ventilator allocation scenarios (M 

= 3.19, SD = 1.09), t(223) = -.40, p = .691. We found no significant 
differences in dehumanization perceptions between respondents in the 
kidney transplant (M = 3.10, SD = 1.02) and ventilator allocation sce-
narios (M = 3.15, SD = 0.97), t(237) = -.83, p = .409. We also found no 
significant differences in role appropriateness perceptions between re-
spondents in the kidney transplant (M = 4.30, SD = 1.89) and in the 
ventilator allocation scenarios (M = 4.41, SD = 1.81), t(237) = -.95, p =
.343. Finally, we also found no significant differences in trust between 
respondents in the kidney transplant (M = 3.12, SD = 1.11) and in the 
ventilator allocation scenario (M = 3.19, SD = 1.05), t(237) = 1.02, p =
.310. Overall, these results show that respondents’ reactions do not 
differ across all variables when comparing the kidney transplant and 
ventilator allocation scenarios. 

4.5. Qualitative results 

All data were coded under one of the three major themes of being 
positive, negative, or neutral for respectful and dignified interpersonal 
treatment, and then under one of several minor themes that emerged 
organically. Descriptions, illustrative quotes, and relative frequency of 
each of our major and minor themes are presented in Table 7. The group 
from which each quote is sourced is indicated in square brackets after 
the quote and in the format of: Decision maker [AI or Human]_Decision 
Type [Diagnostic or Fairness (i.e. resource allocation)]_Decision 
outcome [+ positive/– negative]. 

By analyzing the data by frequency across our three major themes for 
each of the four groups, we can assess the extent to which the qualitative 
data support the presence of a bias toward human decision makers (H1) 
and positive outcomes (H2) regarding experiences of dignified inter-
personal treatment. Fig. 1 contrasts the percentages of positive, neutral, 
and negative interpersonal justice themes for different decision makers 
and Fig. 2 for different decision outcomes. Fig. 1 demonstrates a clear 
human bias, with human decisions (on the left) leading to a large ma-
jority of positive (in blue) over negative (in orange) themes, whereas AI 
decisions (on the right) lead to a majority of negative over positive 
themes, across both diagnostic and resource allocation cases. Fig. 2 
demonstrates a clear outcome bias, with decisions with positive out-
comes (on the left) leading to a large majority of positive over negative 
themes, whereas decisions with negative outcomes (on the right) lead to 
a large majority of negative over positive themes, across both diagnostic 
and resource allocation cases. This broadly supports our quantitative 
results. However, we can also surface more nuanced insights. 

We can better understand the outcome bias by contrasting different 
outcomes. For human resource allocation decisions with positive out-
comes, the most common themes were a good, accurate or fair outcome 
(“I felt treated with dignity and respect because I got a good result” 
[H_F+]), that is data driven, which comes from a respectful decision 
maker, and involves a fair process. In contrast, for human resource 
allocation decisions with negative outcomes, the most common themes 
were a bad or unfair outcome (“He was unfair in deciding I wasn’t good 
enough to get the ventilator” [H_F-]) from an inappropriate decision 
maker (“They should not be deciding who gets one [kidney] next” [H_F- 
]). Concerns around disrespect were also much more common for 
negative (as opposed to positive) decisions (“No one feels respected if 
they are basically told they have no hope and are a number to die so 
others can live” [H_F-]). We saw a similar pattern with AI resource 
allocation decisions. For AI allocation decisions with positive outcomes, 
the most common themes were a good or fair outcome (“They have a 
screening tool and it was used and they followed it. That is fair” 
[AI_F+]), although themes about AI being an inappropriate decision 
maker remained comparatively high even for positive decisions. In 
contrast, for negative AI resource allocation decisions, the most common 
themes were, once again, a concern with AI as an inappropriate decision 
maker, followed by a bad or unfair outcome (“I should have been able to 
receive [the] ventilator and if they refused me, I do not think I was 
treated with dignity” [AI_F-]). This demonstrates how using the same 
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Table 7 
Summary of themes with illustrative quotes.  

Theme Illustrative Quotations Code 
freq. 

Negative for justice  44% 

Inappropriate decision maker “A real doctor should determine that, 
not an app” [AI_F-] 
“AI will not make life or death decisions 
for me” [AI_D+] 
“No one alone should be allowed to 
make that decision” [H_F-] 

10% 

Bad, inaccurate, or unfair 
outcome 

“I don’t believe it would be accurate” 
[AI_F+] 
“Unfair because my life is as important 
as anybody else” [AI_F-] 

8% 

Decision based on wrong, 
irrelevant, or missing data 

“They should have asked more 
questions, ran more tests” [H_D-] 
“They didn’t get enough information to 
make that diagnosis” [H_D+] 
“It only considered data and not 
circumstances” [AI_F+] 

7% 

Decision maker was 
disrespectful 

“Machine will treat anybody as a 
machine” [AI_D-] 
“It is not respectful or dignifying to have 
an AI make the decision for whether or 
not a sick person should receive a 
transplant” [AI_F-] 
“Because I was treated as a number in an 
equation” [H_F-] 

7% 

Decision maker lacks 
emotional intelligence or 
emotions 

“It’s a machine with no feelings” [AI_D-] 
“There’s no feelings shown” [H_D+] 
“There just was no empathy” [AI_F-] 

3% 

Decision maker is 
untrustworthy or 
unreliable 

“I would not trust an app to diagnose 
such a serious problem” [AI_D+] 
“They are not reliable” [H_D-] 
“Distrust AI” [AI_D-] 

2% 

Lack of explanation for the 
decision 

“They didn’t explain why they made this 
decision” [H_D+] 
“I want a human to explain” [AI_F-] 

2% 

Lack of human interaction “There’s no human interaction” [AI_D-] 
“There is little interaction and 
questioning” [H_D-] 

2% 

Decision maker can’t make 
that decision 

“I don’t think AI are capable of properly 
diagnosing these issues” [AI_D-] 
“A healthcare professional cannot 
diagnose an anxiety disorder in this 
manor” [H_D+] 

1% 

Human needs are not met “[I]t’s [not] okay to deny people … 
something they may need” [H_F-] 
“The kidney may be needed as an 
emergency” [AI_F-] 

1% 

Decision maker might be 
biased 

“They are biased” [H_F+] 
“Doctors are human and often 
financially motivated” [H_D-] 

1% 

Neutral for justice  11% 

Neither respected nor 
disrespected; neither fair 
nor unfair 

“I think the AI app can’t really treat any 
[one] with or without dignity and 
respect” [AI_D+] 
“AI has no feelings so there is no dignity 
or respect involved” [AI_D-] 
“I don’t think this is fair or unfair … it is 
based on facts” [H_F+] 

8% 

Lack information to answer “Really not enough info in the scenario 
to say” [H_D+] 

3% 

Positive for justice  45% 

Decision maker is respectful “I think I was treated with respect 
because the AI app asked me appropriate 
questions about my symptoms” [AI_D+] 
“I was treated with dignity and respect” 
[H_D-] 

15% 

Good, accurate, or fair 
outcome 

“Got an accurate diagnosis” [H_D+] 
“I thought [it was] fair because it 
benefited me” [AI_F+] 

13% 

Decision based on relevant 
data 

“If the data says its cancer then it is 
probably cancer” [H_D+] 

6%  

Table 7 (continued ) 

Theme Illustrative Quotations Code 
freq. 

“All the factors were weighed, and the 
decision was made based upon facts” 
[AI_F-] 

Appropriate decision maker “I think the healthcare provider is doing 
the job they were trained to do” [H_D+] 
“A Healthcare professional should be the 
one to decide” [H_F+] 

4% 

Fair and accurate process “I think it is a fair way to decide” [H_F+] 2% 
Human needs are met “It was fair … to give it to me [since] … I 

need it more than others” [H_F+] 
“There are other people who need it 
more than me” [AI_F-] 

2% 

Decision maker is unbiased “It used data in an unbiased manner” 
[AI_F+] 
“AI makes decisions based on an 
algorithm. There is no bias in its decision 
making” [AI_F+] 

1% 

Decision maker is 
trustworthy or reliable 

“I trust the health care professional and 
his expertise” [H_D-] 
“I find it credible and trustworthy” [H-D- 
] 

1% 

Human interaction and 
feeling 

“I feel the human-to-human connection 
allows for the professional to present 
more emotion and socially correct 
feelings” [H_D+] 
“Showed compassion” [H_F+] 

1% 

Note for Table 7: Bold frequencies are cumulative percentages for each major 
theme. 

Fig. 1. Percent frequency of themes for different decision makers. Notes: 
human (H) vs. AI for diagnostic (D) and fairness/resource allocation (F) cases. 

Fig. 2. Percent frequency of themes for different decision outcomes. Notes: 
positive (+) vs. negative (− ) for diagnostic (D) and fairness/resource allocation 
(F) cases. 
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data and the same process can be viewed positively when it leads to a 
good outcome (e.g., the decision was based on appropriate data and the 
outcome was fair) and negatively when it doesn’t (e.g., the decision 
maker didn’t consider important data and the outcome was unfair). 
However, while this outcome bias was common (as shown in Fig. 2), it 
was not universal, with some participants recognizing that even though 
they didn’t get a good outcome, the decision could still be fair (“I, like all 
the other patients being cared for, was judged solely on criteria that 
affects all of us” [H_F-]). 

This outcome bias was also seen in the contrast between positive and 
negative outcomes for diagnostic decisions, but with two key differ-
ences. First, there were more themes around respectful decision makers, 
as we explore further below. Second, the data suggest that the outcome 
bias was less pronounced for diagnostic cases. This appears due to 
resource allocation cases having a very clear positive valence (i.e., get-
ting a resource is good) and a very clear negative valence (i.e., not 
getting a resource is bad), whereas getting a diagnosis is a double-edged 
sword. This is because the patient has a diagnosis for their symptoms, 
which is positive (“I feel it’s taking my symptoms very seriously and 
giving me accurate diagnosis”) [AI_D+], but it also confirms that they 
have a serious medical condition, which is negative (“I think I was 
treated fair because they said I didn’t have that disease” [H_D-]). 

We can explore the human bias by contrasting human and AI deci-
sion makers. In resource allocation cases, what seems to explain the 
large disparity of positive vs. negative themes for humans compared to 
AI decision makers (see Fig. 1) is that AI is seen as an inappropriate 
decision maker that should not make important healthcare decisions 
about who gets access to resources (“A real doctor should determine 
that, not an app” [AI_F-]). Other important, but less frequent, themes 
raised were a concern about a lack of human interaction with AI decision 
makers (“There is no human … [contact], just vitals … [inputted into] 
an app” [AI_F-]) and AI’s lack of emotions and emotional intelligence 
(“AI has no feelings it deals in data” [AI_F-]). Shifting to diagnostic de-
cisions, the two most common positive themes were identical and in the 
same order for both groups; the decision maker was respectful (“The 
professional saw the patient as a person and took the time to examine the 
patient” [H_D+]), and there was a good or fair outcome (“It seems like a 
helpful app for health” [AI_D-]). However, the negative themes were 
differently ordered, with the themes of the decision being based on 
wrong, irrelevant, or missing data being the most common for the 
human groups (“They just took a look they didn’t do any proper testing” 
[H_D-]), whereas the concern that AI is an inappropriate decision maker 
was (again) the most common theme for the AI group (“should be done 
by another human being and not AI” [AI_D+]). Further, both AI groups 
received a high number of neutral themes for AI neither respecting nor 
disrespecting them in diagnostic decisions (“AI does not have the ability 
to distinguish dignity vs not, and it is impossible for it to be anything 
other than neutral” [AI_D+]), whereas this issue was largely absent for 
human decision making in both cases and AI decision making in 
resource allocation cases. 

This points to two key differences between diagnostic and resource 
allocation decisions. First, the themes of respectful treatment were 
mentioned much more frequently for diagnostic decisions (mentioned 
145 times or 24% of total themes across all diagnostic cases) compared 
to allocation decisions (mentioned 74 times or 8% of total themes across 
all resource allocation cases) for both human and AI decision makers. 
The data suggest the reason for this is that participants saw getting tests 
and scans, whether ordered by a human or an AI, as itself indicating 
respectful treatment since this action signaled taking their concerns, and 
thus themselves as persons, seriously (“I think I was treated with respect 
because the AI app asked me appropriate questions about my symptoms” 
[AI_D+]). In contrast, decisions about the allocation of resources less 
clearly indicated to participants that they were regarded as persons of 
worth (“Did not see me as a person” [AI_F-]; “Because I was treated as a 
number in an equation” [H_F-]), leading to a lower frequency of themes 
about respectful treatment for both decision makers. Second, the high 

levels of the neutral theme of the decision maker being neither respectful 
nor disrespectful were only common in the context of AI diagnostic 
decisions. The data suggest the reason for this is that when an AI made a 
diagnostic decision, some participants felt that questions of respect or 
disrespect were not relevant since the AI was simply trying to diagnose a 
condition (“This app was only responding to the picture of the mole that 
I submitted to the app. It doesn’t react to me personally in any other 
way” [AI_D-]), whereas they responded differently to resource allocation 
decisions made by an AI since there were implicitly moral questions 
about fairness, and thus respectful treatment, at play (“I felt I was being 
treated as just a thing based on its computations” [AI_F+]). 

5. Discussion 

AI systems are increasingly taking on decision making roles in 
healthcare. However, the continuing uptake, effectiveness, and ethi-
cality of these systems will depend, in part, on whether healthcare pa-
tients perceive that they are being treated with dignity and respect when 
subject to their decision making. Our study provides important insights 
into these perceptions. In terms of our two hypotheses, we found evi-
dence of both a human bias (i.e., preferring human over AI decisions) 
and an outcome bias (i.e., preferring positively over negatively valenced 
decisions). People felt they were treated with more dignity and respect 
when subject to a human decision maker or a decision with a positive 
outcome, which broadly aligns with existing research. However, our 
data reveal several novel theoretical and practical implications that we 
now discuss. 

5.1. Theoretical and practical implications 

First, our results suggest that whatever the outcomes, humans are 
consistently seen as appropriate decision makers and AIs are consis-
tently seen as causing experiences of dehumanization. For resource 
allocation decisions, the only cases where there was no outcome bias 
were for dehumanization for AI decision makers (i.e., participants felt 
dehumanized whether or not they received the resource) and for 
appropriateness of human decision makers (i.e., participants felt human 
decision makers were appropriative even if the resource was denied). 
This finding was supported by the qualitative data where appropriate 
and respectful decision maker themes were more frequent for human 
(compared to AI) decision makers, and inappropriate and disrespectful 
decision maker themes were more frequent for AI (compared to human) 
decision makers. Further, many participants mentioned feeling 
dehumanized by AI decisions regardless of the decision outcome. This 
finding fits with existing research about the dehumanizing impacts of AI 
decision making (Binns et al., 2018) and perceptions about the inap-
propriateness of AI making some morally significant decisions (Formosa 
& Ryan, 2021). It also meshes with research showing that people are 
concerned that AI, compared to humans, cannot account for their 
“uniqueness” (Longoni et al., 2019); that AI, by reducing individuals to a 
number which is interchangeable with any other equivalent number, 
misses something unique about them. This fits with our qualitative data 
which referenced AI as being unable to capture certain information that 
was irreducible to a number. The concern with uniqueness and being 
reduced to a number also points to a core feature of the recognition of 
human dignity, which is that each person is uniquely valuable and 
cannot be replaced without loss by some other person. This is central to 
the Kantian contrast between things with a “price” that can “be replaced 
by something else as its equivalent”, and persons whose dignity raises 
them above all “price” and therefore cannot be replaced by others 
without loss (Kant, 1996, p. 4:434). A concern with AI decision making 
and its “consequentialist decision strategy” (Dietvorst & Bartels, 2021) is 
that it reduces everything to a common currency that allows persons 
with dignity to be weighed up as if they were things with a price. 

Practically speaking, given the significance of health for human 
wellbeing, concerns about dehumanization must be taken seriously by 
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those designing and implementing AI in healthcare. An AI that makes 
patients feel dehumanized and is seen as an inappropriate decision 
maker may struggle to be accepted by patients, even if it is otherwise 
effective or efficient. The physical configuration of the AI and the way 
that patients interact with it may also affect peoples’ perceptions about 
dignified or dehumanized care, given that an AI embodied in more hu-
manoid robotic forms is likely to be anthropomorphized to a greater 
degree than one that is not (Formosa, 2021). When implementing AI in 
healthcare it will be important to provide information to patients about 
the basis for the AI decision (if known). For example, the literature on 
autonomous AI IDx-DR emphasizes the fact that the AI uses the same 
information about the person’s eyes that a clinician would use to make a 
diagnosis of diabetic retinopathy (Abramoff et al., 2018), which may go 
some way to assuaging concerns about loss of individual uniqueness. 

Second, we found that the bias for human decision makers is stronger 
in diagnostic cases, while the bias for positive outcomes is stronger in 
resource allocation cases. In diagnostic cases, while there was clear 
evidence of a human bias, we found no evidence (outside of the dehu-
manization variable) of an outcome bias for human diagnostic decisions. 
This suggests that in diagnostic cases, people prefer a human decision 
maker, and they feel they were treated appropriately whatever diag-
nostic outcome they received from a human (i.e., positive or negative). 
In contrast, for resource allocation decisions there is clear evidence of an 
outcome bias for both human and AI decision makers. This suggests that 
in resource allocation cases, people are comparatively more concerned 
with positive outcomes than with who makes the decisions. We again see 
support for this in the qualitative data, where themes about respectful 
decision makers are more common for diagnostic decisions compared to 
resource allocation decisions. We see further evidence of this general 
trend in the conflict cases. There, for diagnostic cases the human bias 
trumps the outcome bias for three out of the five variables, with the 
others showing no significant difference. In contrast, for allocation 
cases, both the human bias (for dehumanization) and the outcome bias 
(for outcome satisfaction) trump for one variable each, with the other 
three variables showing no significant difference. Overall, in terms of 
perceptions of respectful interpersonal treatment, it matters more who 
makes diagnostic decisions and it matters more what outcome resource 
allocation decisions have. Existing literature shows that people prefer 
human decision makers over AI in various diagnostic contexts (e.g., 
Lennartz et al., 2021; Yokoi et al., 2021). Our study adds nuance to this 
literature by showing that a similar, but distinct, preference or “human 
bias” also applies to resource allocation decisions, and that this prefer-
ence or bias is expressed across several distinct but related variables 
relevant to interpersonal treatment. 

Practically speaking, these results add to other studies which show 
that patients want humans involved when AI is used, indicating a 
preference for assistive over autonomous uses of medical AI (e.g., 
Ongena et al., 2021). However, these studies focused on diagnostic 
contexts, and our comparative research shows that the concern for a 
human to be involved is greater in diagnostic decisions than it is in 
resource allocation decisions. One reason for this may be a desire to 
ensure that human interaction remains part of the healthcare context (e. 
g., Bhandari, Purchuri, Sharma, Ibrahim, & Prior, 2021), although this 
may be achieved, perhaps more efficiently, if an AI first makes the 
diagnosis and then a human healthcare professional negotiates the 
management of the condition with the patient. However, our research 
did not investigate this distinction between diagnosis and management 
or responses to AI-human synergies. The preference for a positive 
outcome, irrespective of the decision maker, has potentially problematic 
implications for practice because both human and AI decision makers 
will at times make negative decisions. It might be possible to build in a 
layer of human oversight of AI-generated negative decisions, such that 
all of these are referred for human review and communication. How-
ever, this might come at the cost of any efficiency gains made by using 
the AI in the first place. 

Third, we found that respectful treatment is understood differently 

by participants in diagnostic and resource allocation cases. For diag-
nostic decisions, themes about respectful decision makers were 
comparatively more common, and taking symptoms seriously seemed to 
constitute respectful treatment for both human and AI decision makers. 
In contrast, for resource allocation decisions, respectful treatment 
focused more on whether a person felt valued as a person, rather than as 
a mere input into a calculation. This helps to make sense of the signifi-
cant difference we found between diagnostic and resource allocation 
cases, with higher perceptions of dignified and respectful treatment 
across all five variables for the former in comparison to the latter. 
Overall, our qualitative data suggests that compared to resource allo-
cation decisions people are more likely to experience diagnostic de-
cisions as respectful regardless of the outcome, and that allocation 
decisions are less likely to be experienced as respectful treatment 
regardless of the decision maker. Part of the reason for this difference in 
respectful decision maker themes between diagnostic and resource 
allocation cases is that participants often felt they were reduced to a 
number by both human and AI decision makers in resource allocation 
cases. This was probably due to perceptions about the mechanical and 
impersonal nature of such allocation decisions, compared to the face-to- 
face and interpersonal nature of diagnostic decisions. This finding fits 
with research by Lee (2018) that people are more comfortable with AI 
undertaking what are seen as mechanical tasks, such as resource allo-
cation, rather than human-centered tasks, such as diagnostic in-
teractions. Reinforcing this point, a lack of human interaction in the AI 
decision cases and the presence of human interaction in the human 
decision cases were mentioned by participants. As noted above, we 
found consistent perceptions about respectful treatment within problem 
types, with no significant difference between our two resource alloca-
tion cases and two out of our three diagnostic cases. The exception was 
the macular deterioration scenario, which might be explained by the 
apparent seriousness of the eye condition compared to the other two 
conditions or by the comparatively greater sophistication of the diag-
nostic technology (i.e., retinal photo) used in this example, although 
further research is needed to confirm this. 

Practically speaking, this emphasizes the importance of maintaining 
the interpersonal relationship between health care professionals and 
their patients in the diagnostic context, and the importance of putting a 
‘human face’ on resource allocation decisions regardless of the ultimate 
decision maker. This fits with concerns in the literature about AI 
affecting the healthcare professional-patient relationship (e.g., Rogers 
et al., 2021), the greater acceptance of diagnostic AI if it is implemented 
in a way that maintains the integrity of that relationship (Nelson et al., 
2020), and the preference for the use of medical AI only in assistive and 
backup roles to humans (e.g., Ongena et al., 2021). 

Fourth, concerns around algorithmic bias are common in the AI 
literature (e.g., Danks & London, 2017), and such concerns are repeated 
in the medical AI literature where, for example, algorithms can exhibit 
racial bias against minorities (e.g., Obermeyer et al., 2019). However, 
algorithmic bias was rarely raised in our qualitative data as grounds for 
disrespectful interpersonal treatment. Where it was mentioned, bias was 
raised more often as a concern with human decision making and a lack 
of bias raised more often as a feature of AI decision making. This in-
dicates that our participants, while familiar with everyday human biases 
(such as the financial incentives of doctors), showed less understandings 
of the important concerns about biases in data and algorithms that can 
impact the fairness of AI decision making and which may reflect broader 
human biases. 

Practically speaking, this suggests that in addition to measures to 
reduce bias in algorithms and datasets, further public education about 
the impacts of algorithmic bias in AI healthcare decisions is warranted. 
For example, patients could be offered specific questions to ask before 
agreeing to AI healthcare, such as whether the AI is accurate for “people 
like them” or whether it works equally well for all genders and racialized 
groups. 
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5.2. Limitations and future research directions 

Experimental vignette studies come with limitations. Vignettes are 
limited in scope and may fail to capture important elements of a phe-
nomenon. Further, given that the scenarios are hypothetical, it may be 
difficult for participants to accurately predict how they would respond 
to real-world versions, especially when dealing with unfamiliar situa-
tions. To counteract this limitation, we used expert review of our vi-
gnettes to build external validity (Cruz, 2021) and assigned participants 
randomly to different vignettes to reduce ordering and unfamiliarity 
effects. However, it would be helpful for other studies to employ 
different methods (Langer & Landers, 2021), such as interviewing or 
surveying patients subject to AI decision making in healthcare to 
confirm our results in clinical settings, or using discrete choice experi-
ments to further investigate how patients might be willing to trade off 
different aspects of care (Clark et al., 2014). Further, as other research 
indicates that different levels of education, gender, and cultural groups 
can all impact attitudes toward AI use in healthcare (Yakar et al., 2021), 
it would be helpful to replicate our study with different samples. Finally, 
in focusing on varying only the decision maker and decision outcome, 
we did not explore how other salient dimensions of AI that are known to 
impact human attitudes towards its use, such as its transparency and 
explainability (Springer & Whittaker, 2020), could impact these results. 

In terms of future research, studies could examine different types of 
scenarios, because other work has shown this to be important (e.g., 
Langer & Landers, 2021) and we saw some differences in our macular 
deterioration scenario. Exploring whether the preference for human 
decision makers holds across multiple contexts is required, as some 
research suggests that patients might be more comfortable talking with 
AIs or robots, compared to humans, when discussing stigmatizing con-
ditions such as mental health concerns (Duan et al., 2021). Other types 
of scenarios could also be explored, such as surgical assistance and 
operation, disease screening, and medical risk analysis, since our results 
show there are significant differences when using AI for different 
problem types (i.e., diagnostic as opposed to allocation cases). It was 
also unclear whether our sample thought AI was better (or worse) than 
humans at making accurate diagnoses and efficiently allocating re-
sources. Future research could explore how information about the 
relative accuracy and efficiency of AI decision making impacts percep-
tions of respectful treatment. Finally, future research could further un-
pack the constellation of the variables examined here. That is, in the 
current study we focused on the differences in perceptions of outcome 
satisfaction, dehumanization, interactional justice, role appropriateness 
and trust across the different vignettes. While this provides us with 
important and insightful findings, these also serve as steppingstones for 
future research examining models in which some of these outcomes 
serve as mediators (e.g., role appropriateness) and moderators (e.g., 
dehumanization) when predicting other dependent variables, such as 
outcome satisfaction. In order to build these models and explore them, 
future work could use a longitudinal design with a minimum of three 
measurement points to assess mediation or moderated mediation, since 
our current experimental survey design results in cross-sectional data 
which would result in a misspecified model of change and should not be 
used to estimate a mediation model (e.g., Mitchell & Maxwell, 2013), or 
a sequential design with a minimum of two measurement points to 
assess moderation (MacCallum & Austin, 2000). 

6. Conclusion 

Individuals will be increasingly subject to decision making by AI in 
healthcare contexts. Maintaining broad acceptance of medical AI, 
ensuring its ethical deployment, and actualizing the benefits it can bring 
to healthcare, will rely in part on patients perceiving its use as main-
taining respectful and dignified interpersonal treatment. Our study ad-
vances knowledge in these areas by exploring how perceptions of 
interactional justice and a range of related measures are impacted by 

different decision makers (human or AI), decision outcomes (positive or 
negative), and decision types (diagnostic or resource allocation health-
care scenarios). We show the presence of a human bias and an outcome 
bias in these scenarios, and we demonstrate that in terms of perceptions 
of respectful and dignified interpersonal treatment, it matters more who 
makes diagnostic decisions and it matters more what outcome is 
generated in resource allocation decisions. We also found that partici-
pants perceived they were treated better when subject to diagnostic as 
opposed to resource allocation decisions. Finally, we outlined several 
future research directions. 
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