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                                              I. Introduction. 
 

L. Carleson’s celebrated theorem of 1965 [1] asserts the pointwise convergence of the 
partial Fourier sums of square integrable functions. The Fourier transform has a formulation 
on each of the Euclidean groups R , Z andΤ .Carleson’s original proof worked on Τ . 
Fefferman’s proof translates very easily to R . M´at´e [2] extended Carleson’s proof to Z . 
Each of the statements of the theorem can be stated in terms of a maximal Fourier multiplier 
theorem [5]. Inequalities for such operators can be transferred between these three Euclidean 
groups, and was done P. Auscher and M.J. Carro [3]. But L. Carleson’s original proof and 
another proofs very long and very complicated. We give a very short and very “simple” 
proof of this fact. Our proof uses PNSA technique only, developed in part I, and does not 
uses complicated technical formations unavoidable by the using of purely standard approach 
to the present problems. In contradiction to Carleson’s method, which is based on profound 
properties of trigonometric series, the proposed approach is quite general and allows to  
research a wide class of analogous problems for the general orthogonal series. Lets suppose 
that there are general orthogonal series in space ...2,1,),(2 =⊆ΩΩ dRL d  
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We shall say that sequence { }∞=1)( nn xf  or series (1.1) possesses by LC-property if series (1.1) 
converges a.e. It is good known that a general orthogonal row does not possesses by LC-
property. A problem of possession by LC-property is still open for many orthogonal series, 
as example for the series by Jakoby’s polynomial. In the present work we shall obtain a 
general sufficient condition guaranteeing the presence of LC-property in series (1.1). We 
shall say that the general orthogonal series (1.1) in space 2L  is strong orthogonal series, if 
the following condition is executed:  
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Where 1•=ijδ , if ji = , and 0•=ijδ , if ji •≠ Nji #, ∈ . In other words it is said here that 
orthogonality persists in strong (non-paralogical) sense after using of #-mapping. The main 
result is that strong orthogonality plus condition ( ) 2

## lcn
•∈  pulls the LC-property.               

 
During last time L. Carleson’s result [1] was generalized in various directions  [4], [5]. For 
non-orthogonal series a special analogue of L. Carleson’s celebrated theorem was obtained 
in work [4]. A Hilbert space of Dirichlet series is obtained by considering the Dirichlet 
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define a functions that are locally 2L on the boundary 2/1Re =s . An analog of L.Carleson’s 
сelebrated convergence theorem is obtained [2]: each such Dirichlet series converges almost 
everywhere on the critical line 2/1Re =s . To each Dirichlet series of the above type 

corresponds a “trigonometric” series )(
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 , where χ is a multiplicative character from 

the positive integers to the unit circle. The space of characters is naturally identified with the 
infinite-dimensional torus ∞Τ , where each dimension comes from a prime number. The 
secondanalog of Carleson’s theorem reads: The above “trigonometric” series converges for 
almost all characters χ . At the same time classical technique was found not enough effective 
for the study of a problem of LC-property presence in a case of multidimensional Fourier 
series. Carleson’s results are trivially transferred on N -multiple Fourier series, for the case 
of convergence by cubes, but in the case of arbitral convergence Carleson methods does not 
works and, in general, the problem for N -multiple Fourier series is still open. Particularly, 
this problem is open for the case of orbicular amounts [ ])(xfEM  

 
                                     [ ] ( ) N

Mn
n

N
M ZninxfxfE ∈= ∑

≤

),exp(2)(
2

π  (1.3) 

 
of Fourier series of function ( )NTLf 2∈ . We shall demonstrate that in the case of orbicular 
amounts [ ])(xfEM  LC-property is right. 
In 1971 R. Cooke proved Cantor-Lebesque theorem in two dimentions [6]: if  
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a.e. on 2Τ , then  
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As it good known, this Cooke‘s result took the part of the last lacking element in 
solution of the old problem of representation of two variable quantities function by 
trigonometric series. Unfortunately, Cooke’s proof is essentially based on specific 
particular qualities of two-dimensional case and for 2>N  it could not be principally 
adapted. We shall demonstrate that if for 2>N  the following condition is executed: 
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and by that (1.5) is true. 

 
 
II. Lebesgue #-measure. 

Definition 2.1. A collection of subsets ℜ  of a set R#  is a #-σ -algebra if  

(i)    ℜ∈∅ R#, . 
(ii)  ℜ∈ℜ⇒∈ XRX \# . 
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(iv) Let ℜ  denote the smallest collection of subsets of R#  that includes all the open 
sets and is closed under #-countable (#-countable #⇔ countable) unions, #-countable 
intersections and complements. These sets are called the #-Borel sets. In fact the #-
Borel sets form a σ−# -algebra: ℜ∈∅,#R , and ℜ  is closed under #-countable unions 
and intersections. We will call #-Borel sets measurable. Many subsets of R#  are not #-
Borel measurable, but all the ones you can write down or that might arise in a 
practical setting are #-measurable.  
The Lebesgue #-measure on R#  is a map }{:)( ## ∞ℜ→ Uo Rµ with the properties that: 
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Notice that the Lebesgue #-measure attaches a #-measure to all #-measurable sets. 
Sets of #-measure zero are called null sets, and something that happens everywhere 
except on a set of #-measure zero is said to happen #-almost everywhere, often  
written simply #-a.e. For technical reasons, allow any subset of a null set to also be 
regarded as #-measurable, with measure zero. Evidently that ( ) 0# =Qµ , ( ) 0=Rµ , 
( ) 0=∗Rµ . 

 
Definition 2.2. A function }{: ### ±∞→ URRf  is a #-Borel measurable function if 

ℜ∈− )(1 Af  for every ℜ∈A . 
Definition 2.3.The characteristic function )(xEχ , defined by 1)( =xEχ  if 

Ex •∈ , 0)( =xEχ  if Ex •∉ ,and 1)( =xEχ  if ( ) ( )ExEx ∉∧∈ . 
Definition 2.4.A simple function is a map RRf ##: →  of the form 
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where the ic  are non-zero constants and the iE  are disjoint #-measurable sets with 

1)( =iEµ . 
The integral of the simple function (2.1) is defined to be 
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for any #-measurable set E . 
The basic approximation fact in the Lebesgue integral is the following: 

}{: ### ±∞→ URRf   is #-measurable and weak non-negative, then there is an increasing 
sequence )( nf  of simple functions with the property that ff n

#→  #-a.e. We write this 
as ff n

#↑  #-a.e., and define the integral of f  to be 
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Notice that (once we allow the value ∞# ), the limit is guaranteed to exist since the  
sequence is weak increasing. Let there is a strong limit )()(lim #
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shall say that function )(xf  integrable in strong sense and also we shall define strong 
Lebesgue integral ∫ •

E
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Notice that (once we allow the value ∞# ), the limit is guaranteed to exist since the 
sequence is weak increasing. For a general measurable function f , write −+ −= fff  
where both +f  and −f are weak non-negative and #-measurable, then define 
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Example . Let ]1,0[#)(

IR
x ∗=ℑ χ . Then )(xf  is itself a simple function, so 
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A #-measurable function f  on ],[ ba  is essentially hyper-bounded if there is a hyper-
finite constant R#∈η  such that η≤)(xf  #-a.e. on ],[ ba . The essential supremum of 
such a function f is the infimum of all such essential hyper-bounds η , written 
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Definition 2.5. Define Rpbap

## ],,[ ∈ℑ  to be the non-standard linear space of  
#-measurable functions f  on ],[ ba  for which 
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for ],1[ #∞∈p  and ],[# ba

∞
ℑ  to be the non-linear space of essentially hyper-bounded    

functions. Notice that #

p
o   on #

pℑ  is only a semi-norm, since many functions will for 

example have 0# =
p

f . Define an equivalence relation on #
pℑ by gf ~ if 

{ })()(|# xgxfRx ≠∈  is a null set. Then define ~/##
ppL ℑ=  the space of #

pL  functions. 
In practice we will not think of elements of #

pL  as equivalence classes of functions,  
but as functions defined #-a.e. A similar definition may be made of p-integrable 
functions on R# , giving the linear space )(## RLp . 
Theorem 2.1.The normed spaces ],[# baLp  and )(## RLp  are (#-separable) non-standard 
Banach spaces under the norm #

p
o . 

Theorem 2.2. If 111 −−− += pqr , then 
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 for any ## , qp LgLf ∈∈  . It follows that for any #-measurable f on ],[ ba , 
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In the theorem we allow p  and q  to be anything in ],1[ #∞  with the obvious  
interpretation of ∞#/1 . 
Note the “opposite" behaviour to the non-standard sequence spaces pp ll ##⊃ , Np #∈ , 
where we evidently saw that    
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Two easy consequences of Holder's inequality are the Cauchy-Schwartz inequality, 
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and Minkowski's inequality, 
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Theorem 2.3. Let ))(( xfn  be a sequence of #-measurable functions on a #-measurable 
set E  such that )()( xfxfn →  #-a.e. and there exists an integrable function )(xg  such 
that )()( xgxf ≤ #-a.e. Then 
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Let X  and Y  be two subsets of R# . Let A , B  denote the σ−# -algebra of #-Borel sets 
in X and Y  respectively. Subsets of YX ×  of the form { }2111 ,|),( ByAxyxBA ∈∈=×  
with AA ∈1 , BB ∈1 are called rectangles. Let BA×  denote the smallest σ−# -algebra on 

YX ×  containing all the #-measurable rectangles. Notice that, despite the notation, 
this is much larger than the set of all #-measurable rectangles. 
The #-measure space ),( BAYX ××  is the Cartesian product of ),( AX  and ),( BY . 
Let Xµ  and Yµ  denote Lebesgue #-measure on X and Y. Then there is a unique  
measure YX×λ on YX ×  with the property that )()()( BABA YXYX µµλ ⋅=×× for all  
 #-measurable rectangles BA× . This #-measure is called the product #-measure 
of Xµ  and Yµ and we write YXYX µµλ ×=× . The most important result on product 
 #-measures is Fubini's theorem. 
Theorem 2.4. If ),( yxh  is an integrable function on YX × , then ),( yxhx →  is an 
integrable function of X  for #-a.e. y , ),( yxhy →  is an integrable function of y  for 
#-a.e. y , and 
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III. Short proof for L. Carleson’s celebrated theorem and general criteria for  
      LC-property. 
 
Definition 3.1. Let ϕ  - is some statement about sets which is true in ZFC . We shall 
say that characteristic ϕ  is kept by #-mapping in strong sense, if statement ϕ#  is not 
paralogical. Let ϕ  is some statement about sets, which is true in ZFC . We shall say 



that characteristic ϕ  is kept by #-mapping in strong sense, if statement ϕ#  is not 
paralogical.  
Most characteristics of classical objects is not kept by #-mapping in strong point, i.e. 
becomes paralogical characteristics. Particularly, the orthogonality characteristic for 
the sequence of functions { } 21 Lf nn ∈∞

=  is kept by #-mapping in strong sense only for the 
special functions sequences, for instance, for { }∞=1exp( ninx  and is not kept in a general 
case. 
 
Definition 3.2.Lets suppose that there are general orthogonal series in space    
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We shall say that the general orthogonal series (3.1) (or sequence{ }∞=1)( iixf ) in space 

)(2 ΩL  is strong orthogonal series (sequence), if the following condition is executed:  
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Where 1•=ijδ , if ji = , and 0•=ijδ , if ji •≠ Nji #, ∈ . In other words it is said here that 
orthogonality persists in strong (non-paralogical) sense after using of #-mapping. 
Otherwise we shall say that sequence (orthogonal series 3.1) { }∞=1)( ii xf  is #-
paraorthogonal. For example, Haar's and Redemacher’s are paraorthogonal.  
 
 
Lemma 3.1. Sequence { }∞=1exp( ninx  is strong orthogonal. 
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Lemma 3.2. Sequence { } dd xZninx Τ∈∈ ,,exp(  is strong orthogonal. 
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could not be non-converted on the set of positive measure. Then trigonometric series 
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converts a.e. The proof of this theorem is executed analogous to theorem 3.1. 
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By the proof of theorem 3.1-3.2 only a characteristic of the strong orthogonality of 
trigonometric system was used. Like that the following theorem is true.  
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converts a.e. 
 
Lets remind a definition of some special orthogonal systems of functions. Jacoby’s 
polynomes ),;( βαxpn  are determined by the following formula [7]: 
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βα  is determined from equation 
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Sequence { }∞=1
),( )( nn xp βα  is orthogonal on ]1,1[−  with weight βα )1()1( xx +− . Particular 

cases 0== βα  and 2/1−== βα  correspond to Legandre and Chebyshev’s 
polynomes. 
Lemma 3.3. Sequence{ }∞=1

),( )( nn xp βα  is strong orthogonal on ]1,1[− с весом βα )1()1( xx +− . 
Proof. Using #-mapping to equality (3.3) we shall obtain  
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nJ  responds to equation 

              ])1()1([
2!
)1()()1()1( ##

#

#
),(### nn

n

n

n

n

n xx
xd

d
n

xJxx ++

•

•• +−
−

=+− βαβαβα
,       (3.6) 

and occupies a place of the polynome of degree Nn #∈ . We have to demonstrate that 
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Elementary equality: 
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Sequence (3.8) is called Chebyshev’s polynomes system. As it known, Chebyshev’s 

polynomes are orthogonal on ]1,1[−  with weight 2
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Strong orthogonality is not a sufficient condition for the presence of LC-property in 
orthogonal series (3.1) because #-paraorthogonal functions systems exist which, 
nevertheless, possess by LC-property. The simplest example of such a system is 
Haar’s system. Haar’s system is determined on interval ]1,0[  by the following way 
[7]: 1)()0(
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in the point of fracture the function )()( xk
mχ  is defined as arithmetical mean of its 

meanings which the function receives in intervals close to this point; in point 0  
function )()( xk

mχ  receives the same meaning that it received in interval )2/1,0( 1+m ; in 
point 1 function )()( xk

mχ  receives the same meaning that it received in interval 
)1,2/11( 1+− m . Haar’s system, as it known, is orthogonal   
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and Haar’s series of arbitral L - integrated function possesses by LC-property. At the 
same time non-standard function )()(# xj

mχ , )0()0(,, # >∧>∈ jmNjm , as it easily seen, is 
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and instead the condition of strong orthogonality (3.2) considerably more weak 
condition is executed 
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A cause of this fact is obvious and concerned with the circumstance, that logical 
conditions of the type (3.9) after using of #-mapping become paralogical statements in 

#ZFC . For example, formula ( ) ( ) ( )]1,2/1(2/1)2/1,0[ ∈∨=∨∈ xxx  of ZFC  theory, after 
using of #-mapping, transfers in formula ( ) ( ) ( )]1,2/1(2/1)2/1,0[ ### ∈∨=∨∈ xxx  of #ZFC  
theory. But such R#∈ξ  exist, for which statement ( ) ( ) ( )]1,2/1(2/1)2/1,0[ ### ∈∧=∧∈ ξξξ  
is true in #ZFC ; as a result function )()1(

0
# xχ  is !3 - dimensional in a standard sense on 

the set of the positive #-measure.    
By analogous way function )()(# xj

mχ  is !2 1+m -dimensional in a standard sense on the set 
of the positive #-measure. 
According to the fundamental D. Menshov’s theorem [8], for arbitral sequence { }∞=1nnc  

responding condition ∞<∑
∞

=1n
nc  there is orthogonal series )(~)(

1

xcx n
n

nΜΜ ∑
∞

=

 which 

disperses everywhere on )1,0( . In virtue of the main theorem, Menshov’s series )(xΜ  
could not be orthogonal in strong sense, but it is paraorthogonal. This fact is possible 
to prove directly too, after considering of the concrete structure of the sequence of 
non-standard functions { } NNKK

nn \, #
1

# ∈Μ = . 
Theorem 3.6. Let  
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let also characteristic (3.11) is kept by #-mapping, i.e. 
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Proof. From condition (3.11) it follows that 0)exp(
2

# ≈∑
=

inxf
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from where, taking into account the condition (3.12), we have 
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Taking into account the condition (3.13), as a result of elementary calculations, we 
obtain 
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from where the theorem confirmation follows. 
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