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Abstract
I address the worry that reflective equilibrium is too weak as an account of justifi-
cation because it fails to let differing views converge. I take up informal aspects of
convergence and operationalise them in a formal model of reflective equilibrium. This
allows for exploration by the means of computer simulation. Findings show that the
formal model does not yield unique outputs, but still boosts agreement. I conclude
from this that reflective equilibrium is best seen as a pluralist account of justification
that cannot be accused of resulting in an “anything goes” relativism.

Keywords Reflective equilibrium · Convergence · Formal modelling · Simulation
study

1 Introduction

Reflective equilibrium (RE for short) is a prominent account of justification that sur-
faces in methodological discussions in many fields of philosophy. Although the term
was coined by Rawls (1999), the idea can be traced to Goodman (1955). Very roughly,
the idea of RE goes as follows: an agent starts with their initial commitments (“judg-
ments”) about a subject matter. In an attempt to systematise their commitments, the
agent comes up with a theory (“principles”) that accounts for the commitments. In
a process of mutual adjustments, the agent revises the theory and the commitments
in light of each other, striving to establish coherence among them. Typically, a state
of reflective equilibrium is characterised in terms of coherence, e.g. by saying that
commitments and theory “fit together”, which is accomplished through consistency
and inferential relations.1 Supposedly, being held in a state of RE is what justifies the
commitments as well as the theory.

1 Clearly, “equilibrium”, “coherence” or “adjustment” remain vague in this rough sketch of RE. For an
elaborate account of RE that spells out six conditions on equilibrium states, see Rechnitzer (2022a, pp.
18–36) and references therein.
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Let us focus on the predominant picture of a process of equilibration leading to a
state of equilibrium. This simplistic sketch of RE makes clear that RE does not start
from nowhere. Inputs need to be provided to get the process of equilibration off the
ground. But if agents set out from different starting points, how do the outputs of
their equilibration processes relate? Do they reach the same output, or outputs that are
sufficiently similar, such that we may speak of convergence?

The questions surrounding convergence in RE have emboldened critics who object
to RE on the basis of a suspected lack of convergence or even the fostering of disagree-
ment. No-convergence objections to RE are a prominent line of criticism that can be
traced to the early replies to Rawls (e.g., Singer, 1974, p. 494), and the objection has
been urged again and again since that time.

Most critics proceed by arguing that substantial differences in the starting points
survive the process of equilibration and are preserved in the state of equilibrium
because RE is overly conservative (Singer, 1974; Strong, 2010; Kelly & McGrath,
2010; de Maagt, 2017; Brandt, 1979; Dutilh Novaes, 2020). Other critiques do not
rely on such initial differences, insisting instead that differences can arise during the
equilibration process leading to divergent equilibrium states. In this regard, Bonevac
(2004) and McPherson (2015) argue that equilibration processes are path-dependent
due to the order of operations or the underdetermination of admissible adjustments.

The spectre of no-convergence is presented as a problem for the justificatory power
of RE for various reasons, all of which may be summarised by the worry of Kelly
and McGrath (2010) that RE is too weak as an account of justification. Divergent
outputs reveal that RE has overly pluralistic implications. In its most extreme voicing,
RE is suspected to border upon an “anything goes” relativism (de Maagt, 2017, p.
450; Haslett, 1987, p. 311). If the justificatory power of RE is staked upon its ability
to produce epistemically desirable features that are commonly understood to be at
odds with divergence, e.g., moral objectivity (de Maagt, 2017), then this is a serious
problem. Moreover, critics fault the method of RE for not being useful in practice.
Given the possibility of divergent equilibria, RE supposedly does not offer any means
to resolve disagreements (Brandt, 1979, p. 22; Little, 1984, p. 383; de Maagt, 2017,
p. 451).

Proponents ofRE take the threat of no-convergence seriously. Extensions of the sim-
plistic idea ofRE, such as the inclusion of background theories intended to lead towards
a conception of “wide RE”, can be seen as an attempt to make disagreement more
“tractable” (Daniel, 1979, p. 262). Still, Tersman (2018, p. 7) finds no-convergence to
be the “most troubling” objection.

Due to the highly general level at which it has tended to be discussed, descriptions
of RE have remained largely as a metaphor (Hahn, 2000, 2004), and thus presented
an elusive target for objections. This made it difficult to provide thorough assessments
of the justificatory power of RE based on more than just metaphorical descriptions.
Consequently, the treatment of convergence in RE and objections to it was left vague
as well. At best, critical stances are based on plausibility considerations that draw
from the formal framework of belief revision theory (Bonevac, 2004), or from the
Bayesian literature (Kelly & McGrath, 2010). However, these considerations rest on
general frameworks of belief change and do not stem from precise, formally worked
out accounts of RE.
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The aim of this paper is to address in a precise way three aspects of convergence that
surface in the literature on RE.We can frame these aspects as questions: Does RE yield
a unique output? Does RE promote agreement? Does RE allow for “anything” goes?
In my answers, I aim to go beyondmere speculation or plausibility considerations. For
this purpose, I explore the results of RE simulations on the basis of a formal model,
which fleshes out the main traits of RE, and goes beyond metaphorical descriptions.

The work is organised as follows: First, I introduce the formal model and pro-
vide information about the simulations (Sect. 2). In Sects. 3, 4 and 5, I separately
address the three aspects of convergence under the rubric of background-method-
results-discussion. Thefinal part (Sect. 6) serves to draw lessons for the informal debate
about RE, discuss the limitations of the simulation study, and provide an outlook for
further research. Some of the more technical details and robustness considerations are
relegated to the appendix.

2 How to simulate reflective equilibrium

2.1 A formal model of RE

In order to overcome the vagueness that besets the general discussion about RE, I resort
to a model provided by Beisbart et al. (2021), which represents key components of
RE formally, comes equipped with a mathematically operationalised axiology of RE
states, and provides rules for going through a process of mutual adjustments. Figure1
illustrates the central components of the formal model, which draws on elaborate
accounts of RE developed by e.g., Elgin (1996, 2017), and Baumberger and Brun
(2017, 2021).

The epistemic state (C, T ) of an agent consists of a set of commitments C and a
theory T . Both components are represented as positions in the framework of dialectical
structures (Betz, 2010, 2012), but it suffices to think of positions as sets of accepted
sentences. The sentences stem from a finite pool of sentences S, which is closed under
negation. S is part of a dialectical structure τ , which also includes a set of deductively
valid arguments A. We can interpret the dialectical structure to form the background
of an RE inquiry. The sentence pool delineates a subject matter, and the deductively
valid arguments are assumed to “comprise not just the valid arguments, but also the
arguments that are valid given the relevant background theories” (Beisbart et al., 2021,
p. 460).

Aposition isminimally consistent if and only if it does not contain flat contradictions
(i.e., a sentence and its negation). On top of that, the arguments of the dialectical
structure allow us to define a more demanding notion of consistency. A position is
dialectically consistent if it isminimally consistent and satisfies all inferential relations
that arise from the arguments of a dialectical structure. Sets of commitments are
required to be minimally consistent, and theories must be dialectically consistent.

The following example illustrates the above definitions. The sentence pool consists
of four elements, a small subset of Rechnitzer’s (2022b) reconstruction of the famous
article on trolley cases by Thomson (2008).
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Fig. 1 Illustrative diagram of the formal model of RE provided by Beisbart et al. (2021). The epistemic
state, which consists of a set of commitments and a theory, is subject to operationalised desiderata for RE
states (bold arrows). Rules for alternating adjustments of commitments and theory specify a process of
equilibration that sets out from initial commitments

s1 : The judge must not frame an innocent person and have her executed to save five
hostages from being killed by rioters.

s2 : The bystander at the switchmay divert the trolley so that one workman dies instead
of five.

s3 : The bystander on the bridge must not shove the fat man in front of the trolley in
order to save the five workmen on the track.

s4 : PersonA must let five die if saving them requires killing PersonB.

s4 stands in deductive inferential relations to the other sentences, forming the argu-
ments of a dialectical structure. Inferences can be expressed as formulas: s4 →
s1, s4 → ¬s2, and s4 → s3. The set of initial commitments C0 = {s1, s2, s3} is
minimally and dialectically consistent. The dialectical closure of theory T = {s4} is
T = {s1,¬s2, s3, s4}. However, C0 and T are not dialectically consistent with each
other due to the commitment s2 and its negation as a consequence of s4. The con-
flict could then be resolved in various ways, e.g., by revising the commitments or by
adopting a different theory, which could lead to divergent equilibria.

Being able to resolve conflicts in different ways indicates that an agent needs to
balance multiple epistemic desiderata. Desiderata are directed at the components of
an epistemic state, come in degrees, and can “pull” in different directions. The bold
arrows in Fig. 1 stand for three epistemic desiderata that are included in elaborate
accounts of RE. At the center, we have account. The corresponding measure A(C, T )
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operationalises how well the commitments C fit to what is inferable from the theory
T given the dialectical structure τ .2

On the right hand side of Fig. 1, there is the desideratum of systematicity. A theory
should “do justice to epistemic goals” in order to systematise the commitments (e.g.,
Baumberger & Brun, 2021, p. 7928). The operationalised measure S(T ) depends on
the number of elements of a theory and the number of sentences that can be inferred
from it.

Finally, there is the desideratum of faithfulness on the left hand side in Fig. 1. It can
be motivated by the view that the current commitments should “respect” the initial
commitments by not changing the topic, or that a “tie” to credible or tenable initial
commitments contributes to the justification of the resulting state (Beisbart et al.,
2021, p. 447). F(C |C0)measures the closeness of current commitmentsC and initial
commitments C0.

Trade-offs between desiderata are modelled in an achievement function that aggre-
gates the weighted measures.

Z(C, T |C0) = αA · A(C, T ) + αS · S(T ) + αF · F(C |C0),

where αA, αS and αF are real-valued numbers between 0 and 1 that sum up to 1. The
achievement function assigns to every epistemic state (C, T ) a value of “overall better-
ness” relative towhat I call an epistemic situation of an agent, i.e., a dialectical structure
τ , a set of initial commitments C0, and a configuration of weights (αA, αS, αF ).3 The
epistemic situation captures the subject matter of inquiry, its background, and the
means to handle trade-offs between epistemic desiderata. A global optimum relative
to an epistemic situation is a state (C, T ) such that there is no other epistemic state
that performs strictly better according to Z than (C, T ).

Is a global optimum according to the achievement function a state of RE? Beisbart
et al. (2021, p. 449) propose additional optimality conditions on epistemic states taken
from the literature on RE. For the present project, only the strongest condition is
relevant:

(FEA) The theory fully and exclusively accounts for the commitments.

Formally, (FEA) requires that the commitments coincide with what can be inferred
from the theory given the arguments of the dialectical structure. This leads to the
following definition of a full RE state:

(Full RE state) An epistemic state (C, T ) is a full RE state (relative to an epistemic
situation) if and only if (i) it is a global optimum according to the
achievement function Z , and (ii) the theory fully and exclusively
accounts for the commitments (FEA).

The formal model also gives explicit rules for a process of equilibration that sets out
from the initial commitments C0. In an alternating fashion, theory and commitments

2 For formal details of all measures, see Beisbart et al. (2021, pp. 464–466).
3 Beisbart et al. (2021) report global optima and full RE states relative to initial commitments as the
dialectical structure and the configuration of weights are held fixed. In contrast, I will vary structures and
configurations as well.
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are adjusted to optimise the achievement function until a stopping condition is met
(for details, see Beisbart et al. (2021), p. 449). An epistemic state that results from
the equilibration process is called a fixed point. In contrast to global optimisation, an
equilibration process only considers a small fraction of all epistemic states, and hence
can be seen as a “heuristic” in the sense of being a non-exhaustive search. Simulation
results presented by Beisbart et al. (2021, p. 455) indicate that equilibration processes
are quite successful in reaching global optima or even full RE states.

In the trolley example, an RE process starting from C0 = {s1, s2, s3} given the
configuration of weights (αA, αS, αF ) = (0.55, 0.35, 0.10) results in a fixed point
consisting of T = {s4} and C = {s1,¬s2, s3, s4}. This fixed point is a full RE state
because it is globally optimal according to the achievement function and satisfies
(FEA).

2.2 The simulations

The formal model allows for implementation as a computer program.4 To get simula-
tions running, simulation setups need to be provided, which correspond to an epistemic
situation, i.e., a sentence pool and arguments that form a dialectical structure, a set of
initial commitments and a configuration of weights.5

It is desirable to have a sample that includes many different simulation setups, but
computational limitations require a trade-off between the number of dialectical struc-
tures, the number of initial commitments, and the number of weight configurations.

I will use the “two-point ensemble” to compare pairs of equilibration processes
in Sects. 3 and 4. It comprises 13,000 dialectical structures, which do not involve
contentful sentences, but propositional variables and randomly generated arguments.6

For each dialectical structure, two random sets of initial commitments have been
generated.7 This results in 26,000 simulation setups.

The “full-spectrum-ensemble” is designed to investigate the allegation of “anything
goes” (Sect. 5), which often takes off from the assumption that there are many and
drastically different inputs. The idea of maximally diverse initial commitments can
be operationalised by setting up RE simulations from the full spectrum of initial
commitments, which consists of all non-empty and minimally consistent positions.
For example, there are 37 − 1 = 2,186 non-empty positions that can serve as initial
commitments for a sentence pool size of 7. In order to accommodate this high number

4 In contrast to the original implementation in Mathematica (Beisbart et al., 2021) we developed a Python
implementation, which is available at https://github.com/debatelab/tau and https://github.com/debatelab/
rethon.
5 Note that other specifications of the formal model, such as the achievement function Z , its contributing
measures, or penalties therein, are held fixed (c.f. Beisbart et al., 2021, p. 465f).
6 The random generation ensures that the resulting dialectical structure is minimally orderly. The structures
have a sentence pool of size 7, and 5−8 arguments consisting of 1−2 premises and a conclusion. The
arguments are jointly satisfiable, they are not question-begging by repeating the conclusion among premises,
they avoid flat contradictions, and they do not use the same premises for different conclusions.
7 The sets of initial commitments are also randomly chosen, but it is ensured that they consist of at least
three sentences, and that the number of sentences, about which positions of a pair differ, are spread out
evenly instead of being normally distributed.
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Table 1 The ensembles of simulations covering different variations of parameters for data generation that
arise from a trade-off between the number of dialectical structures and the number of initial commitments

Ensemble name “Two-point” “Full-spectrum”

Weight configuration (0.55, 0.35, 0.10) (0.55, 0.35, 0.10)

Sentence pool size 7 7

Dialectical structures 13,000 30

Initial commitments 2 2, 186

Simulation setups 26,000 65,580

of initial commitments, the second ensemble includes fewer structures (30). Table 1
presents a summary of these parameter settings and the resulting number of simulation
setups.8

The computer implementation of the formalmodel is able to determine fixed points,
global optima and full RE states froma simulation setup. This raises the questionwhich
of the three are most relevant to the project at hand. Let me make a case for why I
think that it is important to focus on full RE fixed points, i.e., epistemic states that
are reached from a simulation setup through a process of equilibration, such that the
resulting state is globally optimal according to the achievement function, and such
that it satisfies (FEA).

The process of equilibration is an imperfect procedure, i.e., it does not guarantee
that its outputs meet a process-independent “criterion of correctness” (c.f. Elgin, 1996,
p. 4). This also obtains for the formal model. Some fixed points do not qualify as full
RE states because they are not globally optimal, or because they do not satisfy (FEA).
Arguably, justification, as a matter of yes-or-no, requires one to be in a state of full
RE. Otherwise, there is room for improvement. Concerning convergence, it is most
interesting to examine whether agents can reach divergent outputs that are justified.
Less-than-ideal outputs cannot be used to build a case against RE if problematic
features of RE outputs can be blamed on their shortcomings. However, it would be a
problem if the “best” outcomes of RE, full RE fixed points in the case of the model,
exhibited objectionably non-convergent behaviour.

There is also a practical upshot of considering only full RE states. Commitments
are fully and exclusively accounted for by the theory (FEA). Consequently, we can
look at the commitments as representative of an epistemic state. This simplifies the
presentation of results considerably.

In view of my focus on full RE fixed points, I use the configuration (αA, αS, αF ) =
(0.55, 0.35, 0.10), which resulted from a grid search across the parameter space. The
objective of this search was to achieve full RE fixed through equilibration processes
points from simulation setups (see Appendix B for details on the selection of weights
and robustness considerations).

8 Raw data and exploratory notebooks including interactive plots are retrievable from https://doi.org/10.
5281/zenodo.8402881.
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3 Does reflective equilibrium yield a unique output?

3.1 Background

Convergence to a unique output is the most straightforward entry point to explore
convergence in anRE setting. Rawls (1999, p. 44) raises the question of unique outputs,
but refuses to speculate about it.

In a forceful attempt to show that RE is too weak as an account of justification,
Kelly and McGrath (2010, p. 337) distinguish between intrapersonal and interper-
sonal convergence, i.e., whether i) an individual agent with a single starting point,
or ii) a group of agents with different starting points reach a unique output, respec-
tively. Uniqueness in the intrapersonal case is a necessary but insufficient condition
for interpersonal convergence.

Note that we could also subsume intrapersonal convergence as a special case under
interpersonal convergence in a group of agents that share the same starting point. In
this case, the question is whether agents can reach different outputs even though they
set out from the same starting point.

Kelly andMcGrath (2010) grant intrapersonal convergence for the sakeof argument,
and reject interpersonal convergence subsequently. Here, however, I would like to
dwell a little more on the former; for if it turns out that intrapersonal convergence
does not hold in the first place, we do not need to bother investigating interpersonal
convergence on a unique output.

3.2 Methods

Intrapersonal convergence to a unique output can be tracked easily in the formal
model and its computer implementation. As it stands, the formal model does not
implement interactions between agents. Epistemic states of other agents are not taken
into consideration at any point in an equilibration process. Hence, we have a model
of agents that engage in an intrapersonal process of equilibration.

Intrapersonal convergence might not obtain in the formal model for the following
reason: Even if the model is provided with a dialectical structure, a configuration of
weights and some initial commitments, some adjustments during the process of equi-
libration may be underdetermined. There may be multiple candidates in an adjustment
step that perform equally well according to the achievement function. By design, such
ties are resolved with random choices that cause an equilibration process to branch
out. If we track every branch of an equilibration process, we can examine whether
they lead to different fixed points.9

Similarly, multiple global optima can arise from ties within the achievement func-
tion. Consequently, the model might produce multiple fixed points that qualify as full

9 Note that the underdetermination of adjustments is the only form of path-dependency in the formal
model. An equilibration process proceeds by semi-global optimisation, i.e., the evaluation of all the-
ory/commitments candidates in a theory/commitments adjustment step. There are no series of adjustments
of individual elements in a position whose order could become relevant.
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Fig. 2 Relative shares of individual simulation setups (intrapersonal convergence) and paired setups (inter-
personal convergence) that result in a unique full RE fixed point. Grey bars depict the relative share of (pairs
of) simulation setups that yield more than one output

RE states from a single simulation setup. In this case, the formal model would not
exhibit intrapersonal convergence to a unique output.

Interpersonal convergence of two agents can be studied by considering the pairs of
simulation setups in the two-point-ensemble (two sets of initial commitments in the
same dialectical structure). If both simulation setups exhibit intrapersonal convergence
to a unique full RE state, do they reach the same output?

3.3 Results

In the two-point-ensemble, 13,621 (out of 26,000) simulation setups yield at least one
full RE fixed point. Of those, 10,440 result in a unique output. There are 2,444 paired
simulation setups in the two-point-ensemble that both yield exactly one full RE fixed
point. Of those, 648 pairs reach the same output. Figure2 depicts the relative share of
(pairs of) simulation setups that yield a unique output.

3.4 Discussion

The formal model achieves intrapersonal convergence in relatively many cases. In
these cases, the formal model restricts adjustments and states so as to narrow down
the range of options to a unique output. The occurrence of interpersonal convergence
to a unique output from a pair of simulation setups in roughly a fourth of cases is
respectable given the random generation of dialectical structures and sets of initial
commitments
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However, there are cases where intrapersonal and, even more so, interpersonal con-
vergence do not obtain. Moreover, the comparison of individual to pairs of simulation
setups reveals a substantive decrease in the relative share of (pairs) of simulation setups
that converge to a unique output. Presumably, the model preserves some differences
between the paired sets of initial commitments throughout the process of equilibra-
tion. One has to expect that consideringmore than two simulation setups would further
erode the prospects of achieving interpersonal convergence to a unique output.

Of course, one could try to impose additional constraints in an attempt to reach
unique outputs. For example, one could lower the weight for faithfulness even further
or require substantial overlap in pairs of sets of initial commitments. However, I doubt
whether such attempts could keep up with the intricacies of de-idealised, informal
RE settings. First of all, realistic examples would contain more than seven sentences.
Take for example Rechnitzer’s detailed application of RE to the justification of a
precautionary principle (Rechnitzer, 2022a), which involves easily more than one
hundred elements. Transferring these elements to sentences in the present formal
framework would yield more than 3100 (515 septilliard) positions. Apart from not
being computationally feasible, such an example bears exponentially more potential
for ties, and hencemight result inmuchmore outputs.Moreover, in an informal setting,
there are no ready-made numerical measures to evaluate epistemic states according to
RE desiderata or straightforward solutions to handle trade-offs. Such complications
might also contribute further to the multiplication of path-dependent results.

At somepoint, it becomes doubtfulwhether the constraints needed to ensure unique-
ness would yield even remotely plausible constraints that would be insightful for
informal applications of RE. Given the present results in a highly simplified and ide-
alised formal model of RE, the hopes are very dim that RE in an informal setting could
do better.

Amore promisingmove is to admit that uniqueness is too stringent as a condition for
convergence on RE. Uniqueness demands complete coincidence among outputs. This
blocks the view of more subtle forms of agreement. As a consequence, the failure to
produce a unique output gives us motivation to adopt a pluralist stance on justification
with RE, as some authors already do, e.g., Elgin (1996, p. 135) or Rechnitzer (2022a,
p. 236).

4 Does RE promote agreement?

4.1 Background

Instead of the uniqueness condition, we might look for a more lenient understanding
of convergence in terms of “agreement” and its cognates. These notions are already in
use in the literature on RE. Daniels (1979, p. 274) relates agreement to objectivity and
convergence.Nielsen (1982, p. 293) describesRE as amethod to achieve progress from
disagreements about some initial commitments to intersubjective agreement. DePaul
(2013, p. 4474) suggests that wide RE offers the means to achieve a “greater degree of
agreement” among agents. Taking a critical stance towards RE, multiple outputs fail
to converge if they do not fall into “a cluster of similar theories” (McPherson, 2015,
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Fig. 3 Agreement among groups
of inputs (horizontal axis) and
groups of outputs (vertical axis).
Agreement increases in the
directions of the arrows. The
diagonal, dashed line indicates
parity between initial and output
agreement

p. 663), or if they are “different” (Singer, 1974, p. 494), “radically different” (Kelly,
2010, p. 339) or “conflicting” (de Maagt, 2017, p. 450).

Unfortunately, “(dis)agreement” and its cognates are highly vague notions. On
many occasions, they remain undefined, and gradual and categorical readings are not
distinguished from one other.

There is a notable exception, however, which offers a fruitful starting point for
formalisation: Tersman (1993) distinguishes between two “systems” of beliefs being
incompatible and differing from each other. According to him, two systems A and B
are incompatible if A contains an element p such that there are elements in B that
jointly imply that p is false (Tersman, 1993, p. 84). In contrast, two systems A and B
differ if A contains an element that is not in B, or vice versa (Tersman, 1993, p. 105).
As A and B may differ with respect to more or less elements, difference becomes a
gradual notion.

Let us assume for the moment that we have a gradual notion of agreement at
hand that is applicable to groups of inputs and outputs.10 We can compare initial and
output agreement for a group of inputs and their resulting outputs. We may speak of
convergence to some extent if there is more agreement among the outputs than initial
agreement among the inputs.

Figure 3 displays the basic setting to spell out convergence in terms of initial
and output agreement. The dashed line indicating parity between initial and output
agreement separates the space into two regions. Convergence to some extent comes
about if output agreement is higher than initial agreement in the upper, non-shaded
area. In the lower, shaded region, output agreement does not exceed initial agreement
or may even be lower than it.

Note that we could also convey convergence to unique outputs as a limiting case in
this setting. If full agreement is reached if and only if the inputs converge to a unique
output, then convergence to unique outputs would be a horizontal line at the very top
of Fig. 3.

If RE fails to yield convergence in terms of increasing agreement, we should expect
to see that RE ends up in the shaded region of the above figure in many cases.

10 Note that the same could be done for the categorical notion of compatibility. This would result in
four cases, one for each combination of compatible or incompatible initial commitments and outputs.
No-convergence would lead us to expect that mostly incompatible outputs are reached.
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4.2 Methods

Tersman’s treatment of incompatibility and differences translates very well to the
framework of the formal model. Compatibility amounts to the requirement that posi-
tions are consistent with each other given the arguments of the dialectical structure.
Given a dialectical structure, two positions are dialectically compatible if and only if
their set-theoretic union is dialectically consistent. In such cases, agents could aggre-
gate their individual outputs of RE, e.g., by taking the union of their commitments,
without running into contradictions. So construed, compatibility is a categorical feature
of positions. It does not take the number or the severity of conflicts into consideration.

We can complement compatibility by a gradual notion of similarity between posi-
tions on the more fine-grained level of sentences. In the present framework, we can
measure the difference between two positions on the level of sentences by a so-called
weighted Hamming distance (see Appendix A for details). Reversing this measures
operationalises similarity between positions.

The two-point-ensemble is suitable to investigate compatibility and similarity, as
the operationalised measures can be applied to the paired sets of initial commitments
as well as the outputs. This leads to the following setup to extract results from the
data:

I restrict the two-point-ensemble to pairs of simulation setups (two sets of initial
commitments in the same dialectical structure) that both yield at least one full RE
fixed point. For pairs of sets of initial commitments we determine how many of them
are dialectically compatible. Moreover, we calculate the similarity between positions
of each pair of inputs.

As we have seen in the previous section, we need to account for the formal model
producing multiple full RE fixed points per simulation setup. First, we form pairwise
combinations between all full RE fixed points reached from the first and the second
set of initial commitments from a pair of simulation setups.11 After this pairing, we
determine how many of the output pairs are compatible, and calculate the similarity
between the position of each pair.

4.3 Results

There are 3,940×2 paired simulation setups in the two-point-ensemble that both yield
at least one full RE fixed point. After pairingmultiple full RE fixed point commitments
from pairs of simulation setups, we arrive at 7,368 pairs of outputs.

Figure 4 gives a visual impression of the following results concerning compatibility.
The relative share of compatible pairs of initial commitments is 0.07 (517 pairs),
indicating that the randomly chosen initial commitments are incompatible most of the
time.12

11 The order does not matter as compatibility and similarity are symmetrical.
12 Recall that the formal model does not require a set of initial commitments to be dialectically consistent.
The relatively high share of incompatible pairs of sets of initial commitments is due to the fact that two
positions are automatically incompatible if at least one of them is dialectically inconsistent.
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Fig. 4 Relative share of compatible pairs of positions for initial commitments and full RE fixed points.
Bands between the bars indicate the “flow” between inputs and outputs

The relative share of pairs of full RE fixed commitments is substantially boosted to
0.31 (2,260 pairs). Moreover, we can examine the “flow” between inputs and outputs.
Most of the compatible pairs of initial commitments yield compatible pairs of outputs
(relative share 0.83). Only a small portion of compatible input pairs yield incompatible
pairs of outputs (relative share 0.17). A notable amount of incompatible inputs yield
compatible outputs (relative share 0.27).

For similarity, the outputs have been divided into bins according to initial similarity,
allowing us to plot the output similarity against these bins, as shown in Fig. 5. The
boxes cover the middle 50 percent of ordered values, the interquartile range (IQR).
The whiskers attached to the box have a maximal length of 1.5 · I QR (or are restricted
to themost extreme actual values covered by them). Every value outside of the box and
the whiskers is treated as an outlier represented by a dot. The horizontal line between
the notches of a box indicates the median, the middle value in an ordered data set. It is
more robust with respect to outliers and skew than the arithmetic mean. The notches
indicate the 95% confidence interval, conveying a rough visual indicator of significant
differences (McGill et al., 1978).

This leads to the following observations: The median similarity among pairs of
full RE fixed point commitments is slightly, yet mostly significantly higher than the
similarity between the pairs of sets of initial commitments that served as inputs to
produce them. Moreover, this boost of output similarity is roughly proportional to the
initial similarity, but slightly more pronounced for low values of initial similarity.

4.4 Discussion

The formal model of RE promotes agreement to some extent. Concerning com-
patibility, the model is able to preserve compatibility from inputs, and to establish
compatibility in a substantial amount of incompatible pairs of inputs.
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Fig. 5 Plotting output similarity against initial similarity bins. The grey, dashed line indicates parity between
input and output similarity

This result does not show that agents reach the same outputs. However, if their initial
commitments are incompatible and they can aggregate their compatible fixed point
commitments without running into contradictions, this can nonetheless be understood
as a form of convergence. The agents reached agreement on the sentences that they
both accept or reject. The remaining differences can be traced to commitments that
one agent accepts or rejects, while the other agent remains silent on them.

The small relative share of compatible pairs of inputs that lead to incompatible
outputs arises from the following situation. There are cases in which the only theories
that account for the union of the sets of initial commitments are highly unattractive
according to the measure for systematicity. Consequently, both agents choose better-
performing theories that are immediately incompatible with each other. The rest of the
equilibration proceeds by adjustments of commitments that “pass down” the incom-
patibility to the commitments before the agents settle on their respective fixed points.

Agreement, spelled out as similarity on the level of sentences, is on average slightly
increasedover inputs. Themore agents start fromsimilar initial commitments, themore
they tend to reach similar outputs.

This is more than what the no-convergence objections would lead us to expect.
In comparison to Fig. 3, if agents did not converge we would have expected that the
results would tend to fall below the dashed line in Fig. 5. Now, though, we must face
the question whether this is sufficient agreement. This, however, will have to be a
subject for future discussion in the informal debate about RE, as critics thus far are
silent on this point.

I suppose that the inclusion of systematicity into the formal model explains why
the formal model is able to boost agreement. Systematicity restricts candidate the-
ories in adjustment steps to those which strike a good balance between containing
few sentences (simplicity) and entailing many (scope). The restriction of candidate
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theories translates to a reduced potential for incompatibility and dissimilarity. This
is underwritten by additional simulations for low and high values of systematicity in
Appendix B, which, for example, result in low and high relative shares of compatible
outputs (Table 2), respectively. This is an important additional result. Some propo-
nents of RE take systematisation to be the “key driver” of equilibration (Baumberger
& Brun, 2021, p. 7928), but it seems to me that critics often underestimate this aspect
of RE.

5 Does reflective equilibrium allow for “anything goes”?

5.1 Background

Sometimes, RE faces the charge of “anything goes”, which takes the no-convergence
objection to the extreme. The worry is that the weakness of RE is so pronounced that
virtually anything could be justified as (an element of) an RE output. Surveying the
literature on RE reveals that we should distinguish at least between two claims about
“anything goes” which are directed against RE on two different levels. On the level of
sets of sentences, the objection goes that there might be as many outputs as there are
inputs (deMaagt, 2017, p. 450). More precisely, the claim seems to be that the number
of different sets of initial commitments is roughly equal to the number of different
sets of resulting commitments. Other authors discuss “anything goes” on the level of
individual sentences, which amounts to the following claim: For every belief p that
is justified to some degree in light of cohering with a set of beliefs, there is another
set of beliefs for which the negation of p is equally well justified (Tersman, 1993,
p. 103) (see also (Elgin, 1996, p. 142)). “Anything goes” on the level of sentences is
more fine-grained than on the level of sets because the former could occur even in
the absence of the latter. Even if RE evaded “anything goes” on the level of sets by
producing only few outputs, the outputs could still allow for “anything goes” on the
level of sentences.

5.2 Methods

The full-spectrum-ensemble is suitable to study “anything goes” as it operationalises
agents that start frommaximally diverse initial commitments in a dialectical structure.
Again, outputs are restricted to full RE fixed points. I analyse whether “anything goes”
holds in each of the 30 randomly generated structures separately, and subsequently
report averages across the structures.

“Anything goes” on the level of sets can be operationalised straightforwardly as
a comparison between the number of sets of initial commitments and the number of
different sets of output commitments. If “anything goes” holds, we cannot expect to
see a substantial reduction in numbers between inputs and outputs.

How are we to check whether “anything goes” holds on the level of sentences? We
distinguish two cases according to how the inputs are grouped. First, we can take the
full spectrum of initial commitments and form a single group of all outputs. For this
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groupof outputs,we iterate through every position andkeep track of every sentence that
occurs. If every sentence from the sentence pool as well as its negation occur at least
once, we say that the outputs cover the entire sentence pool, in which case “anything
goes” obtains on the level of sentences. Second, we can look at initial commitments
individually, and see whether there is a simulation setup that yields multiple outputs
that jointly cover the entire sentence pool.

5.3 Results

On the level of sets, a drastic reduction between the number of input and output
positions is apparent. This is illustrated in Fig. 6 for one dialectical structure from
the full-spectrum-ensemble. From 2,186 different, minimally consistent positions that
serve as initial commitments, 1,143 reach at least one full RE fixed point through a
process of equilibration in this example. There are 22 different sets of fixed point
commitments that “attract” a median number of 23 sets of initial commitments (IQR:
18−58).

Across all 30 dialectical structures of the full-spectrum-ensemble, the median num-
ber of different sets of initial commitments that yield a full REfixed point is 870 (I QR:
600−1,024), and the median number of unique such outputs is 22 (IQR: 20−24).

Let us turn to “anything goes” on the level of sentences. First, for collecting the
outputs from the full spectrum of initial commitments in a single group, the data
reveals that s and ¬s occur as a commitment in some full RE fixed point for every
sentence s in all dialectical structures. Take for example the outputs of Fig. 6. Each
sentence as well as its negation occur in the commitments of a full RE fixed point.
Thus, we have an example of a dialectical structure in which the group of outputs
covers the entire sentence pool. Second, if we look at all outputs for individual sets of
initial commitments, 8 of 30,879 individual simulations produced a group of multiple
outputs that covered the entire sentence pool (relative share: 0.0003).

5.4 Discussion

The formal model drastically reduces the number of unique outputs in comparison to
the number of inputs. I suppose that this dispels DeMaagt’s worry that there might be
as many outputs as there are inputs. “Anything goes” does not obtain on the level of
sets. Requirements and desiderata that are drawn from informal accounts of RE and
implemented in the formal model thus sift out positions drastically.

On the level of sentences, there are two results that arise from grouping the outputs
by guaranteeing either no or full agreement of inputs. Concerning the latter, we noticed
in Sect. 3 that there is some leeway that may lead to multiple outputs from individual
simulation setups. The present result establishes that, in extremely rare cases, there is
enough room to allow for “anything goes” on the level of sentences when agents start
from the same initial commitments.

Still, in every examined dialectical structure, sufficiently diverse sets of initial
commitments reach outputs that cover the entire sentence pool, and hence allow for
“anything goes” on the level of sentences.
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Fig. 6 Each line connects a set of initial commitments from the full spectrum (left side) to the commitments
of a full RE state reached through a process of equilibration (right side). The lines are coloured according to
the sets of initial commitments ordered on a purely nominal scale. Thus, vertical height differences are, in
general, not indicative of how much positions (dis)agree. Note that I use integers (1, 2, . . . , n) to represent
sentences instead of lower-case roman letterswith indexes (s1, s2, . . . , sn ) for the sake of simplicity.Negated
sentences (¬si ) are notated as negative integers (−i)
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Let me explain why I think that this result is not problematic for RE. I presume
that differences in equilibria can be traced to differences in the epistemic situations
of agents. In contrast to the equilibration process in the formal model, which termi-
nates whenever the stopping condition is met, even “wider” RE does not stop there.
Scanlon (2003, p. 152f) and Tersman (2018, p. 7) stress the importance of taking
known disagreements among different agents into account as they may disrupt the
ever-provisional equilibria. If a group of agents reaches drastically different outputs,
they should be suspicious of whether they all are in a state of equilibrium, and hence
evaluate their current state in view of the others. This may lead to further revisions.

The present model does not allow agents to interact with each other during equili-
bration or to react to reaching different outputs. This opens up a series of interesting
questions for further research in formal models of RE. Which mechanisms can model
such interactions or reactions? Do they lead to more consensus or polarisation among
groups of agents?

6 Conclusion

Exploring simulations has revealed that the formal model of RE does not behave as
no-convergence objections would lead us to expect. Moreover, the results meet the
expectations of proponents of RE:

[Wide reflective equilibrium] has resources that might lead inquirers toward a
greater degree of agreement. Nevertheless, it seems most reasonable to expect
that, in the end, [wide reflective equilibrium] will produce convergence upon a
small number of alternative moral views with significant differences rather than
convergence on a single view. (DePaul, 2013, p. 4474)

The formal model does not always reach intra- or interpersonal convergence to a
unique output, but it promotes agreement to some extent, and the threat of “anything
goes” can be kept at bay effectively.

I take this to be good news for proponents of RE. For the first time in the debate
about convergence in RE, we can go beyond speculation and back up plausibility
considerations by reference to computer-generated data. I cannot see a reason to think
that these results are a mere artefact of formalisation, and they stem from a formal
model that carefully takes up components of elaborate informal accounts of RE.

I draw the following lessons for the informal debate about RE and the possibility
of providing an elaborate account of RE that is defensible against no-convergence
objections in view of the present results. First, the failure to produce a unique output
motivates us to adopt a pluralist stance on justification with RE. Next, the inclu-
sion of systematicity, i.e., the consideration of theoretical virtues in RE, proved to be
convergence-conducive. The demand for systematisation is more or less implicit in
classic and elaborate accounts of RE, but it seems that it often escapes critics’ notice.
While “systematic” or cognate terms are mentioned explicitly, these notions are often
not further spelled out, and they do not play a tangible role in equilibration. Finally,
simulation setups reflect the epistemic situation of an agent that engages in RE. It is a
merit of RE that it forces us to be explicit about such things (Rechnitzer, 2022a, p. 241),
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and I propose to report equilibria relative to epistemic situations. Simulations indicate
that “anything goes” does not arise from a single setup, although it does occasionally
arise from collections of diverse setups. Taking differences in epistemic situations into
account, however, may provoke further revisions, which keeps the threat of “anything
goes” at bay.

Naturally, the present study faces limitations. It rests on examples with a very small
sentence pool, for example. Unfortunately, the search space grows exponentially in
the number of sentences, and thus computational feasibility is quickly exhausted. This
may be mitigated by switching from the costly semi-global optimisation of the present
model to locally searching variants. Such variants can handle much larger number of
sentences, and theymodel agents that proceed in a “piecemeal” fashion, another under-
explored idea that originates from Goodman (1955). However, larger sentence pool
sizes prevent us from achieving global optimisation, and hence we must forfeit the
determination of full RE states. Next, the formal model does not pull out all the stops.
As it stands, the model does not track the tenability of initial commitments (Elgin,
1996), the independent credibility of commitments (Baumberger & Brun, 2021), or
interactions between agents, which can further reduce the range of admissible inputs,
outputs or adjustments, respectively.

All of this is clearly the object of further research. The present study is just a
stepping stone to explore new model variants and a touch-stone for upcoming results.
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Appendix A: Technical details

The following generalises the measure of normalised agreement of Betz (2012, p.
39) to partial positions.13 I rename the measure (normalised) similarity to prevent
confusionwithmy present use of “agreement”: (normalised) similarity operationalises
agreement on the propositional level.

13 Betz’s measure applies to complete positions exclusively. My proposal is a natural extension as the
measures are identical for complete positions.
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Let n be the size of the sentence pool, and assume that P and Q are minimally
consistent positions. Then,

�(P, Q) = D0,1,1,2(P, Q)

2n

is the normalised Hamming distance between P and Q that measures differences by
summing over all sentences. It is defined as follows:

Dd0,d1,d2,d3(P, Q) =
n∑

i=1

dd0,d1,d2,d3(P, Q, {si ,¬si })

where, d3, d2, d1, and d0 are penalties for contradiction, contraction, expansion, and
agreement, respectively. Finally,

dd0,d1,d2,d3(P, Q, {si ,¬si }) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

d3 if {si ,¬si } ⊂ (P ∪ Q)

d2 if {si ,¬si } ∩ (P) �= ∅
and {si ,¬si } ∩ (Q) = ∅

d1 if {si ,¬si } ∩ (P) = ∅
and {si ,¬si } ∩ (Q) �= ∅

d0 otherwise

1 − � is a measure of similarity. Note that the penalties of the Hamming distance
D0,1,1,2 are chosen such that contradictions receive a penalty of 2, while it penalises
contractions and expansions with 1. This choice reflects the idea that two positions
differ to a greater extent if they contradict each other rather than if one position includes
a sentence for which the other remains silent. According to this choice, the Hamming
distance is normalised accordingly by the doubled size of the sentence pool 2n.

Appendix B: Robustness considerations

Prospective configurations of weights (αA, αS, αF ) have been determined in a grid
search across the entire parameter space given the objective of reaching full RE fixed
points in an independent ensemble of simulations. The results of simulations with
different weight configurations are reported in Tables 2 and 3.

Overall, the results reveal the model’s robustness with respect to some variation in
the weight configurations and therefore lend credibility to the findings reported in this
article. There is substantial intrapersonal convergence to a unique output, an increase
in compatibility and in similarity between input and output, and “anything goes” at
the level of positions is blocked and occurs very rarely at the level of sentences from
individual setups.
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Table 2 Results for different weight configurations concerning the relative share of individual and paired
setups that yield the same output, the relative share of compatible pairs of initial and output commitments,
and the mean initial and output similarity

Unique output Compatibility Similarity

Configuration Intrapers Interpers Initial Output Initial Output

(0.35, 0.55, 0.10) 0.83 0.34 0.18 0.57 0.59 0.67

(0.46, 0.10, 0.44) 0.78 0.15 0.13 0.23 0.54 0.55

(0.55, 0.20, 0.25) 0.79 0.24 0.13 0.30 0.56 0.57

(0.55, 0.35, 0.10) 0.77 0.27 0.07 0.31 0.46 0.57

(0.70, 0.20, 0.10) 0.78 0.31 0.05 0.31 0.53 0.59

Table 3 Simulation results for additional weight configurations concerning “anything goes” on the level of
positions (median number of different positions across structures), and on the level of sentences (relative
share of output groups covering the entire sentence pool)

Positions Sentences

Configuration Median IQR Structure Individual setups

(0.35, 0.55, 0.1) 16 16–19 1.0 0.00000

(0.46, 0.10, 0.44) 55 47–65 1.0 0.00002

(0.55, 0.20, 0.25) 33 29–35 1.0 0.00006

(0.55, 0.35, 0.10) 22 20–24 1.0 0.00026

(0.70, 0.20, 0.10) 32 27–35 1.0 0.00043

References

Baumberger, C., & Brun, G. (2017). Dimensions of objectual understanding. In S. Grimm, C. Baumberger,
& S. Ammon (Eds.), Explaining understanding: New perspectives from epistemology and philosophy
of science (pp. 165–189). Routledge.

Baumberger, C., & Brun, G. (2021). Reflective equilibrium and understanding. Synthese, 198(8), 7923–
7947.

Beisbart, C., Betz, G., & Brun, G. (2021). Making reflective equilibrium precise. A formal model. Ergo,
8(15), 441–472. https://doi.org/10.3998/ergo.1152

Betz, G. (2010). Theorie Dialektischer Strukturen. Klostermann.
Betz, G. (2012). Debate dynamics: How controversy improves our beliefs. Springer.
Bonevac, D. (2004). Reflection without equilibrium. Journal of Philosophy, 101(7), 363–388.
Brandt, R. B. (1979). A theory of the good and the right. Oxford University Press.
Daniels, N. (1979). Wide reflective equilibrium and theory acceptance in ethics. The Journal of Philosophy,

76(5), 256–282.
de Maagt, S. (2017). Reflective equilibrium and moral objectivity. Inquiry: An Interdisciplinary Journal of

Philosophy, 60(5), 443–465.
DePaul, M. (2013). Reflective equilibrium. In H. LaFollette (Ed.), International encyclopedia of ethics (pp.

4466–4475). Wiley. https://doi.org/10.1002/9781444367072.wbiee197
Dutilh Novaes, C. (2020). Carnapian explication and ameliorative analysis: A systematic comparison.

Synthese, 197(3), 1011–1034.
Elgin, C. (1996). Considered judgment. Princeton University Press.
Elgin, C. (2017). True enough. MIT Press.
Goodman, N. (1955). Fact, fiction, and forecast. Harvard University Press.

123

https://doi.org/10.3998/ergo.1152
https://doi.org/10.1002/9781444367072.wbiee197


  171 Page 22 of 22 Synthese          (2023) 202:171 

Hahn, S. (2000). Überlegungsgleichgewicht(e): Prüfung einer Rechtfertigungsmetapher. Freiburg (Breis-
gau); München: Alber.

Hahn, S. (2004). Reflective equilibrium—method or metaphor of justification? In W. Löffler & P. Wein-
gartner (Eds.), Knowledge and belief. Proceedings of the 26th International Wittgenstein Symposium
(pp. 237–243).

Haslett, D.W. (1987).What is wrongwith reflective equilibria?Philosophical Quarterly, 37(148), 305–311.
Kelly, T., & McGrath, S. (2010). Is reflective equilibrium enough? Philosophical Perspectives, 24(1), 325–

359.
Little, D. (1984). Reflective equilibrium and justification. Southern Journal of Philosophy, 22(3), 373–387.
McGill, R., Tukey, J. W., & Larsen, W. A. (1978). Variations of box plots. The American Statistician, 32(1),

12–16.
McPherson, T. (2015). The methodological irrelevance of reflective equilibrium. In C. Daly (Ed.), The

Palgrave handbook of philosophical methods (pp. 652–674). Palgrave Macmillan.
Nielsen, K. (1982). Grounding rights and a method of reflective equilibrium. Inquiry, 25(3), 277–306.
Rawls, J. (1999). A theory of justice (Revised ed.). Harvard University Press.
Rechnitzer, T. (2022a). Applying reflective equilibrium. Towards the justification of a precautionary prin-

ciple. Springer. https://doi.org/10.1007/978-3-031-04333-8
Rechnitzer, T. (2022b). Turning the trolley with reflective equilibrium. Synthese, 200(4), 1–28. https://doi.

org/10.1007/s11229-022-03762-3
Scanlon, T. M. (2003). Rawls on justification. In S. R. Freeman (Ed.), The Cambridge companion to rawls

(pp. 139–167). Cambridge University Press.
Singer, P. (1974). Sidgwick and reflective equilibrium. The Monist, 58(3), 490–517.
Strong, C. (2010). Theoretical and practical problems with wide reflective equilibrium in bioethics. Theo-

retical Medicine and Bioethics, 31(2), 123–140.
Tersman, F. (1993). Reflective equilibrium: An essay in moral epistemology. Coronet Books.
Tersman, F. (2018). Recent work on reflective equilibrium and method in ethics. Philosophy Compass,

13(6), e12493.
Thomson, J. J. (2008). Turning the trolley. Philosophy and Public Affairs, 36(4), 359–374. https://doi.org/

10.1111/j.1088-4963.2008.00144.x

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

123

https://doi.org/10.1007/978-3-031-04333-8
https://doi.org/10.1007/s11229-022-03762-3
https://doi.org/10.1007/s11229-022-03762-3
https://doi.org/10.1111/j.1088-4963.2008.00144.x
https://doi.org/10.1111/j.1088-4963.2008.00144.x

	Does reflective equilibrium help us converge?
	Abstract
	1 Introduction
	2 How to simulate reflective equilibrium
	2.1 A formal model of RE
	2.2 The simulations

	3 Does reflective equilibrium yield a unique output?
	3.1 Background
	3.2 Methods
	3.3 Results
	3.4 Discussion

	4 Does RE promote agreement?
	4.1 Background
	4.2 Methods
	4.3 Results
	4.4 Discussion

	5 Does reflective equilibrium allow for ``anything goes''?
	5.1 Background
	5.2 Methods
	5.3 Results
	5.4 Discussion

	6 Conclusion
	Acknowledgements
	Appendix A: Technical details
	Appendix B: Robustness considerations
	References


