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Abstract There has been considerable debate in the literature as to whether work in
experimental philosophy (X-Phi) actually makes any significant contribution to philos-
ophy. One stated view is that many X-Phi projects, notwithstanding their focus on
topics relevant to philosophy, contribute little to philosophical thought. Instead, it has
been claimed the contribution they make appears to be to cognitive science. In contrast
to this view, here we argue that at least one approach to X-Phi makes a contribution
which parallels, and also extends, historically salient forms of philosophical analysis,
especially contributions from Immanuel Kant, William James, Peter F. Strawson and
Thomas Nagel. The framework elaborated here synthesizes philosophical theory with
empirical evidence from psychology and neuroscience and applies it to three perennial
philosophical problems. According to this account, the origin of these three problems
can be illuminated by viewing them as arising from a tension between two distinct
types of cognition, each of which is associated with anatomically independent and
functionally inhibitory neural networks. If the parallel we draw, between an empirical
project and historically highly influential examples of philosophical analysis, is viewed
as convincing, it follows that work in the cognitive sciences can contribute directly to
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philosophy. Further, this conclusion holds whether the empirical details of the account
are correct or not.

BThis method of watching or even occasioning a contest between [mutually
exclusive metaphysical] assertions, not in order to decide it to the advantage of
one party or the other, but to investigate whether the object of the dispute is not
perhaps a mere mirage at which each would snatch in vain without being able to
gain anything even if he met with no resistance – this procedure, I say, can be
called the skeptical method...[T]he skeptical method aims…to discover the point
of misunderstanding in disputes that are honestly intended and conducted with
intelligence by both sides…^ (Kant 1787/1998:A423/B451-A424/B452; empha-
sis in original )

BThat the human mind will ever give up metaphysical researches is as little to be
expected as that we, to avoid inhaling impure air, should prefer to give up
breathing all together. There will, therefore, always be metaphysics in the world;
nay, everyone, especially every man of reflection, will have it and, for want of a
recognized standard, will shape it for himself after his own pattern.^ (Kant 1902,
p. 367)

B‘Thoughts’ and ‘things’ are names for two sorts of object, which common sense
will always find contrasted and will always practically oppose to each other.
Philosophy, reflecting on the contrast, has varied in the past in her explanations
of it, and may be expected to vary in the future.^ (James 1904, p.477)

1 Introduction

There are some seemingly intractable questions that have remained at the heart of
philosophical discourse since they were first asked. Is the mind distinct from the brain,
or are we just physical stuff? Are we autonomous agents, or merely at the mercy of the
causal and mechanistic laws of nature? When, if ever, is it acceptable to sacrifice one
life for the greater good of many? That these questions have remained at the heart of
philosophy for so long, and that their proposed ‘solutions’ (e.g., monism vs. dualism,
compatibilism vs. incompatibilism, utilitarianism vs. deontology) appear linked to
incommensurable perspectives, strikes us as enigmatic. Might the intractable nature
of these issues reflect something peculiar about us rather than something peculiar about
the way the world is? Put another way, do these intractable debates originate from how
we think about these issues, rather than reflecting a feature inherent to the phenomena
we seek to apprehend (e.g., mind/brain, human agency, and normative truth)? If so, it
might be that competition between distinct cognitive processes is what renders these
three philosophical issues problematic. Suppose not only that this is so, but also that
these cognitive processes arise from a basic feature of our evolved neurobiology. If so,
it follows that our neural architecture might not only inevitably create these schisms in
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perspective, but also prevent an ultimate solution that decides in favor of one compet-
ing view over another. In particular, it may never be possible to decide between the
competing views that, each in different ways, attempt to resolve the above three
problems of interest. We think this is this case, and will argue that this conclusion is
supported not only by some insightful and highly influential examples of philosophical
analysis, but also independently by empirical evidence from the cognitive sciences.

In this essay, we focus on an account of cognitive structure which is informed by,
and makes predictions relating to, three overlapping research traditions in the cognitive
sciences: Neuropsychology, Cognitive Neuroscience and Psychology (discussed in
more detail in Section 2.1. See also Fig. 1, left column1). Central to this account is
the discovery (Shulman et al. 1997b), and more recent cognitive characterization (Jack
et al. 2012), of an antagonistic relationship between two large-scale cortical networks.
These networks are known, for historical reasons,2 as the task positive network (TPN)
and the default mode network (DMN) (Fox et al. 2005). Work in cognitive neurosci-
ence suggests that the TPN is associated with various types of non-social cognition,
which can be broadly characterized as ‘analytic’ in nature – including logical, mathe-
matical, empirical and critical reasoning. In contrast, the DMN is associated with
various types of social-emotional cognition, which can be broadly characterized as
‘empathic’ in nature – including thinking about one’s own and other’s mental states
(see section 2.1 for a review). Critically, these networks have a distinctive relationship
insofar as they generally tend to suppress each other (although, as discussed below,
they can also work together for some tasks). Activity in these networks has been
likened to a see-saw, because when one network is ‘up’ (activated above resting
baseline) the other network is usually ‘down’ (deactivated below resting baseline).
We claim that the antagonistic relationship between these two brain networks maps
onto, and hence can partially explain, the philosophical schisms discussed here.

The mapping between this neural divide and the aforementioned philosophical
schisms can be best understood by reference to an intermediate level of description
(discussed in more detail in Section 2.2. See also Fig. 1, right column). Following
Dennett’s (1989) framework, 3 we identify three ‘cognitive stances’ which are of
particular relevance to work in philosophy (Robbins and Jack 2006). These are the
Physical stance, the Intentional stance and the Phenomenal stance. Each of these
stances is understood to be realized by different configurations of the two brain
networks. At one extreme of the see-saw, the Physical stance corresponds to engage-
ment of the TPN and suppression of the DMN. At the other extreme, the Phenomenal
stance corresponds to engagement of the DMN and suppression of the TPN. The

1 By Neuropsychology, we mean the study of cognition as informed by studying individuals with neurological
deficits (either developmental or acquired). The work in Cognitive Neuroscience that informs this account
derives primarily from brain imaging and from network modelling. The work in Psychology that primarily
informs the account derives from measures that assess individual differences in social and non-social cognitive
processing.
2 It was initially thought the key cognitive distinction between the TPN and DMN was whether individuals
were engaged in a task or ‘defaulting’ to undirected spontaneous cognition. As will become apparent, this
cognitive characterization is incorrect. However, the names used to refer to the networks are now well
established.
3 Dennett might be said to have identified a level of description which mediates between psychological and
philosophical characterizations of distinctive ways of thinking. Unsurprisingly, this level of description suits
current purposes well.
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Fig. 1 A schematic depiction of mental structure and relationships to philosophical issues. Left column
illustrates different types of cognition and relationship to Neuropsychological conditions, brain imaging, and
individual difference variables. Right column relates cognitive structure to philosophically relevant ways of
thinking and conceptual tensions. For all figures, the red barbells between the blue and pink circles represent
mutual antagonism between cognitive processes and abstracted representations associated with each. The
smaller red barbells and double sided green arrows connecting the green and blue circles, and the green and
pink circles, represent limited forms of antagonism and compatibility between the cognitive processes and
abstracted representations associated with each. a (top left): An updated and broader characterization of the
cognitive processes associated with the Physical, Phenomenal and Intentional stances. The rectangular boxes
indicate individual difference measures thought to assess the individual’s tendency and/or ability to engage
each type of thinking. b (middle left): Relationships to deficits associated with Neuropsychological disorders,
as described by Robbins and Jack (2006). c (lower left): Mapping the Physical, Phenomenal and Intentional
stances onto different configurations of recruitment of the Default Mode Network (DMN) and Task Positive
Network (TPN), adapted from Jack et al. (2013). d (top right): Robbins and Jack’s (2006) mapping of the
stances onto Brentano’s problem and the problem of consciousness. Brentano’s problem emerges from the
tension between the Physical and Intentional stances whereas the more salient problem of consciousness
emerges from the greater tension between the Physical and Phenomenal stances. e: A novel proposed mapping
the stances onto the problem of determinism as articulated by Strawson. f: Mapping the stances onto the debate
between utilitarian and deontological ethics, as proposed by Jack et al. 2014. The loops indicate our hypothesis
that Utilitarian ethics (Mill) reflects a blend between cognitive processes associated with the Physical and
Intentional stances, whereas Deontological ethics (Kant) reflects a blend between the Phenomenal and
Intentional stances. The cognitive processes and attitudes in each circle are also proposed to reflect Kant’s
notions of theoretical and practical reason
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Intentional stance corresponds to a coalition that draws on neural resources in both the
TPN and DMN, and demonstrates both overlap and tension with each of the other
stances. Note that while these three stances capture the modes of engagement of these
networks that are most pertinent to the philosophical questions under consideration, we
are not claiming they capture the full breadth of cognitive processing associated with
each network configuration. For instance, adoption of the Physical Stance engages the
TPN and suppresses the DMN; and so do other analytic tasks, such as logical and
mathematical reasoning, focused attention and non-social working memory tasks.

We trace each of the three philosophical schisms discussed here to tensions between
these stances, or in the case of ethics, to two viewpoints which combine these stances in
different ways (see Fig. 1, right column). The empirical details of this account, and
initial descriptions of the proposed mappings, are covered in greater detail in the next
section. However, before we delve more deeply into these details, it will be helpful to
better clarify the overall objective of this essay and its structure.

This essay’s primary thesis is that the empirical work reviewed here informs and
enlightens the three philosophical issues under discussion in a manner which is no less
philosophically relevant and substantive than the historically influential examples of
conceptual analysis we discuss. Hence, a key conclusion of this essay is that work in
cognitive science can, under the right conditions, parallel certain types of philosophical
analysis so closely that it reveals an area of overlap between the disciplines. Therefore,
our claim is not that the current project is interdisciplinary in the weak sense that the
work relates to and/or makes use of findings, concepts or methods from more than one
discipline. Instead, our claim is that the current project is interdisciplinary in the
stronger sense that it both belongs to and constitutes an example of work in each of
the disciplines.

This is, of course, not the first time such an idea has come to light. Since its
inception, Experimental Philosophy (X-Phi) offered the apparent promise of establish-
ing an area of overlap between Philosophy and the Cognitive Sciences. However, as
interest in X-Phi has grown, this initial promise has also come under closer scrutiny
(e.g., Kauppinen 2007). As a result, not only critics of X-Phi, but also some of its best-
known practitioners and strongest proponents (e.g. Joshua Knobe and Edouard
Machery), have come to question the degree to which most existing work in X-Phi is
directly relevant to philosophy (see section 4). These analyses are insightful and
important, however we argue that any general conclusion about the Philosophical
import of work in X-Phi would be premature, since the project we describe here differs
from (the majority of) other X-Phi projects in a number of important respects. We will
discuss these differences in more detail in Section 4. For now, we focus on the first, and
in many ways the most important difference, namely that our approach differs in terms
of how it approaches the philosophy.

Much work in philosophy aims at one or other position (e.g., physicalism or
dualism), and then uses conceptual analysis to tackle objections and/or find support
for the position. Similarly, most X-Phi projects are aimed at supporting one or another
position, usually by examining the intuitions that drive this or the contrary position. A
recent critique by Knobe (2016) is aimed at these types of projects, and questions
whether this approach of examining intuitions can directly inform conceptual analysis.
We view Knobe’s (2016) argument as cogent, but orthogonal to the project we advance
here.
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Unlike most work in X-Phi, we find it more appealing to approach metaphysical
debates by assuming that each position has its own distinct, and respectable, motiva-
tions. This is indeed suggested by the presence of such disparate perspectives both
among professional philosophers and the folk. Hence, our approach is neither aimed at
supporting a particular position, nor does it examine intuitions in order to find support
for, or undermine, the supposed underlying basis of arguments based on conceptual
analysis. Conceptual analysis, as usually understood, is not our target. Rather, the
empirical approach we discuss here was both inspired by, and aims to inform, a
different type of philosophical analysis. We dub this type of philosophical analysis
the ‘illumination of conceptual tension’ (Section 3). Similar to Kant’s skeptical method
(see introductory quote, and Section 3.3), the idea is not to find evidence that advan-
tages one metaphysical point of view over another, but to try to uncover the origins of
the tension between different metaphysical viewpoints.

Wearing our ‘cognitive scientist’ hats, we have interpreted the existence of long-
running and unresolved disputes in philosophy as anecdotal evidence suggesting the
existence of a tension between different psychological faculties for understanding. We
operationalized this as a hypothesis, called the ‘opposing domains hypothesis’, which
we then went out to test experimentally using the established methods of cognitive
science (Jack et al. 2012, 2014, 2016; Jack and Robbins 2012; Jack 2014). It is
important to note that while the testing of such a hypothesis may be most accurately
described as work in cognitive science, the generation of such a hypothesis is a
recognizable move in philosophy. Indeed, this initial move was anticipated by the
influential philosophers whose work we review here – they simply did not have the
methods (or, perhaps, the inclination) to go on to test their hypotheses empirically. As
we detail throughout Section 3, each of them suggests, at some point in their writings,
that philosophical tensions arise from our psychology: Kant talks about antinomies that
arise from the relationship between different cognitive faculties that we impose upon
our experience in order to make sense of it. James claims that the history (and future) of
philosophy reflects a clash of psychological temperaments (i.e., personality differ-
ences). Strawson refers to a tension that occurs ‘in us’ between participant and
objective attitudes. And Nagel suggests that the appearance of a contingent relationship
between experiential and physical states may occur because we possess ‘disparate types
of imagination’.

Adopting our ‘philosopher’ hats, our goal in this essay is to show the reader how
empirical investigations into hypotheses of this nature both closely parallel and extend
the philosophical analyses offered by these influential thinkers. To accomplish this aim,
the remainder of this essay is structured as follows. In section 2, we outline a basic
mapping from cognitive structure to the three philosophical schisms of interest. Spe-
cifically, in section 2.1, we provide a brief review of the empirical evidence which
informs the relevant claims about cognitive structure, and in section 2.2 we outline how
our cognitive structure maps onto three philosophically relevant stances, and from there
onto the three philosophical schisms of interest. In section 3, we explicitly draw
similarities between the philosophical import afforded by this empirical project and
the more traditional, and highly influential, types of philosophical analysis it parallels.
Specifically, in separate sections we tackle influential contributions by Thomas Nagel,
Peter F. Strawson, and Immanuel Kant. We then go on to discuss recent work on the
conflict between utilitarian and deontological ethics. In section 4, we focus on the
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traditional domain of X-Phi, namely relating psychological factors to differences in
philosophical intuition and belief. In this section we differentiate our project from other
projects in experimental philosophy, and note a close parallel between some of our X-
Phi findings and remarks by William James about the underlying cause of disagree-
ments in philosophy. Section 5 is the summary and conclusion.

2 From Cognitive Structure to Schisms in Understanding

2.1 Cognitive Structure

Our understanding of the brain, when appropriately interpreted and translated, can be
richly informative of our understanding of the mind (Jack et al. 2006; Mather et al.
2013). For example, Neuropsychology, (the study of developmental and neurological
deficits) reveals mental structure by identifying functional dissociations between cog-
nitive processes (Shallice 1988). Brain imaging further extends this work, both by
increasing our understanding of how cognitive processes map onto discrete neural
regions, and by shedding light on the network organization of the brain. In particular,
brain imaging methods have helped reveal the extent to which certain brain regions
(and their associated cognitive processes) share functionally independent, cooperative
and/or antagonistic relationships (Bressler and Menon 2010). Better understanding
these relationships is significant to the current essay because it reveals the presence
of a tension between different brain regions (Fox et al. 2005; Shulman et al. 1997b),
and hence between their associated cognitive processes (Jack et al. 2012). In short, our
neural structure imposes constraints on cognition, and hence on how we are able to
make sense of the world. Behavioral measures and manipulations also inform our
understanding of the relationship between cognitive processes, both within individuals
and by examining differences between individuals.

Neuropsychology has demonstrated dissociations between different broad categories
of cognition by examining the psychological profile associated with different mental
disorders. Williams Syndrome is characterized by deficits in visuo-spatial reasoning,
intact abilities to interpersonally connect with others, and a high degree of interpersonal
warmth (for a review see Bellugi et al. 2000). At the other extreme, Psychopathy is
characterized by social disconnection and pathologically low levels of interpersonal
concern for others, but spared or even heightened abilities in analytic reasoning and in
instrumental forms of social cognition, such as Machiavellian thinking and theory of
mind (Babiak and Hare 2006; Blair et al. 1996). Autism spectrum disorder (ASD) is
characterized by deficits in theory of mind skills coupled with spared feelings of
concern for others (Blair 2005; Dziobek et al. 2008; Gleichgerrcht et al. 2013;
Lockwood et al. 2013) and spared or augmented analytic cognition, including numer-
ical, visuo-spatial and mechanical reasoning (Baron-Cohen 2002). These (double)
dissociations between individuals with canonical presentations of each of these disor-
ders provide evidence that the brain is divided into different systems for understanding
the world.

Neuropsychological profiles also provide some indication of trade-offs between
different types of cognition, such that individuals with deficits in one area may be
particularly strong in others. For example, individuals with Williams often appear
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unusually socially warm, some individuals with Psychopathy are unusually analytically
intelligent and effective at interpersonal manipulation,4 and some individuals with ASD
demonstrate exceptional visuo-spatial abilities. This suggests the underlying cognitive
processes may interfere with each other, such that a deficit in one cognitive domain
‘releases’ other cognitive domains, allowing these other cognitive domains to thrive.
However, it is hard to draw this conclusion with confidence from Neuropsychological
studies alone: First, it can be difficult to establish the appropriate control comparison
group. Second, such trade-offs may be due to unusual developmental trajectories, such
that individuals with a disorder tend to spend more time training up certain skills and
neglecting others, even if the trained and neglected sets of cognitive skills might not
naturally interfere with each other (e.g., individuals who are deaf tend to be better than
controls at lip reading, however it is not believed that hearing interferes with lip
reading). Additional empirical work is required to confidently infer that these systems
of understanding interfere with each other.

Work in neuroimaging has provided additional evidence about brain regions asso-
ciated with these different sorts of understanding. It has been noted for some time that
various sorts of non-social cognition tasks, including mathematical, logical, mechani-
cal, causal and visuo-spatial reasoning tasks, as well as focused attention and non-social
working memory tasks, all tend to activate an overlapping set of brain regions (Corbetta
et al. 1998; Duncan and Owen 2000; Fischer et al. 2016; Goel 2007; Jack et al. 2012;
Martin and Weisberg 2003; Shulman et al. 1997b). Similar brain regions are also
implicated in general intelligence, which correlates with non-social working memory
performance (Toplak et al. 2011; Van Overwalle 2011) and is indexed well by visuo-
spatial reasoning tasks such as Raven’s matrices (Prabhakaran et al. 1997). These are
the sorts of cognitive processes that tend to be compromised in Williams Syndrome.
Initially, this network was often characterized as being responsible for reasoning in
general (e.g., Duncan and Owen 2000). Further, following the functional division put
forward by psychological dual process theory (Kahneman 2011; Tversky and
Kahneman 1973), the supposed ‘general reasoning’ function of this network was often
contrasted with other brain regions which were assumed to be involved in less evolved
forms of automatic, heuristic or emotion-driven cognition (e.g., Greene 2007; Greene
et al. 2004; Lieberman 2007).

However, it is now clear that this characterization is incorrect. First, recent evidence
indicates that, while psychological dual process theory captures a valid division
between more controlled vs. more automatic modes of processing, these modes
generally occur within the same neural systems, rather than occurring in anatomically
distinct neural systems (Dehaene and Cohen 2007; Evans and Stanovich 2013;
Molenberghs et al. 2016; Van Overwalle and Vandekerckhove 2013). Second, a
separate network of brain regions, sometimes referred to as the ‘social brain’, has been
shown to be engaged by various types of social and ethical reasoning, as well as
reflective, deliberative or self-regulatory forms of emotional cognition (Amodio and
Frith 2006; Bzdok et al. 2012; Denny et al. 2012; Jack et al. 2012; Reniers et al. 2012;
Schilbach et al. 2008; Van Overwalle 2009, 2011). These brain regions are also
sensitive to cognitive load (Spunt and Lieberman 2014) and have their own social

4 A fascinating extended discussion of the potential cognitive advantages associated with psychopathic
personality traits can be found in Kevin Dutton’s popular book ‘The Wisdom of Psychopaths’ (Dutton 2012).
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working memory system that is anatomically distinct from non-social working memory
systems (Meyer et al. 2015). These findings are inconsistent with dual-process theorists
claiming that reflective and controlled Bthinking engages a singular central working
memory resource^ (Evans and Stanovich 2013, p.226).

Hence, the first network does not, in fact, ‘corner the market’ on reasoning, nor is it
responsible for all forms of deliberative, controlled or reflective cognition. Rather, just
as the Neuropsychology of ASD and Psychopathy suggests, brain imaging also
indicates we have distinct capacities for making sense of social and non-social aspects
of the world. A striking demonstration of this division comes from a recent study
(2016) which generated a semantic atlas of the brain while participants listened to
several hours of natural narrative stories (selections from The Moth Radio Hour). Using
data-driven methods, Huth et al. (2016) demonstrated that the brain divides very clearly
between social/emotional concepts (e.g., ‘communal’, ‘mental’, ‘social’, ‘emotional’)
and perceptual/analytic concepts (e.g., ‘visual’, ‘tactile’, ‘abstract’, ‘numeric’).

As neuroimaging has progressed, it has also moved beyond the mapping of cogni-
tive functions to reveal relationships between brain areas and networks (for reviews see
Bressler and Menon 2010; Fox and Raichle 2007; Sporns 2014). The most striking and
widely cited such observation relates to the two networks mentioned in the introduc-
tion, the ‘Task Positive Network’ (TPN) and ‘Default Mode Network’ (DMN). Initially,
researchers observed that a wide variety of tasks tended to activate the TPN (Corbetta
et al. 1998; Shulman et al. 1997a), and that at the same time the same tasks tended to
suppress the DMN below resting levels (Shulman et al. 1997b). The tendency for the
DMN to be more active when participants were ‘doing nothing’ than when they were
given a task was noted by many laboratories, and created considerable confusion and
skepticism because the phenomenon violated the standard methodological assumptions
of cognitive neuroscience (Price and Friston 1997). As a result, there was much
speculative theorizing, in particular with regard to the function of the DMN. It was
then observed that the ‘see-saw’ relationship between these networks was also present
even when participants were not given any task (Fox et al. 2005), and is even present to
a lesser degree in anaesthetized new-world monkeys (Vincent et al. 2007). These
observations were significant because they suggested that the tension between these
brain areas is not driven by task demands, but rather emerges from the network
architecture of the brain. This suggestion has been supported by subsequent neural
modeling work (Sporns 2014).

However, the cognitive significance of the tension between these networks remained
hotly debated. Some researchers suggested the tension may occur because the DMN is
involved in ‘spontaneous cognition’ or ‘mind-wandering’ (Mason et al. 2007; Raichle
et al. 2001). Others (Andrews-Hanna 2011; Buckner and Carroll 2007; Buckner et al.
2008) suggested that the tension reflected competition between two sorts of attention –
attention to the external world (e.g. visual stimuli) and attention to internal stimuli (e.g.
memories). However, on closer examination, it became clear that the TPN mapped
closely onto the analytic reasoning areas reviewed above, whereas the DMN mapped
onto the social brain (Reniers et al. 2012; Schilbach et al. 2008; Spreng 2012).

Hence, inspired by our prior philosophical work concerning the possible cognitive
origins of the problem of consciousness (Robbins and Jack 2006) we put forward
another possible explanation. The opposing-domains hypothesis holds that the tension
between the TPN and DMN reflects a cognitive tension between analytic and
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empathetic thinking. We conducted an experiment which tested this hypothesis against
the alternative hypotheses (spontaneous vs. task-oriented cognition, and internal vs.
external attention). The findings (Jack et al. 2012) both ruled out the alternative
hypotheses and provided strong support for the opposing-domains hypothesis. The
social tasks used in this study activated all the key regions of the DMN well above
resting levels, and also suppressed the key regions of the TPN below resting levels.
This demonstrated, for the first time, that the TPN-DMN see-saw could be pushed to
the opposite extreme (compared to analytic reasoning) by engaging social narratives. In
addition, we observed that the brain regions which were pushed up and down by the
scientific reasoning and social narrative tasks we gave participants mapped exactly onto
the regions which display an endogenous alternating pattern in the absence of any task
(i.e. at rest). This confirmed we had identified just the types of cognition that push the
brain’s internal see-saw. This is a finding we have replicated numerous times in our
laboratory, using different tasks that press on the same processes. Although other
researchers still claim the tension reflects internal vs. external attention, no other
laboratories, either before or after, have been able to achieve the same key result using
those or other cognitive processes.

The idea of a division, or tension, between analytic thinking on the one hand and
social cognition on the other, has also been suggested by others. Paul Bloom (2004)
makes remarks suggestive of such a tension in his book Descartes’ Baby. However, his
experimental work only indicates a dissociation between thinking about minds and
objects – they do not provide clear evidence for a competitive relationship. Simon
Baron-Cohen’s empathizing-systemizing theory similarly suggests a trade-off between
social and analytic reasoning (Auyeung et al. 2009; Baron-Cohen 2002; Baron-Cohen
et al. 2001a). However Baron-Cohen’s theory has been criticized (Andrew et al. 2008;
Jack et al. 2016) because he does not clearly distinguish between different types of
‘empathy’, in particular between more cognitive social skills, such as theory of mind
performance, and empathic concern for others – the latter of which is impacted more
severely in Psychopathy than ASD.

In contrast to the finding that prolonged and engaging social/emotional tasks activate
the DMN above rest (Hyatt et al. 2015; Iacoboni et al. 2004; Jack et al. 2012, 2013;
Spunt et al. 2015) and deactivate the TPN below rest (Jack et al. 2012, 2013), a review
of the literature demonstrates that more cognitive and performance oriented forms of
social reasoning, such as theory of mind tasks, tend to activate both the DMN and TPN.
These include decoding others’ intentions (Schurz et al. 2014) and keeping social
information in mind for performance related tasks (Meyer et al. 2015). These tasks
appear to involve a coalition of neural resources from the DMN and TPN, which breaks
with the usual tendency for networks to suppress each other.

We suggest that this coalition between the networks is cognitively limited in an
important way, such that it involves only a shallow, distanced or disengaged, appreciation
of other’s (and one’s own) mind(s). This claim is supported by the observation that co-
activation of the TPN and DMN is associated with a variety of forms of instrumental and/
or anti-social cognition, including: stigmatizing attitudes (Krendl et al. 2006, 2009), lying
and deception (Christ et al. 2009), breaking promises (Baumgartner et al. 2009), dehu-
manization (Jack et al. 2013) and Machiavellian tendencies (Bagozzi et al. 2013). Hence,
there is some evidence that engaging the TPN interferes with empathy. Similarly, there is
excellent evidence that engaging the DMN interferes with the functions of the TPN, such
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that activity in the DMN is associated with mind wandering, slips of attention and
performance errors when participants are engaged in analytic reasoning tasks (for a
review see Anticevic et al. 2012).

Behavioral studies also provide some evidence for a trade-off between analytic
thinking and empathy. There is now converging evidence that inducing ‘analytic’ or
‘calculated’mindsets, which are associated with TPN activation and DMN suppression,
both increases antisocial tendencies and decreases prosocial sentiments (Rand et al.
2012; Small et al. 2007; Wang et al. 2014; Zhong 2011). For instance, solving
quantitative GRE questions before performance-based games (e.g., ultimatum) explic-
itly increases the tendency to think analytically and behave deceptively and selfishly,
while also reducing the tendency to think socially (Wang et al. 2014; see also, Zhong
2011). Manipulating participants to think about others as mere numerical objects (i.e.,
statistics), instead of identifiable humans, reduces sympathetic behavior in the form of
charitable donations (Small et al. 2007). Similar work in neuroscience has revealed
robust deactivation in key nodes of the DMN when participants perceive individuals to
whom they have assigned economic value (Harris et al. 2014).

We suggest that pushing people into these sorts of analytic and performance-based
mindsets, and thereby engaging the TPN, renders individuals temporarily insensitive to
ethical sentiments, which are associated with the DMN.5 This is different from merely
selectively withholding or suspending certain moral sentiments towards others, or oneself
(Bandura 1999). Instead, it involves actively engaging another sort of cognition, namely
analytic cognition. In virtue of invoking analytic cognitive processes, social and moral
dilemmas are stripped of key aspects of their ‘social’ and ‘moral’ character such that the
dilemma is reframed as a strategic issuewhich is understood in ‘cold’ analytic terms. Indeed,
when analytic cognition is fully engaged, the situation may no longer be perceived as an
ethical dilemma at all, because the individual is rendered insensitive to ethical sentiments.
Under these conditions, persons are not viewed as moral patients (‘ends in themselves’) but
rather as physical objects or instrumental tools (‘means to an end’). This tendency can be
lessened by conditions which decrease activity in the TPN and increase DMN activation.
The simplest example of such a condition is merely asking people to close their eyes, which
disengages TPN regions associated with visuo-spatial attention and increases activity in the
DMN (Nakano et al. 2013). Caruso and Gino (2011) show this simple manipulation
heightens the perception of moral distinctions and discourages dishonest behavior.6 Amit

5 Dual-process theorists tend to conflate deliberate and reflective thought with analytical reasoning. For
example, according to Rand et al. (2012), rapid Type 1 thinking is prosocial whereas deliberative thinking
is less prosocial. However, this mapping makes it very hard for dual-process theorists to account for other
findings that deliberate thought can increase ethical behavior, when compared to time pressured conditions
(Gunia et al. 2012). Dual process theorists overlook the possibility that there are two sorts of reflective and
deliberate modes of understanding, as articulated here. We have further advanced our account elsewhere to
explain how the distinction between Type I and Type II thinking can be seen as orthogonal to the distinction
between analytic and empathic thinking. When both orthogonal factors are taken into account, this allows for
an explanation of such discrepant findings, and also generates further falsifiable predictions about the
cognitive processes involved in (un)ethical behavior (Friedman et al. 2015).
6 It is worth mentioning that Caruso and Gino’s (2011) experimental design was not motivated by the
observed tension between the TPN and DMN. That is, the authors did not reason that closing one’s eyes
might lead to increased ethical sensitivity by engaging participants’ DMN and suppressing their TPN. Hence,
in the general discussion, the authors candidly write that Bour results do not provide a clear explanation for
why closing one’s eyes causes increased simulation [sensitivity to moral emotions] in the first place^ (p.284).
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and Greene (2012) show the same manipulation biases people against utilitarian judgments
and towards deontological judgments.7

Behavioral measures can also index individual differences in the tendency to adopt
the cognitive processes associated with the two networks (see Figure 1a). For instance,
self-reported empathic concern, as measured by the Interpersonal Reactivity Index -
Empathic Concern (IRI-EC; Davis 1983) – or the absence of its converse, callous affect
– (Self-Report Psychopathy, Callous Affect; SRP-CA (Paulhus et al. 2009) – is the
signature other-oriented emotion characteristic of engaging the DMN and deactivating
the TPN. These measures also index the primary personality characteristic of Psychop-
athy. Measures of analytic reasoning such as Shane Fredericks Cognitive Reflection
Test (CRT) and the Intuitive Physics Test, (IPT) (Baron-Cohen et al. 2001b) are
believed to index a tendency for sustained engagement of the TPN and deactivation
of the DMN. Finally, there are a number of established measures for assessing the
ability of individuals to engage in instrumental social reasoning, the domain most
affected by ASD and which is believed to require a coalition of cognitive processes
with substrates in both the TPN and DMN (e.g., Reading the Mind in the Eyes; Baron-
Cohen et al. 2001b; Interpersonal Reactivity Index-Perspective Taking [IRI-PT], Davis
1983; Diagnostic Analysis of Nonverbal; Accuracy [DANVA], Nowicki and Duke
2001). These measures of individual difference also provide some evidence for a trade-
off between the functions of the TPN and DMN.

In a series of five studies, we found evidence for a modest (r ~ −0.2) negative
correlation between the empathy and analytic thinking measures cited above (although
it is not the primary topic of the paper, some of these findings are reported in Jack et al.
2016). We also found associations with gender, such that females scored slightly lower
on analytic thinking measures and slightly higher on empathy measures, however the
trade-off was present even within gender categories. Measures of instrumental social
cognition showed no negative correlations, and positive associations were greater with
analytic thinking measures than with empathy measures.

In conclusion, evidence from numerous fields of research in cognitive science
suggests a tension between different types of cognition which guide quite different
facets of uniquely human understanding. On the one hand, we possess a remarkable
ability to understand and appreciate the minds of others – a type of intersubjective
understanding which generates a sense of interpersonal connection and the feeling we
have been ‘understood’ by others. On the other hand, we possess a highly sophisticated
ability to represent and manipulate the physical world and to make sense of abstract
rule-bound systems (e.g., logic, mathematics). The existence of a tension between these
two types of understanding is indicated by more nuanced Neuropsychological profiles
(i.e., profiles which do not merely focus on deficits) and by behavioral studies.
However, this tension became particularly salient when imaging technology advanced
to a point where it allowed us to observe the brain in action. In cognitive neuroscience,
the pronounced tendency for a trade-off in activity between two large scale cortical
networks was noted, and went on to generate widespread interest and debate, some
fifteen years before its cognitive significance became well understood.

7 Amit and Greene (2012) explain their results by combining dual-process theory with construal level theory.
We believe the current framework provides a simpler and more comprehensive account of their findings.
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The tension between these two styles of thinking raises an important question, which
is unfortunately very hard to answer with confidence: Why has our neural architecture
evolved to create this tension? Given evidence that these two types of thinking often
interfere with each other, that high IQ is associated with greater tension between the
networks (Anticevic et al. 2012), and that many mental disorders are marked by
decreased tension between the networks (Broyd et al. 2009; Buckner et al. 2008), we
suggest it was a matter of evolution selecting for the most cognitively efficient design.
Broadly speaking, ‘analytic’ cognition appears best suited to representing phenomena
which are physical/inanimate, or abstract systems well defined by rules, and uses a
focused and systematic approach to generate predictions. In contrast, ‘empathic’
cognition appears best suited to representing phenomena using subjective concepts
(e.g., emotions) that are vague in definition, and whose application is highly context
dependent. Such phenomena appear best understood by a broader focused, more
holistic or ‘synthetic’ form of reasoning. If this characterization is broadly correct,
such that quite different cognitive processes evolved for the purposes of allowing us to
understand and engage with minds vs. objects, then it is not surprising that our neural
architecture also evolved to help avoid these different types of thinking from interfering
with each other.

We suggest the relationship between these two neural networks (DMN & TPN), and
the distinct types of cognition they instantiate (empathic and analytic), presents an
endogenous barrier to successfully integrating the concepts and representations partic-
ular to each of their opposing cognitive domains. In a very real sense, the way in which
certain phenomena are understood or represented by one domain transcends
explicability in terms of the other domain. This gives rise to incommensurable world-
views not just between individuals, but even within a single individual. That is to say
that we have a divided brain, and we cannot transcend these endogenous constraints by
subsuming disparate viewpoints and their related concepts under a more unified and
ultimately transcendent mode of understanding. It appears, whether it is regarded
unfortunate or not, that evolution has simply not equipped us with any such transcen-
dent faculty of understanding. Put another way, it appears nature has selected to
promote in us the mundane skills required to effectively navigate our social and non-
social environments, and has rudely ignored the nobler goal of promoting our ability to
generate a parsimonious metaphysics. In the next section, we expand further on the
details of how this unfortunate fact might explain some persistent debates in
philosophy.

2.2 Schisms in Understanding

In this section, we transition between our ‘cognitive scientist hats’ and ‘philosopher
hats’ in order to articulate the relevance that the antagonistic relationship between the
DMN and TPN bears to philosophy. As we mentioned in the introduction, this is
facilitated by adopting an intermediate level of description between psychology and
philosophy. We thus refer to three cognitive stances one can adopt in order to make
sense of the world and one’s experience of it in general, and certain philosophical
problems in particular (Robbins and Jack 2006). The Physical stance, which is adopted
in such disciples as physics, chemistry, engineering and biology, represents the physical
structure of material objects and makes predictions based on physical laws. The
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Intentional stance, which is adopted, for example, in economics, represents the beliefs
and desires of agents and makes predictions based on the assumption they are rational.
The Phenomenal stance is not aimed at prediction, but represents the experiential states
of persons as well as generating moral sentiments (i.e., represents others as moral
patients and moral agents).

As can be seen in Fig. 1, we have mapped each of these stances onto different
configurations between the TPN and DMN. The Physical stance maps onto TPN activation
and DMN suppression; the Phenomenal stance onto DMN activation and TPN suppression;
and the Intentional stance onto co-activation of both networks. As a reminder, we are not
claiming that these stances exhaust the cognitive processes associated with each of these
networks or their more nuanced configurations that future researchmight reveal. Instead, we
are claiming that each of these stances recruits aspects of the broader types of understanding
associated with each neural signature. Consequently, each stance inclines an individual to
appreciate certain philosophical considerations from its own vantage point, while ignoring or
misinterpreting considerations that emerge from other vantage points offered by other
stances. The antagonistic relationship between the networks underlying these stances
prevents us from integrating all of their unique considerations into a single, coherent stance
or ‘solution’. This is why we have mapped each stance onto opposing views related to our
three problems of interest.

According to our original account (Robbins and Jack 2006), the Physical and
Phenomenal stances are in fundamental tension, whereas the Intentional stance has
both some tension and some interplay with the Physical and Phenomenal stances.
Translating this framework to traditional issues in philosophy, Robbins and Jack (2006)
claimed that the fundamental tension between the Physical and Phenomenal stances
means that attempts to translate between these two stances suffers from a deep and
salient ‘explanatory gap’ (Levine 2000). We regard the mind-body problem, and more
specifically the problem of consciousness as famously treated by Nagel (see below), as
emerging from the tension between these stances. Whereas the Physical stance inclines
the individual to consider the physical system and mechanistic behavior of neural
processes associated with mental states, the Phenomenal stance inclines the individual
to appreciate the experiential nature of our own, and others, mental states. Of the three
problems discussed here, we will argue that this is the most intractable precisely
because the tension between these cognitive stances is the most pronounced (see
Figure 1).

Robbins and Jack (2006) further point out that Brentano’s problem8 is associated with a
somewhat less salient and deep, but still present, tension between the Physical and Inten-
tional Stances (see Figure 1D). Here, we are adding to this scheme (see below) the
observation that Strawson’s (1962) work appears to astutely identify a point of tension

8 Brentano’s problem concerns the intentionality of mental states, i.e. that beliefs and desires are directed at or
about something. The problem that Brentano is often credited with raising is the apparent difficulty of
accounting for the intentionality of mental states by appeal to the purely physical properties of mental states
(see Haldane 1989 for a more nuanced account of Brentano’s views). In other words, one might say that
Brentano is known for pointing out an apparent explanatory gap between the physical and the intentional.
Most philosophers regard this apparent explanatory gap as distinct from the ‘hard’ problem of consciousness
(i.e. the apparent gap between the phenomenal and the physical). However, Rosenthal’s (2005), higher-order-
thought theory of consciousness views the gap between the phenomenal and physical as either subordinate to
the gap between the intentional and the physical, or simply identical to it.
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between the Intentional and Phenomenal stances (see Figure 1e). More specifically, the
claim is that the opposition between compatibilism and incompatibilism reflects an inability
to effectively unify the considerations about human minds that are afforded by these two
stances. Whereas the Intentional stance emphasizes an entity’s agentic capacities, primarily
for one’s own predictive or explanatory purposes, the Phenomenal stance emphasizes an
entity’s capacity for experience and their moral patiency.

Lastly, we have suggested (Jack et al. 2014; Rochford et al. 2016) that the historical
tension between utilitarian and deontological ethics emerges from the observation that each
system emphasizes considerations that are more characteristic of blending the Physical and
Intentional stances (utilitarianism) or the Phenomenal and Intentional stances (deontology).
Considerations that are central to each ethical system, but appeal to these different blends of
the relevant stances, prevents us from understanding one ethical system in terms of the
stances associated with the other. In other words, key tenets of each system are lost in
translation when cycling between the three cognitive stances.

Because each of these stances are associated with different psychological processes,
and well suited measures to assess individual differences in these processes (section
2.1) the foregoing claims are empirically falsifiable hypotheses that are susceptible to
the methods of cognitive science. As we discuss throughout the essay, this cognitive
mapping allows for testing hypotheses designed to evaluate how the tendency to adopt
each of these stances relates to one or another position pertaining to the three issues
discussed here. It is obviously also possible to test these claims using other behavioral
methods and the methods of functional magnetic resonance imaging (fMRI). In the case
of moral decision making, neurological findings reported by Joshua Greene and
colleagues (Greene et al. 2001, 2004) map extremely well onto our framework (Jack
et al. 2014),9 and we have also extended his work in the moral domain with further
work on the perception of moral patiency and dehumanizing.

Before we close this section, we wish to address two points which have generated some
confusion in the past. First, we have claimed that the Intentional Stance represents a co-
activation of regions within the TPN or DMN, or more specifically a coalition of neural
resources from both networks. As discussed above, this claim is based on evidence that tasks
(e.g. theory ofmind tasks)which rely on the Intentional Stance have this neural signature. As
discussed above, the tendency for the TPN and DMN to be antagonistic, or demonstrate a
see-saw relationship, is a clear and striking observation, which can be seen both during the
performance of a wide variety of tasks and during the resting state. However, like most
biological phenomena, the see-saw relationship between these networks is neither rigid nor
absolute. There is evidence that the see-saw relationship is ‘broken’ during tasks involving
instrumental social reasoning (see above), at moments of creative insight (Beaty et al. 2014),
and that it is weaker in a variety of mental disorders (see above).

A metaphor which may be helpful is to think of the TPN and DMN as similar to two
opposing political parties. In general, they adopt different positions, and there is
considerably better cooperation between members of the same party than between
members of opposing parties. Nonetheless, bipartisan coalitions can be formed which

9 Note that Joshua Greene interpreted his findings through the lens of psychological dual process theory. As
discussed in the previous section, the evidence is now clear that this theory does not provide an adequate
account of the tension between the TPN and DMN. We have provided more consistent interpretations of such
work elsewhere (Jack et al. 2014; Rochford et al. 2016).
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can be both productive and efficient. Such coalitions are not the norm, and they are
often unstable. Further, while the positions such bipartisan coalitions adopt are usually
closer to the positions of either party than the two parties are to each other, and borrow
to some degree from each one’s ideology, they also usually demonstrate some tension
with the positions of each of the parties in isolation.

Second, we have claimed that both utilitarianism and deontological systems of ethics
can be best understood as blends of stances (Utilitarian - Physical and Intentional;
Deontological - Phenomenal and Intentional). To be clear, it is not our claim that we
have no ability to translate between stances. Our claim is that the concepts that underlie
different stances are incommensurable. It is nonetheless possible for us to weigh
considerations that derive from different modes of understanding, and indeed our view
is that ethical judgments are best accomplished by balancing between the consider-
ations generated by different perspectives, i.e. between utilitarian considerations on the
one hand, and deontological considerations on the other (Jack et al. 2014; Rochford
et al. 2016). Further, since both utilitarian ethics and deontological ethics reflect
systems of thought, rather than the more specific conceptual gaps which drive the
problems of consciousness and free will, it is perhaps unsurprising that these systems of
thought already achieve some integration across different stances.

Our approach to all three of these philosophical issues, of consciousness, free will,
and ethics, is Kantian in flavor in the sense that we deliberately put off the question of
which of two incompatible philosophical positions is correct, pending a better under-
standing of why the disagreement occurs (see introductory quote and section 3.4). By
looking first to understand the cognitive mechanisms engendering different responses
to these problems, we seek to address the question of whether these responses are truly
contradictory, or instead merely represent distinct modes of apprehension and under-
standing. In doing so, our approach draws on empirical evidence and philosophical
considerations in an attempt to illuminate both the origin of schisms related to perennial
problems and, further, the perception that such problems represent more than mere
errors of philosophical reasoning or scientific ignorance.10

10 When it comes to perennial philosophical problems, we regard the ‘origin of’ the problems and the
‘perception that’ the problems are intractable, as distinct but related phenomena. Here is why: Some
philosophers argue that clarifying the origins of a particular perennial problem will render it unproblematic.
For example, that a mature neuroscience will dissolve the ‘Hard’ problem of consciousness (Churchland 1981;
Dennett 1991, 2013). Philosophers espousing this view indeed acknowledge that there is a (temporarily)
genuine and (temporarily) unavoidable ‘origin of’ the problem – namely, scientific ignorance. Hence, a mature
neuroscience should dissolve the ‘perception that’ the problem is intractable. Time and scientific progress are
the obstacles, not endogenous neural constraints. Others have claimed that philosophers and scientists are
actually wasting their time trying to solve such problems as the ‘Hard’ problem of consciousness because it is
nothing more than an intentionally designed philosophical fiction (Machery 2013; Sytsma and Machery
2009). Although Machery (2017)has since updated his perspective on this and other metaphysical issues (see
section 4), anyone else who subscribes to this sort of view denies that there is any genuine ‘origin of’ the
problem, and consequently argue that the ‘perception that’ it is intractable is a non-sequitur. On this view, the
philosophically naïve shouldn’t perceive the problem because they haven’t been exposed to philosophical
discourse. The origin of the explanatory gap, for example, is traced to modern philosophers (e.g., Descartes
1641/1996; Leibniz and Montgomery 2005), not our endogenous neural constraints. The foregoing treatments
do not practice the skeptical method. They are deflationary accounts of what we, like Kant (and perhaps
James, Nagel and Strawson), view as deeply meaningful problems that are bound to persist despite advances in
scientific and philosophical understanding.
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3 The Illumination of Conceptual Tension

In section 2.1 we outlined a model of cognitive structure based on research in the
cognitive sciences. In section 2.2 we then identified three philosophically relevant
cognitive stances that map onto this model of cognitive structure, and we outlined
how a number of long running philosophical debates can be seen as reflecting tensions
between these stances. In this section, we highlight the similarities between this
empirical analysis of these debates and examples of a type of philosophical analysis
we call ‘the illumination of conceptual tension’. This approach is exemplified by
influential philosophical contributions by Immanuel Kant (Kant 1787/1998), William
James (James 1906/1975), Peter F. Strawson (1962), and Thomas Nagel (1974). 11

Notably, these contributions did not follow the usual models for conceptual analysis,
such as developing a theory of the concept x or determining whether concept x was
accurately deployed. Instead, they sought to illuminate the relationship between dispa-
rate and even opposing concepts or attitudinal viewpoints which, when used to
represent the same issue, gave rise to opposing viewpoints about the issue. In doing
so, they each attempted to give a descriptive account of what might be going on in us –
whether at the conceptual or proto-psychological 12 level – that might explain our
inability to reconcile the opposing viewpoints.

3.1 Nagel and the Problem of Consciousness

In What is it like to be a bat?, Nagel clarified the intractable nature of the mind-body
problem by illuminating a disparity between two different viewpoints – one we adopt
when representing our own subjective experience and the other we adopt when
representing an objective and mechanistic explanation of a phenomenon. Nagel not
only clarified the presence of a tension between these viewpoints, but articulated its
relevance to the impossibility of ever knowing what it is like to be a bat for a bat,
namely because objective explanations culminate in a complete removal from the
subjective viewpoint (i.e., the further away science moves from a particular viewpoint,
the better the scientific explanation). Such a disparity between perspectives could,
Nagel suggested, 13 explain why even if psychophysical identity statements were
necessarily true, they could still be conceived as contingent. This is because Nagel
entertained the possibility that the conceptual frameworks for representing subjective

11 Carnap (1955, 1962) also championed a similar type of analysis, although he did not apply it to the
problems we are interested in here. Shepherd and Justus (2015) have lucidly explained how synthesizing the
methods of experimental philosophy with BCarnapian explication^ can have philosophical import in a parallel
way to conceptual analysis more broadly. While we focus on different philosophical issues than Shepherd and
Justus (2015), and do so through the lens of psychology and neuroscience, both projects take a more inclusive
approach to experimental philosophy by arguing that it can have significant philosophical import that
complements and extends historically important forms of philosophical analysis.
12 We take it that reference to different ‘faculties’ for understanding, ‘differences in temperament’ and ‘types
of imagination’ are best understood as claims about human cognition. However, such claims were not
embedded in a well-developed scientific psychology and it was unclear how to test them. Hence we use the
term ‘proto-psychological’.
13 In footnote 11 of What it is like to be a bat? Nagel discussed how ‘different types of imagination’ might
give rise to a division between the sort of understanding we use for understanding brain states on the one hand,
and subjective experiences on the other.
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experience and physical mechanism are not only independent, but they are so disparate
that we could not even begin to imagine how they refer to the same thing (e.g., that c-
fiber firing just is the immediate phenomenological experience of pain). Indeed, one
conceptual framework treats the phenomenon in question as existing from a viewpoint,
and thereby recruits distinct conceptual components for fulfilling that representation,
while the other treats the phenomenon as a mechanistic process that is neutral to any
particular viewpoint – ‘the view from nowhere’ – which in turn has its own conceptual
components. This engenders a seeming incommensurability. As Nagel wrote:

BI believe it is precisely this apparent clarity of the word Bis^ that is deceptive.
Usually, when we are told that X is Y we know how it is supposed to be true, but
that depends on a conceptual or theoretical background and is not conveyed by
the Bis^ alone. We know how both BX^ and BY^ refer, and the kinds of things to
which they refer, and we have a rough idea how the two referential paths might
converge on a single thing, be it an object, a person, a process, an event, or
whatever. But when the two terms of the identification are very disparate it may
not be so clear how it could be true. We may not have even a rough idea of how
the two referential paths could converge, or what kind of things they might
converge on, and a theoretical framework may have to be supplied to enable us
to understand this. Without the framework, an air of mysticism surrounds the
identification^ (1974, p. 447).

Nagel’s goal was primarily descriptive, so he neither offered a solution to the mind-
body problem nor proposed how we might build the framework for explicating the link
between the seemingly incommensurable subjective and objective modes of represen-
tation. That this framework seems an impossible one to build, at least to some, is, we
suggest, not due to scientific or technological ignorance. Instead, we suggest it is
because what Nagel described as the subjective view point and the ‘view from
nowhere’ can be mapped onto the Phenomenal and Physical stances, respectively.
Whereas the Phenomenal stance inclines us to appreciate the experiential nature of
‘what it is like to be’ in a mental state, the Physical stance inclines us to reduce a mental
state to its neurobiological mechanisms.

We suggest the neurological tension underlying these two incommensurable modes
of understanding helps explain why there is not an ‘air of mysticism’ when we reduce
our concept of a physical thing, such as water, to its more basic physical constituents,
namely H2O. This is because no cross-domain conceptual mapping is required by this
identity, but just a reduction of one physical concept to another physical concept. In
other words, all of the conceptual reduction in the identity statement Bwater is H2O^ is
completed within the same system, that is, by adopting the Physical stance and
engaging its underlying neural hardware. This is not the case when attempting to move
from the Physical stance to the Phenomenal stance, or vice versa.

In contrast to Kim (1984, 2007), our view is that an attempt to ‘reduce’ the
phenomenal character of a mental state into its physical constituents should not be
seen as a reduction from one level of explanation to a lower one, but instead as a type of
conceptual translation between fundamentally distinct explanatory frameworks. As
Nagel (1974) so vividly articulates, and Chalmers (1997) repeats, it just seems that
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something is left out from this translation. The account outlined here provides evidence
that we are neurologically constrained from fully translating such disparate concepts. In
a very real sense, the way in which certain phenomena are understood or represented by
one domain (e.g., the Phenomenal stance and its underlying neural signature) tran-
scends explicability in terms of the other domain (e.g., the Physical stance and its
underlying neural signature). The harmonious communication required for successfully
translating between these domains is not fully realizable (see Figure 1).

In support of this is behavioral evidence that a tendency to adopt the Phenomenal
stance, assessed by individual differences in empathic concern (IRI-EC; see section 2.2)
is associated with belief in dualism (Jack 2014) but unrelated to measures of analytic
(assessed by the CRT) and physical reasoning (assessed by the IPT) ability (Jack et al.
under revision). Both of these measures are associated with TPN activation and DMN
suppression, while the latter is characteristic of the Physical stance in particular. We
suggest that a natural inclination to adopt the Phenomenal stance draws attention to
what Nagel described as the ‘what it is like to be’ aspect of consciousness, which in
turn inclines an individual to reject purely mechanistic and physicalist accounts of
consciousness because they seem to leave something out – namely subjective experi-
ence. A common strategy to ‘fix’ the feeling that ‘something is left out’ is to posit belief
in dualism. Individuals who lack empathy and experience difficulty in understanding
the ‘what it is like to be’ aspect are less likely to perceive the gap, and thus more
inclined to adopt a physicalist view of the mind. Hence, we suggest the tension between
the DMN and TPN partially explains the presence of the explanatory gap (Levine
2000), and thus motivates belief in dualism – or in Nagel’s terms, the apparent
contingency of the relationship between brain states and mental states.

If Nagel had had access to this evidence in 1974 and privately used it to inform his
treatment of the conceptual tension underlying the mind-body problem, would we think
of his project as any less philosophical? Or, what is only slightly different, should we
now treat Nagel’s analysis differently in light of the emerging scientific evidence in
favor of his general conclusion? This perspective seems nonsensical. The philosophical
import of the emerging experimental evidence is both intriguingly analogous and
complementary to the philosophical import of Nagel’s original analysis. What Nagel
did was articulate the presence of a conceptual tension emerging from different
viewpoints that we impose on our experience of the world. He sought to capture the
disconnect, in us, between different modes of understanding and conceptual represen-
tation, the nature of which poses an obstacle to unifying the concepts into a coherent
idea.

One of the many reasons we admire Nagel’s analysis is because it aimed to clarify
Bthe point of misunderstanding in disputes that are honestly intended and conducted
with intelligence by both sides^ (Kant 1787/1998, A424/B452). In other words, Nagel
was sympathetic to the disagreement among expert philosophers. He did not attempt to
solve the problem or adjudicate between monistic and dualistic theories of conscious-
ness, but instead articulated why these two views are opposed, that is, why the problem
seems so persistently intractable. By grounding the problem in our cognitive architec-
ture, this is precisely the goal to which our project seeks to contribute. For us, the
problem (referred to either as the ‘mind-body problem’ or more specifically the
‘problem of consciousness’) itself becomes no less genuine, but certain goals that drive
many philosophical and scientific approaches to the problem certainly look less
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sensible. In particular, the common philosophical approach of attempting to arrive at a
definitive solution in favor of one view over another looks futile. Second, the scientific
hope that a reductive account of consciousness can be found looks like a ‘category
mistake’ (Ryle 1949) – the mistake being to suppose that a theory which clarifies our
mechanistic understanding of the brain from the perspective of the Physical Stance
could also succeed in clarifying our experiential understanding of ourselves and others
from the perspective of the Phenomenal Stance.

3.2 Strawson and the Problem of Free will

In Freedom and Resentment, Peter Strawson clarified that the incommensurable posi-
tions pertaining to the dilemma of determinism – to adopt compatibilism vs.
incompatibilism – emerged from a tension between different conceptual and attitudinal
viewpoints. He further argued that certain concepts and attitudes share a much stronger
affinity with one viewpoint than the other (i.e., the participant viewpoint and its reactive
and vicarious attitudes vs. the objective viewpoint and its association to a ‘one-eyed
utilitarianism’ in which the only justification for punishment derives from appeals to
social policy/control). The viewpoint one adopted influenced their stance on the
problem. In treating the issue this way, Strawson argued that the truth or falsity of
determinism is irrelevant to moral responsibility because our feelings of moral con-
demnation (e.g., resentment, gratitude), and the relevant concepts and social practices
(e.g., justice, punishment), are not founded on a theoretical understanding of the way
the world is or how others behave. Instead, they are founded on our deep and genuine
commitment to the well-being of ourselves and others, that is, our morally reactive
attitudes and their vicarious analogues.

Strawson clarified this by emphasizing that his ‘optimist/compatibilist’ divorces
herself from our uniquely human moral sentiments by focusing on the social utility
of punishment and control. Strawson’s ‘pessimist/incompatibilist’ is aware that leaving
out the morally reactive attitudes Bexcludes at the same time the essential elements in
the concepts of moral condemnation and moral responsibility^ (Strawson 1962, p.21)
and, out of reverence for these sentiments, puts forth dubious metaphysical propositions
(i.e., claims at odds with a naturalistic worldview; ‘panicky metaphysics 14’, in
Strawson’s terms). But the metaphysical propositions only seem dubious because what
Strawson referred to as the objective and participant viewpoints are not just distinct;
they Bare, profoundly, opposed to each other^ (Strawson 1962, p.9). Indeed, in
illuminating the tension between these opposing conceptual attitudes, Strawson noted
that BBut what is above all interesting is the tension there is, in us, between the
participant attitude and the objective attitude. One is tempted to say: between our
humanity and our intelligence.^ (Strawson 1962, p.10). Hence, Strawson emphasized
how our cognitive faculties, and the relationship between them, might relate to different
perspectives on this philosophical issue.

14 Strawson used the term ‘panicky metaphysics’ in his essay Freedom and Resentment to refer to ideas and
beliefs that claim a departure from a naturalistic or empirically driven account of actions in which humans are
freely exercising their agency (e.g. the libertarian view of freedom, or ‘contra-causal freedom’). Strawson
describes such beliefs as ‘panicky’ because, he argues, they represent an intellectually inadequate knee-jerk
defense against the fear that determinism undermines our humanity.
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An interesting question is whether Strawson and Nagel were illuminating the same
conceptual tension, a fundamentally different tension, or a related and overlapping
conceptual tension. It is clear that both Strawson and Nagel contrast viewpoints which
differ critically in their degree of ‘objectivity’ and ‘distance’ from the entity who is the
presumed locus of experience and/or will. For Nagel, the objective viewpoint is a
completely removed and reductionist scientific perspective, the ‘view from nowhere’.
For Strawson, the objective viewpoint is not totally divorced from the human perspec-
tive but is exemplified by the temporary suspension of particular Bmoral reactive
attitudes^ towards a particular agent. In short, it is a morally detached viewpoint that
enables us to try to Bunderstand[ing] how he [an agent] works^ (Strawson 1962). This
viewpoint has a close affinity with Dennett’s Intentional stance, which is also part of
our philosophical theory of cognition (see Figure 1). Indeed, for Strawson, the objective
viewpoint of ‘understanding how he works’ is not an understanding aimed at the
reductive/subpersonal neurological or physical level (i.e., the Physical stance) but is
instead at the level of mental states (i.e., the Intentional stance). Hence, it appears that
while Nagel illuminated a tension between the Phenomenal and Physical stances,
Strawson illuminated a tension between the Phenomenal and Intentional stances. Our
account holds that the intentional stance is realized by a blend of the cognitive
capacities that underlie the physical and phenomenal stances (see Section 2 and
Figure 1). Hence, we suggest that the conceptual tensions illuminated by Nagel and
Strawson derive from the same neurological tension (i.e. between the TPN and DMN),
even though the ‘objective’ viewpoints they reference correspond to distinct cognitive
stances (i.e. the Physical and Intentional Stances).

There is further empirical support for Strawson’s analysis that recourse to the
Bpanicky metaphysics of libertarianism^ (Strawson 1962, p.25) is driven by moral
sentiments. More specifically, emerging evidence is beginning to suggest that it is a
desire for retributive justice – not the utility of social control and deterrence – which is
related to the tendency to Bgo beyond the [physical] facts^ (Strawson 1962, p.20) and
endorse libertarianism (Clark et al. 2014; Jack et al. under revision; Shariff et al. 2014).
This behavioral work establishing a link between moral sentiments and Bpanicky
metaphysics^ not only supports Strawson’s (1962) analysis, but also provides support
for our (neurologically informed) account: Moral sentiments are, by hypothesis, tied to
the Phenomenal Stance. When these sentiments are salient to the individual, the tension
between the Phenomenal and Physical stances causes them to be drawn to metaphysical
world views that depart from physicalism or naturalism. We suggest that deficits in
these sentiments make the viewpoint associated with the Intentional stance more readily
adoptable.

As with Nagel, we might ask: If Strawson somehow had access to this evidence in
Strawson 1962 and privately used it to inform his treatment of the dilemma of
determinism, should we regard his project as any less philosophical? Or, what is only
slightly different, in light of the emerging evidence in favor of his general conclusion,
should we now regard it as less philosophical? We disagree with Knobe (2016) that a
novel metaphilosophical framework needs to be constructed to fully appreciate the
philosophical import of evidence which contributes to the ‘same sort of thing’ as
previous philosophically significant analyses. One of the reasons we admire Strawson’s
analysis is because he sought to illuminate Bthe point of misunderstanding in disputes
that are honestly intended and conducted with intelligence by both sides^ (Kant, Kant
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1787/1998). That is, he was sympathetic to the disagreement among expert philoso-
phers. By grounding the problem in our cognitive architecture, this is precisely the goal
to which our project seeks to contribute. For us, the problem of the apparent
incompatibilism between freewill and determinism is no less genuine, but the quest
for a compatibilist solution certainly looks less sensible.

In sum, both Nagel and Strawson sought to illuminate the origin of conceptual
tension and clarify why the different perspectives to these problems are irreconcilable.15

In doing so, they appealed to certain concepts or faculties in us that might engender the
opposing perspectives. We contend that this most closely resembles the philosophical
contributions afforded by our approach to experimental philosophy and our work in
cognitive science. The most salient difference between our work and theirs is the
methodology and tools we use to arrive at and support our explanation, not the
philosophical significance of the explanation.

Despite the fact that both Nagel and Strawson provided what are broadly viewed as
highly philosophically illuminating treatments of the problems, the problems still
remain. Their resistance to be integrated into a naturalized worldview is telling. As
far as we know, Immanuel Kant was the first person to articulate a reason as to why that
may be the case.

3.3 Kant’s Antinomies

Kant’s project in the Critique of Pure Reason (Kant 1787/1998) is often referred to as
the Copernican revolution of cognition/philosophy. His focus was not on a mind-
independent world, but on the subject and the a priori conditions (e.g., pure forms of
intuition, categories, schemata, etc.…) without which experience of objects would be
impossible. Despite their necessity, some of these conditions inevitably ‘overstep their
bounds’ and engender certain illusions about the world (and ourselves).

One such illusion is an antinomy, which Kant characterized as a contradiction
between mutually exclusive metaphysical theses that are each internally coherent and
equally plausible. Kant’s claim that their (im)plausibility is dependent on transcendental
idealism or Kantian suppositions of space and time is irrelevant for our purposes. We
draw parallels between Kant’s work and our work for a number of reasons, none of
which hinge upon these aspects of his philosophy. 16 Primarily, Kant was the first
philosopher to advance an account that made claims about how our cognitive consti-
tution might give rise to contradictions between different sorts of understanding, and

15 Admittedly, Strawson did try to reconcile the two incompatible perspectives, but his attempt required
‘radical modifications’ by both parties. Similarly, Nagel (1974), Chalmers (1996) and others have alluded to
potential strategies for reconciling the phenomenal and the physical. However, we would argue the major (and
most widely agreed) contribution made by all these philosophers is that of helping to illuminate the nature of
the conceptual tension: What is important for the present purposes is that Strawson’s analysis clarified that
each conceptual attitude either leaves out something crucial (compatibilism leaves out moral sentiments) or
introduces something dubious (incompatibilism introduces the ‘panicky metaphysics of libertarianism’). The
question of what to do about the tension is not only contingent on the tension being correctly identified, but is
also an additional step which may or may not be warranted or advisable.
16 Our most sincere thanks to Chin-Tai Kim. His excellent undergraduate seminar on Kant, attended by J.P.F.
while J.P.F. was an undergraduate researcher in A.I.J.’s lab, provided an opportunity for us to recognize the
remarkable and surprising parallels between Kant’s work and the direction the lab’s cognitive neuroscience
research was pointing.
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the relationship that each shares to opposing philosophical positions. We suggest these
aspects of Kant’s philosophy can be considered a type of proto-psychology, insofar as
he tried to construct an account that would explain how cognition of objects is possible.
Yet, despite his emphasis on our cognitive constitution, no one questions the philo-
sophical import of Kant’s work (whether you agree or disagree with his philosophy).

We also appeal to Kant because of the two criteria by which he characterized his
antinomies. One criterion is that the competing propositions should be universally
recognized across humans. We do not ‘choose’ to confront or construct these paradoxes
– they simply emerge from our cognitive constitution. The second criterion was that the
origin and cause of the antinomy is Bnot merely an artificial illusion that disappears as
soon as someone has insight into it, but rather a natural and unavoidable illusion, which
even if one is no longer fooled by it, still deceives though it does not defraud and which
thus can be rendered harmless but never destroyed….from this there must arise a
contradiction that cannot be avoided no matter how one may try^ (A422/B450).

We regard both the mind-body problem and the dilemma of determinism as just such
illusions, the source of which can be traced to the tension between the DMN & TPN.
These issues are perceived cross-culturally (Kant’s first criterion) (Bloom 2004;
Sarkissian et al. 2010) and seem to (partially) emerge from an evolved feature of our
neurology (Kant’s second criterion). And although not an ‘illusion’ itself, we believe
this relationship is applicable to the historical debate between deontological and
utilitarian ethics, which is discussed in the next section.

Unlike William James (see below), Kant didn’t trace the origin of competing views
comprising his antinomies to idiosyncratic aspects of the cognitive constitution of
individuals espousing each view. Instead, he traced them to two fundamental and
disparate modes of understanding that everyone possesses. In Kantian parlance, these
are theoretical reason and practical reason (and the incommensurable ‘Ideas’ legislated
by each). Whereas theoretical reason posits certain concepts or principles that are
necessary for advancing our empirical understanding of the world, practical reason
posits certain concepts or principles which inform moral action. Kant’s antinomies
emerged by failing to perceive and appreciate this distinction. He thus delineated the
disparate domains to which these two sorts of understanding are ‘for’, and restricted the
bounds of each precisely in order to preserve their unique affordances. For illustrative
purposes, Kant noted that the theses of his antinomies, which were associated with
practical reason, had a Bcertain practical interest^ and served as the Bcornerstones of
morality and religion^, while their antitheses, which were associated with theoretical
reason, Brobs us of all these supports, or at least seems to rob us of them^ (Kant 1787/
1998, A465/B493-A469/B497).

This tension that emerges between Kant’s theoretical and practical reason, at least
when they ‘overstep their bounds’ by trying to make sense of phenomena17 for which
they are not properly suited, broadly parallels the tension reflected between the TPN
and DMN. Indeed, our view is that each network is properly suited for opposing
domains of cognition – one for perceiving the physical world and analyzing its
structure; the other for appreciating phenomenal experience and recognizing humanity.

17 Phenomena in the contemporary sense of the term, not the Kantian sense.
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3.4 The Deontology vs. Utilitarianism Debate

We suggest that the observed neural tension between the TPN and DMN can also
provide some insight into the deontological vs. utilitarian debate, at least as it relates to
certain types of moral judgments (Jack et al. 2014). We are not here to defend one
ethical school over the other, either in general or viewed from the perspective of its
most notable proponents. Instead, our aim is to provide a theoretically driven and
empirically supported account that aims to clarify the cognitive processes associated
with the tendency to endorse deontological or utilitarian judgments in a particular type
of moral dilemma – hypothetical footbridge dilemmas that aim to pit these opposing
ethical perspectives against each other.

Ethical thinking has long been dominated by these two opposing frameworks
attempting to guide moral action. According to deontological thinking, which is
famously exemplified by the work of Immanuel Kant, right moral actions emerge from
a sense of moral duty. They are motivated by some abstract rule, such as the categorical
imperative (i.e., never will an action that you yourself could not will to become a
universal law), or some interpretation of the categorical imperative. For instance, one
well-known interpretation is known as the BHumanity Formula^, according to which
human beings should never be treated asmerelymeans to an end but always as ends-in-
themselves (Johnson 2014; Kant, Kant 1787/1998). In line with the emerging evidence,
we believe this notion that human beings are ends-in-themselves, and should never be
used for instrumental purposes without regard for their humanity, is linked with the
empathic and moral sentiments associated with the Phenomenal stance and its under-
lying neural signature (see Figure 1e).

According to utilitarian thinking, which is famously exemplified by the work of
John Stuart Mill, the right moral action is that which maximizes the aggregate
happiness (Mill, Mill 1861/1998). Utilitarian ethics has generally been associated with
explicit and deliberate forms of instrumental reasoning. These can either be social in
nature, such as interpersonal manipulative skills, or analytic in nature, such as regarding
humans as statistical objects in order to calculate benefits and risks. There is thus a
utilitarian tendency to instrumentally manipulate humans which is not only absent
from, but universally discouraged by, deontological thinking, especially when one
understands the categorical imperative in terms of the Humanity Formula.

Coupling these philosophical tenets with the empirical work reviewed above gives
rise to the following conjectures: First, utilitarian thinking in these footbridge type
moral dilemmas should be facilitated by a natural inclination to adopt both the
Intentional stance and Physical stances, with the latter having a stronger effect. Second,
and in direct contrast, the tendency to support deontological judgments in these same
moral dilemmas should be associated with an inclination to step into the Phenomenal
stance – which facilitates a tendency to connect with and respect the humanity in
others. If these hypotheses are correct, then only a particular type of emotional thinking
should relate to deontological responses – namely concern relating to the moral
patiency of others.

The following falsifiable empirical predictions follow from these observations: First,
measures of emotionality in general, such as personal distress and fear, should be
unrelated to deontological responses in these scenarios. This is because these emotions
are automatic and emerge from primitive limbic areas of the brain, whereas prosocial
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and moral sentiments linked with Phenomenal stance are controlled and emerge from
the DMN (e.g., Jack et al. 2012; Lindquist et al. 2012; Powers et al. 2015; Rameson
et al. 2012). It is these latter sentiments in particular, as opposed to more primitive
emotions, which should encourage empathic forms of connection with others. Second,
emotionally disengaged measures of instrumental social reasoning (e.g., Theory of
Mind) should either negatively predict deontological responses to these dilemmas or
bear no relationship. This is because these are skills which do not require connecting
with the humanity in others; indeed, in some instances they facilitate the manipulation
of others (Blair et al. 1996). Third, measures of analytic reasoning should negatively
predict deontological responses in these sorts of dilemmas (i.e., positively predict
utilitarian responses).

There is emerging evidence in favor of these hypotheses. Many studies have shown
that utilitarian thinking in these dilemmas is predicted by deficits in prosocial senti-
ments, rather than measures of emotionality or those associated with the Intentional
stance. Instead, utilitarian decisions in these dilemmas are associated with psychopathic
personality traits (Bartels and Pizarro 2011; Jack et al. 2014; Koenigs et al. 2012; Patil
and Silani 2014). This is intriguing because psychopaths show both a reduced capacity
to step into the Phenomenal stance (reduced empathic concern) and an increased
capacity to step into the Intentional stance (Blair et al. 1996). Causal evidence for this
view is provided by work demonstrating that experimentally increasing feelings of
empathy leads to increased deontological decision making (Conway and Gawronski
2013).

There is also support for the hypothesis that individual differences and experimental
inductions of various forms of controlled reasoning (e.g., mathematical, analytic; the
physical stance) increase utilitarian responses (Paxton et al. 2012) to these dilemmas
(but see Jack et al. 2014) and increase antisocial behavior in general (Small et al. 2007;
Wang et al. 2014; Zhong 2011). Taken together, this work supports the view that
treating humans as merely means to an end is facilitated by an attenuated ability to step
into the Phenomenal stance and/or a natural inclination to step into the Intentional and
Physical stances.

But why should such abstract moral rules as Bnever treat humans as means to an end,
but always ends-in-themselves^ be associated with the empathic sentiments instantiated
by the DMN? One tentative interpretation is that higher levels of empathy and
compassion incline us to connect with the humanity in others; that is, to respect the
dignity that is intrinsic to all human beings (Jack et al. 2014). In doing so, we may be
less likely to treat other human beings as instruments, mere means to an end.

In line with this, several different studies have shown decreased activation through-
out the DMN while participants viewed pictures of individuals who were of instru-
mental value or viewed as less than fully human (Harris and Fiske 2006, 2007; Harris
et al. 2014). Other researchers have shown that damage to key areas of the DMN
involved with abstract emotional representation and emotional regulation (Roy et al.
2012) increases utilitarian responses to these dilemmas (Koenigs et al. 2012). More-
over, damage to brain areas that ‘switch’ between the DMN and TPN (Menon and
Uddin 2010; Sridharan et al. 2008) results in a failure to fully engage the DMN during
moral decision making, which corresponds with increased utilitarian responses to these
footbridge dilemmas (Chiong et al. 2013). These findings are in line with the view that
failure to fully engage the DMN facilitates the tendency to treat others as instruments.
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We are not claiming that these results suggest that normatively desirable moral
cognition requires that we spend all of our time in the Phenomenal stance while entirely
ignoring either the Intentional and Physical stances. Mature and flexible ethical think-
ing most likely emerges from the ability to efficiently oscillate between these stances
and their underlying neural networks. Moreover, the evidence reviewed here is partic-
ular to a certain class of moral dilemmas involving certain sorts of agents, namely
footbridge type dilemmas with humans. Future work is wanted to determine how these
personality traits relate to other dilemmas with other types of agents.

Lastly, as we emphasized above, we are not here to defend Kant and deontological
ethics against Mill and utilitarian ethics. The details of Kant’s ethics are unimportant for
our argument. We appeal to Kant because his ethical system, and in particular the
BHumanity Formula^ of his categorical imperative, seems to be motivated by an
appreciation for the sanctity of human life. In light of the reviewed philosophical
theory and empirical evidence, we believe this appreciation is most closely linked with
the phenomenal stance. This is something that individuals who endorse utilitarian
judgments in these scenarios seem to (intentionally or inadvertently) fail to appreciate.
In light of evidence that utilitarian responses to these and other sets of moral judgments
do not reflect an Bimpartial concern for the greater good^ (Kahane et al. 2015), it seems
that treating humans as means to an end is not primarily driven by moral concern to
increase the aggregate happiness of those who would experience the aggregated
increase.18

4 X-Phi Reconsidered

In this section, we highlight differences between our approach to X-Phi and that of
most other X-Phi projects. This is important because although other projects have
argued for an inclusive relationship between cognitive science and philosophy, the
philosophical import of such a synthesis is still a matter of debate. We contend that
these concerns are not applicable to our approach. We further discuss how empirically

18 Both this study and Kahane (2015) raise a larger question, which is whether the ‘utilitarian responses’ to
these dilemmas reflect genuine utilitarian reasoning, e.g. since such reasoning is supposed to be driven by
Bimpartial concern for the greater good^. Clearly the tendency to make such responses does not capture all
elements of utilitarian reasoning. However, it seems there can be little argument that utilitarian ethics would
push more strongly than deontological ethics towards the responses in question. Similar concerns may be
raised about the degree to which ‘deontological responses’ to footbridge dilemmas properly capture deonto-
logical reasoning (see study 2 of Jack et al. 2014). We have no argument with the view that a fully articulated
utilitarian approach to ethics will incorporate elements from all the stances. Indeed, it must be so, since under
our framework ‘impartial concern’, being a moral sentiment, must originate from the phenomenal stance and
cannot be a product of the other stances. The key point is that both Utilitarianism and the so-called ‘utilitarian
responses’ to footbridge dilemmas are similar in the respect that both place a much stronger weight on a
detached and objective calculus than ‘deontological’ approaches or responses. Further, the claim that utilitarian
perspectives rely more strongly (than deontological approaches) on analytic reason (or in Kant’s terms
‘theoretical reason’ i.e. the Physical stance) is so obvious it is effectively beyond question; and it is similarly
clear that Kant was explicitly determined to resist this heavy reliance on theoretical reason when he formulated
his approach to ethics. Empirical measures (such as responses to trolley dilemmas) are inevitably artificial and
limited proxies for full blown philosophical approaches, however such limitations do not necessarily render
the findings invalid or uninformative provided the interpretation does not rely on a simple identification
between approaches and responses, and takes heed of such limitations.
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falsifiable hypotheses pertaining to the relationship between our psychology and
opposing philosophical positions can immediately and directly enrich our understand-
ing of the philosophical issues in ways that most other projects, including traditional
forms of philosophical analysis, cannot. Thus, we claim that cognitive science offers a
unique and valuable way to advance philosophical understanding, and hence is indis-
pensable for moving the field of philosophy forward, at the same time as advancing
cognitive science.

Many researchers have already demonstrated the benefits of using empirical
methods to examine philosophical issues. For instance, we now have a considerably
enriched understanding of the psychology of intuitions (Nado 2014). Notably, much of
this work shows how intuitions are often sensitive to factors that are not normative (i.e.
truth-tracking) and hence are best described as cognitive biases (Andow 2015; Byrd
2014; Livengood et al. 2010; Pinillos et al. 2011; Schwitzgebel and Cushman 2015).
This work also indicates that philosophers tend to more carefully ‘check’ their intui-
tions with deliberate, reflective thought than do non-philosophers – a finding which is
hardly surprising given the goals of philosophical education, but nonetheless significant
and gratifying to see empirically supported (e.g., Andow 2015; Byrd 2014; Livengood
et al. 2010). Some influential work in X-phi has also shed new light on the psychology
of social and ethical reasoning, in particular judgements of intentionality and respon-
sibility (Knobe 2003; Shaun and Knobe 2007). These findings, some of which are quite
counter-intuitive, clearly make a significant contribution to cognitive science. We
believe they are also informative to philosophy, at the very least because our under-
standing of such reasoning processes is clearly relevant to applied ethics. However,
some have expressed skepticism about the philosophical relevance of these findings
(e.g., Cappelen 2012; Devitt 2012; Kauppinen 2007; Sosa 2007). More specifically, it
seems there is still trepidation concerning how such empirical and cognitive work can
directly inform philosophical thinking.

One reason for such concern might be attributed to the observation that much work
in X-Phi focuses on issues which, generally speaking, are not thought to be psycho-
logical in nature. For instance, metaphysical questions, such as those surrounding free
will and dualism, are typically regarded as inquiries into a mind-independent reality. If
philosophers are primarily interested in apprehending metaphysical truths in this mind-
independent sense, it is certainly a good question how cognitive science can inform
such philosphical inquiries. Edouard Machery seems to adopt this sort of view (see also
Papineau 2011). In a recent book, Machery (2017) argues that while cognitive science
can be directly informative to certain goals of conceptual analysis, research efforts into
these sorts of metaphysical issues (e.g., dualism) Bshould often be given up, and our
philosophical interests should be reoriented toward issues that do not turn on such facts
^ (p1). This is because the ‘facts’ that Machery has in mind are metaphysical or modal
‘facts’. However, our focus here is different. It isn’t on the metaphysical ‘facts’ in
themselves, but rather on the origin of the tension between which facts ‘should’ prevail
(à la Kant and his skeptical method).

We are not directly concerned with shedding light, for example, on the nature of
consciousness. Rather our first concern is to shed light on the philosophical problem of
consciousness – the conceptual scheme which gave us the idea there was something
that we might be able to study. Put another way, we are not trying to answer the
question (e.g. Does consciousness have a biological basis?), but rather to refine the
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question (e.g. Does it make sense to ask if consciousness has a biological basis?).19 We
think ‘facts’, of a different sort, are of interest to understanding philosophical problems
or disputes – namely ‘facts’ about our cognitive structure. If philosophical disputes –
whether metaphysical or not – are hypothesized to (partially) emerge from our cogni-
tive structure, then the philosophical utility of cognitive science becomes more clear.
Indeed, the philosophical utility of cognitive science to better understanding the nature
of philosophical disputes should not even appear suprising to anyone with a passing
philosophical education, given that Kant influentially provided an essentially psycho-
logical theory of the origin of such disputes, and did so long before psychology
emerged as a displine that could be distinguished from philosophy.

Scholl (2007) advances a similar view to ours, where he cogently argues that
identifying the psychological mechanisms driving intuitions about object persistence
and space can speak to the origin of related metaphysical claims (e.g., space and time).
While we enthusiastically applaud Scholl’s (2007) work, there are differences between
his account and ours that are worth bringing to the fore. First, although Scholl (2007)
attempts to ground metaphysical beliefs about space and time in our psychology, he
does not draw parallels between this sort of empirical approach on the one hand, and
traditional philosophical analyses attempting to ground these beliefs in our psychology
on the other. Hence, Scholl (2007) regards cognitive science as being able to bridge the
Bdisparate^ (p.1) fields of philosophy and psychology, rather than constituting a form
of philosophy itself. In contrast we argue that our approach should be understood as
philosophy on the clear parallels between it and historically influential proto-
psychological philosophical analyses (Section 3). Second, Scholl (2007) does not
discuss how tension between psychological processes might give rise to competing
metaphysical beliefs. This is central to our account. Third, Scholl (2007) suggests that
work in cognitive science can give us reasons to relinquish certain intuitions/beliefs
when they conflict with each other. In contrast, we suggest that better understanding the
cognitive origins of conflicting philosophical views actually provides compelling
reasons not to eliminate one view for another.20 We highlight these differences merely
to show how our approach differs from Scholl’s (2007) work, not to undercut its
philosophical significance.

Others have expressed hesitant optimism when it comes to the philosophical
significance of cognitive science, whether it is used to study metaphysical issues or
not. In a recent book chapter titled BExperimental philosophy is cognitive science,^

19 Put briefly, if you mean consciousness in something like the sense Ned Block (2005) calls ‘access
consciousness’, then yes, that can be turned into a structured and meaningful scientific project (Jack and
Shallice 2001). If you mean BWhat is the biological basis of phenomenal consciousness?^, then we contend
that the question can’t be answered. Not because metaphysical dualism is true, but because the question itself
is incoherent. It is like asking BWhat is the semantic structure of an orange?^ - a category mistake (see the
conclusion of section 3.1). In other words, adopting the Physical stance to try and understand the ‘what it is
like’ aspect of consciousness is not just starting off on the wrong foot, but it is signing up for the wrong race.
20 The differences in how we and Scholl (2007) handle conflicting beliefs may be traced to the metaphysical
issues each of us addresses. We are addressing issues which, we have argued, emerge from a tension between
two fundamentally different modes of understanding the world, one which is analytic and another which is
empathic, and both of which are essential for successfully navigating the world, albeit different aspects of that
world. In contrast, intuitions about space, time and object persistence do not seem to emerge from such a
fundamental tension, but might be traced to more nuanced tensions between different forms of analytic
thinking (i.e., different types of representation associated with TPN activation and DMN suppression) which
are both aimed at the same sort of understanding.
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Knobe (2016) argued that we must construct a novel metaphilosphical framework in
order to fully appreciate the philosphical import of such work. Using the
metaphilosphical framework for traditional conceptual analysis is ill-suited, Knobe
argues, because X-Phi does not try to provide the ‘same sort of thing’ as conceptual
analsyis (e.g., a theory of concept x, or the necessary and sufficient conditions for
determining concept x). We agree with Knobe that most work in X-Phi does not aim to
provide the Bsame sort of thing^ as traditional conceptual analysis. And we further
agree that the philospohical import of such work can become more transparent by
constructing a novel metaphilosphical framework.

However, to claim that a new metaphilosophical framework is required for appre-
ciating the philosophical import of X-phi because Bexperimental philosophy is cogni-
tive science^ is, in some sense, to claim that it is exclusive; that is, to starkly distinguish
X-phi (or cognitive science) from philosophy. We believe this sort of claim is premature
because our type of work in X-phi does use cognitive science to provide exactly the
‘same sort of thing’ that the undeniably philosophical treatments discussed above
aimed to provide – the illumination of a tension in us. Hence, our X-phi work is
recognizably work in cognitive science, but not in an exclusive sense – it is also
recognizably work in philosophy. Again, that is the thesis of this essay.

Because we regard the problems as emerging from a tension in us, rather than from
an inherent inability to grasp facts about a mind-independent world, we regard our-
selves as practicing the (Kantian) skeptical method. Consequently, we do not study
individual differences in cognition in order to support one philosophical view over
another. Instead, we appeal to philosophical judgments and individual differences as
data that might illuminate the neural and psychological origins of philosophical issues,
including their competing views. By mapping philosophically relevant cognitive
stances onto opposing philosophical viewpoints, and using individual difference mea-
sures to assess one’s tendency to adopt these stances, we are able to test empirically
falsifiable hypotheses designed to reveal how our psychology inclines individuals to
one or another philosophical view. And because we make hypotheses about the
relationship these psychological processes share with each other, the results can speak
to the tension between competing viewpoints.

The logic behind our own approach of emphasizing various individual difference
measures can be more fully explicated as follows: We maintain that fundamentally
opposed philosophical worldviews arise as a result of features of our shared cognitive
structure. In other words, the existence of ‘neurologically grounded antinomies’ can be
perceived (or felt) by all, or at least most, of us. Individual variation in certain cognitive
capacities reflects the tendency for individuals, when forced to make a choice, to adopt
one cognitive mode over another. For example, an individual who scores in the top
quartile on the IPT (i.e., physical reasoning) and in the lowest quartile on the IRI-EC
(i.e., empathic concern) is an individual who tends to adopt the physical stance more
readily than the phenomenal stance, even when faced with stimuli that bias most people
towards adoption of the phenomenal stance. Which stance the individual privileges will
determine whether they are more likely to endorse one or another of the opposing
worldviews we have discussed, when they are faced with questions that force such a
decision. Hence, we are not in the business of trying to harmoniously reconcile the
divergent views between the folk and the majority of philosophers. We believe there is
sufficient evidence supporting the claim that we are cognitively constrained from ever
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reconciling the opposing views, which are each supported both by the folk and by
philosophers – albeit in different proportions.21

This is a major point of departure from most work in X-Phi, which presupposes that
the divergent views evidenced between the folk and philosophers – and even among
philosophers themselves – can be harmoniously reconciled with an ultimately unified
and naturalistic worldview. These projects aim to explain ‘away’ metaphysically
peculiar beliefs (e.g., intuitive dualism and intuitive libertarianism) as the product of
epistemically defective psychological processes, such as emotions,22 (Greene 2011;
Nichols 2014), intuitive biases (Pennycook et al. 2012), cleverly designed intuition
pumps (Dennett 1984, 1991, 2013),23 or philosophical ignorance (Devitt 2012). These
sorts of ‘debunking’ approaches suffer from at least two serious shortcomings.

First, they run the risk of inaccurately characterizing the psychological processes
underlying opposing philosophical worldviews, and thus the philosophical worldviews
themselves. Most of these approaches adopt a dual-process model of cognition (Evans
and Stanovich 2013; Kahneman and Tversky 1972). On this view, beliefs and judg-
ments emerge either immediately from quick and automatic processes in response to
stimuli (Type 1 processes) or such judgments are subsequently ‘checked and revised’
by controlled, deliberate thought (Type 2 processes). The first sort of processing is often
characterized as intuitive, primitive and error-prone, where the second is often charac-
terized as rational, sophisticated and error-correcting. Emotions and empathy are often
conflated with Type 1 processing, and analytic thinking with Type 2 processing.
However, as we mentioned in section 2.1, this view is inconsistent with a growing
body of evidence in neuroscience.

We have advanced an account according to which Type 1 and Type 2 processes exist
within both the DMN and TPN, which means that certain emotional and analytic
processes are automatic and intuitive on the one hand, whereas others are deliberate
and controlled on the other (Friedman et al. 2015). Several neuroimaging studies have
demonstrated that various types of empathic thinking are controlled Type 2 process
(Morelli and Lieberman 2013; Rameson et al. 2012). We have provided evidence above
(section 3.1, with Nagel) that empathic concern is associated with belief in dualism.
Hence, researchers who characterize dualism (and similar beliefs which do not fit into a
naturalistic worldview) as emerging from ‘primitive’ or ‘error prone’ thinking are
inaccurately characterizing the cognitive processes associated with this belief, as well
as the belief itself. This could inadvertently motivate us to view individuals who hold to
such beliefs as primitive thinkers, which could have deleterious ethical effects on how
such individuals are perceived (Haslam 2006).

Our approach regards such metaphysical beliefs as emerging from a tension between
two sorts of reflective thinking, each of which is necessary for effective function. This
is one motivation behind our suggestion that we learn to live with the conflict, rather

21 It is not surprising that a greater proportion of philosophers endorse physicalism, whereas a greater
percentage of the folk endorse dualism, given the findings cited earlier which indicate that philosophers tend
to employ analytic reasoning more than the folk when considering their intuitions.
22 BMetaphysicians rarely train their students to have heightened emotional sensitivities. B(Nichols 2014, p.
738)
23 To be sure, we are not arguing that intuition pumps don’t exist, or fail to influence, philosophical judgments.
Rather, we want to highlight a critical difference between the exogenous influences of carefully crafted
thought experiments, and the endogenous influence of our neural architecture on our intuition.
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than attempting to dispose of it – because forfeiting beliefs which do not fit into a
naturalistic worldview would seem to inevitably involve demeaning the cognitive
processes that drive such beliefs. The more pressing reason is that our work pushes
us to the hypothesis that effective ethical judgment is inevitably tied to the adoption of a
dualistic world view.24 In line with this hypothesis, we have previously noted that
certain types of ethical judgment, in particular judgments associated with higher levels
of empathic concern, are very hard to provide a rational basis for without appealing to
dualistic notions such as talk about the ‘soul’ (Jack et al. 2014).

In further support of this, we have demonstrated that although spiritual and religious
worldviews are negatively predicted by various sorts of analytic reasoning (Gervais and
Norenzayan 2012; Pennycook et al. 2012; Shenhav et al. 2012) they are even more
strongly positively predicted by various sorts of moral sentiments, especially empathic
concern (Jack et al. 2016). It is worth noting that the positive effects of empathy on
religious belief were strongest among the most analytically inclined participants,
suggesting that individuals who have developed both sorts of reflective cognition
(analytic and empathic) are more adept at discerning their unique affordances, an
insight that can be traced to Kant. More specifically, we suggest that while highly
analytic individuals recognize that certain religious/spiritual claims are empirically
suspect (e.g., the world was created in 7 days), they may also recognize that certain
supernatural beliefs, which P.F. Strawson would describe as ‘panicky metaphysics’,
help cultivate social and moral insights by resonating with a form of understanding that
is fundamentally opposed to naturalistic modes of thinking (Jack et al. 2016)

Second, these debunking approaches cannot adequately explain why such beliefs
persist under the reflective scrutiny of expert philosophers. Recent research has shown
that both philosophers and non-philosophers are susceptible to the same biases
(Schwitzgebel and Cushman 2015), which suggests that dual-process theory does not
adequately account for differences in philosophical worldviews. However, interpreting
results through a theory of cognition that is not wholly accurate is not, by itself, a major
cause of concern. The results can always be reinterpreted using another theory of
cognition that more accurately reflects the way the brain is organized (as we have done
with some of Joshua Greene’s work, see section 2.2). What we regard as a major cause
of concern is that many projects in X-Phi simply presuppose the truth of a metaphysical
thesis and then use X-Phi to further support that view, or explain away conflicting
views. Although this may seem like a caricature of (experimental) philosophy, at least
two other prominent figures in philosophy have expressed similar views. David Hume
claimed that Breason is, and ought only to be the slave of the passions^ (Hume 1738/
2012). And William James writes:

24 The thought here is that the process of reliably generating normatively correct judgments requires us to
adopt the phenomenal stance as part of our deliberations. This engages the ‘morally reactive attitudes’ and
causes us to represent individuals as possessing free will and phenomenal consciousness. Note that we do not
endorse the hypothesis that effective ethical judgment is tied to an idealistic world view, since we view
effective ethical judgment as requiring a balancing of considerations generated by different stances (Jack et al.
2014; Rochford et al. 2016). Our pragmatic view is that while we should be dualists for the purposes of
making ethical judgments, we should be monists when we are concerned with making judgments about the
physical structure of the world.
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B[T]he history of philosophy is to a great extent that of a certain clash of
temperaments. Undignified as such a treatment may seem to some of my
colleagues, I shall have to take account of this clash and explain a good many
of the divergencies [sic] of philosophers by it. Of whatever temperament a
professional philosopher is, he tries when philosophizing to sink the fact of his
temperament. Temperament is not conventionally recognized reason, so he urges
impersonal reasons only for his conclusions. Yet his temperament really gives
him a stronger bias than any of his more strictly objective premises. It loads the
evidence for him one way or the other, making for a more sentimental or a more
hard-hearted view of the universe…^

(James 1906/1975, p. 2)

James went on to bifurcate temperament into the tender-minded and tough-minded.
He describes the tender-minded as ‘idealistic’, ‘religious’, and ‘free-willist’; the tough-
minded as ‘materialistic’, ‘irreligious’, and ‘fatalistic’ (p. 4). These are opposed tem-
peraments associated with opposed philosophical inclinations – and the similarity that
his list has to the predictions emerging from the observation of the neural tension
between the DMN (Phenomenal stance) and TPN (Physical stance) is notable. James
even writes that the B[T]he tender feel the tough to be unrefined, callous, or brutal^ (p.
5). This is quite a prescient insight in light of our results above. James identifies tender-
mindedness with idealism, whereas the work outlined here identifies it with dualism;
however, both these philosophical viewpoints share the feature of privileging
(experiential) mind over the hegemony of materialism (e.g., the Phenomenal stance
over the Physical stance).

We emphasize the above passage because James, like Kant, was acute to the tension
there is between Bfacts and principles^, where facts are aligned with the empirical/
theoretical (TPN activation and DMN suppression; Physical stance) and principles are
aligned with the moral/ethical (DMN activation, TPN suppression; Phenomenal
stance). Even if one disagrees with our drawing a parallel between James’ division of
facts and principles with the anti-correlated empirical/theoretical cognitive processes
instantiated by the TPN on the one hand, and the moral/ethical sentiments instantiated
by the DMN on the other, it cannot be denied that James was tuned in to the tension
there is between facts about our psychology (e.g., temperament) and our philosophical
worldviews. Given James’ status and influence on modern philosophy and psychology,
it is rather odd that others have not paid attention to this insight and done more to
incorporate individual difference measures into their experimental projects as means of
systematically testing hypotheses about the origins of philosophical beliefs.

Our analysis of three different philosophical disputes as arising from one feature of
our cognitive structure (i.e. the tension between the DMN and TPN) may raise some
questions because these disputes differ in form in various ways. Do these differences
undermine our claim that they each arise from the same underlying feature? We do not
believe so. Undoubtedly many factors, including historical and cultural factors, influ-
ence the form of philosophical debates. Further, these debates are shaped by what is
perceived to be at stake by the community. For instance, debates in ethics appear to
have taken a fundamentally different form from the debates about consciousness and
free will. In the case of utilitarian vs. deontological ethics what is at stake is which
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theoretical framework can best inform practical ethical decision making, whereas in the
cases of free will and the mind-body problem what is at stake is the fundamental nature
of the mind. Hence, philosophers don’t talk about utilitarian ethics as causing or
constituting deontological ethics because it is recognized that these systems of ethics
are human constructions. On the other hand, in discussions of free will and conscious-
ness, we are discussing the nature of the phenomenon in itself, therefore it certainly
makes sense to suggest that neural processes cause or constitute human experience and
free will.

Nonetheless, our framework may be able to shed some further light on the distinct
forms that debates about the mind-body problem and free will have taken. In particular,
we hypothesize that there is a greater tension, and hence a deeper conceptual divide,
between experience and neural processes on the one hand (Phenomenal vs. Physical
stances), than there is between freely willed action and determinism (Phenomenal vs.
Intentional stances).

For the problem of free will, since the conceptual divide is less pronounced,
compatibilism has emerged as a common strategy for reconciling the competing
viewpoints. In practice, this strategy has involved arguing that incompatabilism is
untenable or fails to provide an adequate account even on its own terms, coupled with
limited efforts explaining that intuitions of incompatibilism rest on some kind of
misunderstanding.

For the mind-body problem, the tension between perspectives is greater. Historically,
this encouraged philosophers to pick a side, such that they might adopt either idealism
or physicalism. As science increasingly progressed, including making inroads on the
mind, idealism became less popular and the physical nature of matter and mind became
harder to resist. However, the perception that something was ‘left out’ of physicalist
accounts of the mind nonetheless remained too salient to simply gloss over or push
aside in the same manner as intuitions about free will. This has led to at least one of
three strategies that are commonly employed to address this concern. The first consists
of holding to a nuanced form of dualism (i.e. property dualism or dual aspect theory),
often accompanied by claims about bridging principles or laws that can mediate
between the two perspectives, which softens the essentially non-explanatory nature of
such accounts. A second consists of providing more elaborate arguments to deny that
any sense can be made of the intuition that an explanatory gap persists, for instance by
undermining faith in introspection and arguing that some kind of intentionally fabri-
cated – as opposed to neurologically grounded – cognitive illusion is occurring (e.g.
‘intuition pumps’). The third strategy is to admit that an apparent explanatory gap
remains, but to optimistically resist dualism in the hope that scientific advances will
eventually close the gap by producing a theory of consciousness.

Hence, it would appear that the greater salience of the explanatory gap that is present
for the problem of consciousness (in contrast to the problem of free will), which
according to our account arises from the structure of cognition, explains the greater
lengths that philosophers have gone to in their attempts to provide a satisfactory
resolution in favor of one metaphysical position or another. However, to be clear, we
believe our work indicates that such efforts are ultimately futile, and will ultimately be
seen as sophistry, although well intentioned rather than malicious sophistry. Indeed, we
would go even further than this, and question why analytic philosophers have expended
so much effort in trying to argue for one metaphysical position over another. It strikes
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us that a highly dubious assumption underlies such efforts, namely the view that the
tools of analytic philosophy (e.g., conceptual analysis) are well suited for determining
what is metaphysically true.25 In our view, the scientific method, i.e. putting forward
hypotheses about nature and then testing them empirically, represents the best method
for determining what is metaphysically true. Conceptual analysis cannot provide any
direct support for the truth or falsity of any particular metaphysical claim.26 On the
contrary, we would suggest that what conceptual analysis does directly inform is
precisely the nature of human understanding. Concepts are, after all, merely the mental
constructs that underlie and support human understanding. Our conceptual structure
reveals the structure of cognition, regardless of whether all the concepts concerned
demonstrate correspondence with the world.

Hence the exercise of claiming that the way we understand the mind implies
that certain things are true about the mind (e.g. Fodor’s ‘Language of Thought’
hypothesis, or the claim that phenomenal concepts succeed in referring to
natural properties of mental states) is not, and should never have been taken
as, evidence which speaks directly to the actual constitution of the mind.
Rather, it is most directly evidence about the cognitive structures we have
evolved to understand minds. Hence, it does not strike us as a reasonable view
that science, the only true route to metaphysics, should be expected or encour-
aged to give undue weight to the Language of Thought hypothesis or the
hypothesis there is a biological basis for phenomenal consciousness - any more
than science should strive to demonstrate the existence of an immaterial soul.
Such strivings might be likened to the view that physicists should expend
additional efforts attempting to prove true the false beliefs of naive or folk
physics. In summary, while our primary focus in this paper has been to argue
that some projects in cognitive science also constitute works of philosophy, we
believe the converse to also be true. The philosophical method of the analysis
of conceptual tension may be seen as an excellent tool for pinpointing tensions
in human understanding, which can be readily transformed into hypotheses in
cognitive science. Hence, some work in philosophy also makes an invaluable
contribution to the discipline of cognitive science.

25 Machery (2017) has recently claimed that philosophers are ‘modally immodest’ by supposing that
analyzing certain situations or intuitions can reveal necessary metaphysical truths. We agree. However,
Machery did not arrive at this conclusion by appealing to any sorts of facts about our cognitive structure.
Instead, he essentially argues that because we could never possibly ascertain the existence of necessary
metaphysical truths, (most) philosophers have to change the way they philosophize, or at least appreciate the
(modal) limitations of certain philosophical practices. Although there are other differences between our
accounts, we reference Machery merely to illustrate that other X-Phi proponents see how problematic is to
move from consulting one’s intuition’s, or reflective analyses about thought experiments, to metaphysical
claims about the world (and other possible worlds).
26 Conceptual analysis is of course well suited to examining the underlying assumptions of successful
scientific frameworks and/or theories, and may borrow from the epistemic credibility of those frameworks
in order to support claims that nature is structured in a particular way. However, we cannot see how conceptual
analysis can be taken as having any epistemic credibility except by this indirect route, and hence the credibility
of any metaphysical claims put forward on the basis of conceptual analysis ultimately derive entirely from
empirical testing.
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5 Conclusion

We have argued that our experimental project shares a close affinity with classical
forms of analysis in philosophy, the major difference being that our epistemic basis
relies on data from the cognitive sciences, not on introspection or logical analysis. This
evidence complements these philosophically traditional analyses, and points to a
similar conclusion, but does so in ways that introspection and logical analysis alone
could not possibly achieve. The type of philosophical analysis afforded by our ap-
proach seeks to provide a descriptive account of the tension in us that gives rise to
incommensurable philosophical beliefs. We traced this tension to our neurology and the
antagonistic relationship between two anatomically distinct and functionally inhibitory
neural networks, one underlying empathic attachment and moral sentiments (Default
Mode Network; DMN), and another underlying empirical reasoning and analytic
thought (Task Positive Network; TPN).

We want to close by emphasizing that the prospect of grounding philosophical
problems in our neurology has the potential to mitigate a certain futility of purpose
that can often be seen when we take a more distanced view of the back and forth of
philosophical discourse. By illuminating the cognitive forces behind certain problems,
we can learn to appreciate that the inability to reconcile competing worldviews is due to
endogenous cognitive constraints rather than philosophical ignorance or wishful think-
ing. We may also learn that some of these cognitive forces are laudable and not worth
stifling (e.g., Baumeister et al. 2009; Vohs and Schooler 2008). Having recognized this,
we might rethink the motivation to banish metaphysical dualism in favor of reductive
physicalism, a worldview that shares a relationship with psychopathic tendencies. It is
not our claim that all philosophical problems can be grounded within our theoretical
framework, or that our apparent inability to simultaneously deploy the neural networks
underlying moral sentiments and physical reasoning (broadly construed) is the answer
to every intractable philosophical question. We suspect that other competing neurolog-
ical and psychological processes can illuminate the intractable nature of some other
philosophical problems and paradoxes. We look forward to work adopting this sche-
matic approach. Nevertheless, we believe that a fuller understanding of the world, and
our place in it, can be cultivated by respecting the exclusivity of each of these
incommensurable domains of understanding and using them in the appropriate context.

Finally, we want to highlight two different ways in which beliefs and attitudes may
be judged (ir)rational and how these relate to our project (c.f., Nozick 1981). On one
view, a belief, choice or attitude is rational because it increases utility or happiness or
good fortune. Another sense in which a belief or attitude can be rational depends on
how well it ‘fits with’ or ‘hangs together’ with other beliefs and attitudes. The better it
fits, the more rational it becomes to incorporate. In the first sense, it appears to be
rational, in some contexts, to hold to every one of the positions that we have discussed
(e.g. physicalism and dualism, compatibilism and incompatibilism, utilitarianism and
deontology). However, it is an emphasis on the latter sense that encourages many
philosophers to mistakenly believe that only one of two incommensurable viewpoints
must be correct – that is, holding both of them seems irrational in this sense. We have
gone to some length to explain why this view is, in these cases, mistaken. Our cognitive
architecture predisposes us to form certain beliefs and attitudes that are contradictory,
and thus irrational in this later sense, because they emerge from distinct and profoundly
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opposed cognitive processes. Rather than give in to the inclination, which many
philosophers evince, to dismiss or deride this type of irrationality, we believe philos-
ophy would do better to celebrate it. Not only is it our uniquely human endowment, but
also, it keeps philosophy in business.
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